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#### Abstract

The worst-case analyses of heuristics in combinatorial optimization are often far too pessimistic when confronted with performance on real-world problems. One approach to partially overcome this discrepancy is to resort to average-case analyses by stipulating realistic distributions of input data. Another way is to incorporate a priori information on the potential domain of the input data, for instance, assuming the triangle inequality for input matrices is in some cases instrumental for establishing approximation algorithms with fixed performance guarantee. Now, a parametrized form of the triangle inequality has a considerably larger range of applicability and allows the prediction of the heuristics performance, where otherwise no bound could be provided. For example, it is interesting to observe that two well-known approximation algorithms for the Traveling Salesman Problem (TSP), assuming the triangle inequality, behave differently when one relaxes the imposed triangle inequality. The double-spanning-tree heuristic can be adjusted (by suitably extracting a Hamilton circuit from a Eulerian walk) to yield an approximation algorithm with performance guarantee increasing quadratically with the parameter governing the relaxed triangle inequality. The Christofides algorithm cannot be modified in this way and hence does not tolerate a relaxation of the standard triangle inequality without loosing the bound on its relative performance.
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Introduction. Hard combinatorial optimization problems are often approached in practice by heuristic procedures that produce near-optimal solutions, which for particular data, however, may be far away from optima. It is then interesting from a theoretical point of view to predict the worst-case behavior of such algorithms. A heuristic qualifies as an approximation algorithm if the returned solutions are within a fixed factor $r$ (performance guarantee) of the optimal value. Even this relaxation of the problem may be too demanding, viz., leaving it still NP-hard. One would then resort to a (possibly more consolatory) average-case analysis or restrict the range of feasible input data. The Traveling Salesman Problem (TSP) is quite typical in this respect: there is no hope (unless $P=N P$ ) for a polynomial approximation algorithm with performance guarantee, but if the input distance matrix $C=\left(c_{i, j}\right)$ obeys the triangle inequality, then several approximation algorithms are available. It is conceivable that slight violations of the triangle inequality should not be too deleterious with respect to performance guarantees. The deviation from the triangle inequality is captured by a parameter $\tau$ in the following relaxation of the triangle inequality:

$$
\begin{equation*}
c_{i, j} \leq \tau\left(c_{i, k}+c_{k, j}\right) \tag{1}
\end{equation*}
$$

for all choices of three distinct points $i, j, k$. This parametrized form, suggested by Bandelt, Crama, and Spieksma (1991), allows us to tailor the worst-case analysis

[^0]more faithfully to the expected instances of a particular real-world problem, as was demonstrated for several heuristics solving multidimensional assignment problems, where the performance guarantee was even bounded from above by a factor $r$ linearly dependent on the parameter $\tau$.

A parametrized triangle inequality naturally comes up when the input data are from a fixed range of values. Assume that all cost matrices $C=\left(c_{i, j}\right)$ under consideration are bounded by real numbers $L$ and $U$ :

$$
L \leq c_{i, j} \leq U \quad \text { for all } i, j
$$

If $L>0$, then $C$ certainly satisfies the inequality (1) with parameter $\tau=U / 2 L$. In case more a priori information is available, smaller choices of the parameter $\tau$ may be possible. For instance, if the median cost of the three edges in each triangle is bounded below by $M$, that is,

$$
M \leq \max \left\{\min \left(c_{i, j}, c_{i, k}\right), \min \left(c_{i, j}, c_{j, k}\right), \min \left(c_{i, k}, c_{j, k}\right)\right\},
$$

then $\tau=U /(L+M)$ is a feasible choice. In this case one could even admit negative costs as long as $-L<M$.

In this paper we will study the parametrized triangle inequality in more detail. In the presence of the standard triangle inequality (that is, for $\tau=1$ ) it is straightforward to estimate the distance between the end points of a path with more than one interior point: take the sum of distances along the path. When $\tau>1$, however, a corresponding factor necessarily grows with the number of interior points. In particular, we will determine the exact values of the smallest possible factors $\tau_{n}$, given $\tau$, in the inequalities

$$
c_{i, j} \leq \tau_{n}\left(c_{i, k_{1}}+c_{k_{1}, k_{2}}+\cdots+c_{k_{n-1^{\prime}} k_{n}}+c_{k_{n}, j}\right) .
$$

Asymptotically, $\tau_{n}$ equals $\tau$ to the power $\log _{2}(n+1$ ). (Any application of this "iterated parametrized triangle inequality" for large $n$ will thus lead only to poor estimates of the performance of the approximation algorithm under study.)

Now, what can be said about the performance of some TSP heuristics when the relaxed triangle inequality is imposed? Two pertinent algorithms depart from a minimum-cost-spanning tree by expanding it to a Eulerian graph, either by simply doubling each edge or by adding a minimum-cost matching of the vertices of odd degree. Extracting a Hamilton circuit from an arbitrary Eulerian walk then results in an algorithm with performance guarantee 2 or $3 / 2$, respectively, provided the distances satisfy the triangle inequality. It turns out that the two algorithms perform differently when applied to distance matrices $\left(c_{i, j}\right)$ fulfilling the relaxed form of the triangle inequality with parameter $\tau>1$. The simple double-spanning-tree heuristic can be modified (by carefully selecting the Hamilton circuit) in such a way that a performance guarantee of factor $3 \tau^{2} / 2+\tau / 2$ can be achieved. The other algorithm (due to Christofides) does not profit from such a selection strategy of tours: for $\tau>1$, the worst-case ratio of heuristic tour length and optimal tour length goes to infinity when the number $n$ of cities (points) increases.

So far we have regarded the parametrized triangle inequality as a relaxation of the standard one, i.e., we have assumed $\tau>1$. But when distances satisfy the standard triangle inequality strictly, we can more precisely describe this by an improved triangle inequality with parameter $\tau<1$. Evidently, $\tau$ cannot be smaller than $1 / 2$. This
scenario applies to the minimum-spanning-tree heuristic for the Steiner tree problem: when $\tau$ approaches $1 / 2$, the performance guarantee factor 2 decreases and eventually reaches 1 . As in the multidimensional assignment problem we treat the anticlustering problem of Feo and Khellaf (1990) for every choice of the parameter $\tau$ with $1 / 2 \leq \tau<$ $\infty$. Our terminology is fairly standard; cf. Papadimitriou and Steiglitz (1982). Vertex set and edge set of a (finite, simple, undirected) graph $G$ are denoted by $V(G)$ and $E(G)$, respectively. For $k \geq 1$, the $k$ th power $G^{k}$ of a graph $G$ is the graph with the same vertex set as $G$ and where two distinct vertices $a$ and $b$ of $G$ form an edge if and only if there exists an $a, b$-path in $G$ consisting of at most $k$ edges. A trivial tree is a tree consisting of just one vertex.

Let $X$ be a set and let $c$ be a mapping that assigns to every two-element subset $\{u, v\}$ of $X$ a nonnegative real number $c(u, v)$. Then $c$ is called a cost function on $X$, and $c(u, v)$ is the cost of the edge $\{u, v\}$. Whenever appropriate, we will also write $c_{u, v}$ instead of $c(u, v)$. In some instances, $c$ is referred to as a distance function. If $E$ is a finite subset of $\binom{X}{2}$, then we write $c(E)$ for the sum of all $c(u, v)$ for which $\{u, v\} \in E$. We call $c(E)$ the cost of $E$. If $E$ is the edge set of a graph $H$, then we also write $c(H)$ instead of $c(E)$; and in case $H$ is complete, that is, $E(H)=\binom{A}{2}$ for $A \subseteq X$, the cost $c(H)$ is written as $c(A)$. We say that a cost function $c$ on $X$ satisfies the $\tau$-inequality (for some $\tau$ with $1 / 2 \leq \tau<\infty$ ) if (1) holds for all choices of three distinct points $i, j, k$ in $X$.

1. Iterated parametrized triangle inequalities. Our goal is to determine the smallest possible factors $\tau_{n}$ in the inequalities ( $1^{\prime}$ ). To this end some technical prerequisites are necessary. We assume $\tau \geq 1$ (unless stated otherwise). For each positive integer $n$, let us define numbers $a_{n}$ and $b_{n}$ as follows: let $n=2^{q}+r$ with integers $q$, $r$ such that $q \geq 0$ and $0 \geq r<2^{q}$; then (for given $\tau \geq 1$ )

$$
\begin{aligned}
a_{n} & :=r \tau^{q+1}+(\lfloor n / 2\rfloor-r) \tau^{q}, \\
b_{n} & :=r \tau^{q+1}+(\lceil n / 2\rceil-r) \tau^{q} .
\end{aligned}
$$

Note that $a_{n}$ and $b_{n}$ equal $(n / 2) \tau^{\log _{2} n}$ asymptotically: indeed, the numbers $a_{n}$ and $b_{n}$ are relatively minor deviations from their arithmetic mean

$$
r \tau^{q+1}+\left(\frac{n}{2}-r\right) \tau^{q}
$$

which constitutes the linear interpolation of the convex function

$$
h(x)=\frac{x}{2} \tau^{\log _{2} x}=\frac{1}{2} x^{1+\log _{2} \tau}
$$

along the points $x=2^{q}$ for $q=0,1, \ldots$.
In the next lemma we collect some properties of the numbers $a_{n}$ and $b_{n}$ that will be useful in the following sections. The proof of this lemma is left to the reader.

Lemma 1. The numbers $a_{n}, b_{n}$ have the following properties (2.1)-(2.4).
(2.1) Let $q=\left\lfloor\log _{2} n\right\rfloor$. Then

$$
\begin{aligned}
b_{n}-a_{n} & =\left\{\begin{array}{lll}
\tau^{q} & \text { if } n \text { is odd }, \\
0 & \text { otherwise },
\end{array}\right. \\
a_{n+1}-a_{n} & = \begin{cases}\tau^{q+1} & \text { if } n \text { is odd }, \\
\tau^{q+1}-\tau^{q} & \text { otherwise }\end{cases} \\
b_{n+1}-b_{n} & = \begin{cases}\tau^{q+1}-\tau^{q} & \text { if } n \text { is odd, } \\
\tau^{q+1} & \text { otherwise } .\end{cases}
\end{aligned}
$$

(2.2) $a_{n} \leq b_{n} \leq a_{n+1}$.
(2.3) Let $n \geq m$. If $n-m$ is even, then

$$
\begin{aligned}
a_{n+1}-a_{n} & \geq a_{m+1}-a_{m}, \\
b_{n+1}-b_{n} & \geq b_{m+1}-b_{m}, \\
b_{n}-a_{n} & \geq b_{m}-a_{m}
\end{aligned}
$$

if $n-m$ is odd, then

$$
\begin{aligned}
a_{n+1}-a_{n} & \geq b_{m+1}-b_{m} \\
b_{n+1}-b_{n} & \geq a_{m+1}-a_{m}
\end{aligned}
$$

(2.4) If $n \geq 3$ is odd, then

$$
a_{n}=\tau\left(a_{\lfloor n / 2\rfloor}+a_{\lceil n / 2\rceil}\right) \quad \text { and } \quad b_{n}=\tau\left(b_{\lfloor n / 2\rfloor}+b_{\lceil n / 2\rceil}\right) ;
$$

if $n$ is even, then

$$
a_{n}=b_{n}=\tau\left(a_{n / 2}+b_{n / 2}\right) .
$$

For $X=\{0,1, \ldots, n\}$ with $n \geq 1$, we define a cost function $c$ on $X$ as follows: for $i, k \in X$ with $i<k$ let

$$
c_{i, k}=c_{k, i}= \begin{cases}a_{k-i} & \text { for } i \text { even and } k \text { odd }  \tag{3}\\ b_{k-i} & \text { for } i \text { odd and } k \text { even } \\ a_{k-i}\left(=b_{k-i}\right) & \text { otherwise }\end{cases}
$$

Lemma 2. The cost function $c$ defined on $X=\{0,1, \ldots, n\}$ by (3) satisfies the $\tau$-inequality.

Proof. Let $i, j, k \in X, i<j<k$. Then $\max \left\{c_{i, j}, c_{j, k}, c_{i, k}\right\}=c_{i, k}$ by (3) and (2.2). Hence, for the proof of the $\tau$-inequality, it suffices to show

$$
\begin{equation*}
c_{i, k} \leq \tau\left(c_{i, j}+c_{j, k}\right), \quad 0 \leq i<j<k \leq n . \tag{4}
\end{equation*}
$$

Note that, by the definition of $c$, it is sufficient to prove (4) for $i \in\{0,1\}$.
Case 1: $i=0$ and $k$ is odd. Then (by (3)) the claimed inequality (4) is equivalent to

$$
\begin{equation*}
a_{k} \leq \tau\left(a_{j}+a_{k-j}\right), \quad j=1, \ldots, k-1 \tag{4.1}
\end{equation*}
$$

Clearly it suffices to show (4.1) for $1 \leq j \leq(k-1) / 2$, which we assume henceforth. Then $k-j-1 \geq j$. Note further that $k-j-1-j$ is an even number and, therefore, we can apply (2.3) to obtain $a_{k-j}-a_{k-j-1} \geq a_{j+1}-a_{j}$. Hence

$$
a_{j}+a_{k-j} \geq a_{j+1}+a_{k-(j+1)}, \quad j=1, \ldots,(k-1) / 2 .
$$

Moreover, we already know from (2.4) that statement (4.1) is true for $j=(k-1) / 2$ and thus (by the inequalities we have just derived) it is true for ail $j=1, \ldots,(k-1) / 2$. This settles Case 1.

Case 2: $i=1$ and $k$ is even. In this case, (4) becomes

$$
b_{k-1} \leq \tau\left(b_{j-1}+b_{k-j}\right), \quad j=2, \ldots, k-1 .
$$

With $h=k-1$ this is equivalent to

$$
\begin{equation*}
b_{h} \leq \tau\left(b_{j}+b_{h-j}\right), \quad j=1, \ldots, h-1 \tag{4.2}
\end{equation*}
$$

Since $h$ is odd, (4.2) can be verified analogously to the proof of (4.1) by making use of (2.3) and (2.4).

The remaining cases ( $i=0$ with $k$ even, and $i=1$ with $k$ odd) can be settled by similar arguments.

We now prove the main result of this section, which, in other words, states that the smallest possible factor $\tau_{n}$ in the inequality ( $1^{\prime}$ ) equals

$$
\frac{a_{n+1}}{\lfloor(n+1) / 2\rfloor} .
$$

Theorem 1. Let $X=\{0,1, \ldots, n\}$ with $n=2^{q}+r\left(0 \leq r<2^{q}, q \geq 1\right)$ and let $c$ be a cost function on $X$ satisfying the $\tau$-inequality for $\tau \geq 1$. Then

$$
\begin{equation*}
c(0, n) \leq \frac{r \tau^{q+1}+(\lfloor n / 2\rfloor-r) \tau^{q}}{\lfloor n / 2\rfloor} \sum_{j=0}^{n-1} c(j, j+1) \tag{5}
\end{equation*}
$$

which is best possible, as for each $\tau \geq 1$ and $n \geq 2$ there exists an example yielding equality in (5).

Proof. We first consider the case in which $n$ is a power of 2 . In this case $r=0$ and thus the claimed inequality (5) becomes

$$
c\left(0,2^{q}\right) \leq \tau^{q} \sum_{j=0}^{2^{q}-1} c(j, j+1)
$$

which can easily be verified by induction on $q$ : indeed, for $q=1,\left(5^{\prime}\right)$ is just the $\tau$-inequality, and for $q \geq 2$, by making use of the induction hypothesis, one obtains the following:

$$
\begin{aligned}
c\left(0,2^{q}\right) & \leq \tau\left(c\left(0,2^{q-1}\right)+c\left(2^{q-1}, 2^{q}\right)\right) \\
& \leq \tau\left(\tau^{q-1} \sum_{j=0}^{2^{q-1}-1} c(j, j+1)+\tau^{q-1} \sum_{j=2^{q-1}}^{2^{q}-1} c(j, j+1)\right) \\
& =\tau^{q} \sum_{j=0}^{2^{q}-1} c(j, j+1) .
\end{aligned}
$$

Now let us assume that $n$ is not a power of 2 . Then $1 \leq r \leq\lfloor n / 2\rfloor$. Let

$$
T_{n}=\left(t_{i, j}\right), \quad i, j=0, \ldots,\lfloor n / 2\rfloor-1
$$

be an $\lfloor n / 2\rfloor \times\lfloor n / 2\rfloor$-matrix with entries 0 or 1 such that each row and each column contains exactly $r$ entries equal to 1 ; a matrix with these properties is easily seen to exist. For each $i \in\{0,1, \ldots,\lfloor n / 2\rfloor-1\}$, denote by $j_{i, 1}, \ldots, j_{i, r}$ the column indices $j$ for which $t_{i, j}=1$, where we assume

$$
j_{i, 1}<j_{i, 2}<\cdots<j_{i, r}, \quad i=0, \ldots,\lfloor n / 2\rfloor-1 .
$$

Furthermore, for each $i \in\{0,1, \ldots,\lfloor n / 2\rfloor-1\}$, let $J_{i}$ be the set of integers that are of the form $2 j_{i, k}+1$ for $k \in\{1, \ldots, r\}$. Then, clearly, $J_{i} \subseteq\{1, \ldots, n-1\}$ and $\left|J_{i}\right|=r$ and, consequently, $\left|\{0,1, \ldots, n\} \backslash J_{i}\right|=2^{q}+1$. For $i=0, \ldots,\lfloor n / 2\rfloor-1$, denote the members of $\{0,1, \ldots, n\} \backslash J_{i}$ by

$$
m_{i, 0}<m_{i, 1}<\cdots<m_{i, 2^{q}} .
$$

Then, evidently, $m_{i, 0}=0$ and $m_{i, 2^{q}}=n(i=0, \ldots,\lfloor n / 2\rfloor-1)$. Hence we conclude from (5') that

$$
\begin{equation*}
c(0, n) \leq \tau^{q} \sum_{k=0}^{2^{q}-1} c\left(m_{i, k}, m_{i, k+1}\right), \quad i=0, \ldots,\lfloor n / 2\rfloor-1 . \tag{6}
\end{equation*}
$$

For all $i \in\{0, \ldots,\lfloor n / 2\rfloor-1\}$ and $k \in\{1, \ldots, r\}$, the $\tau$-inequality yields

$$
\begin{equation*}
c\left(2 j_{i, k}, 2 j_{i, k}+2\right) \leq \tau\left(c\left(2 j_{i, k}, 2 j_{i, k}+1\right)+c\left(2 j_{i, k}+1,2 j_{i, k}+2\right)\right) . \tag{7}
\end{equation*}
$$

Let us define an $\lfloor n / 2\rfloor \times n$-matrix $S_{n}=\left(s_{i, j}\right)$ as follows: for all $i \in\{0, \ldots,\lfloor n / 2\rfloor-1\}$ and $j \in\{0, \ldots, n-1\}$ let

$$
\begin{array}{ll}
s_{i, j}:=1 & \text { if } j=2 j_{i, k} \text { or } j=2 j_{i, k}+1 \text { for some } k \in\{1, \ldots, r\}, \text { and } \\
s_{i, j}:=0 & \text { otherwise } .
\end{array}
$$

In other words, $S_{n}$ results from $T_{n}$ by (i) doubling each column (i.e., inserting to the right of each column an identical copy of it), and (ii) adding an all-zero column to the right of all columns if $n$ is odd. In particular, each column of $S_{n}$ contains at most $r$ entries equal to 1 .

Now, from (6) and (7), together with the definition of $S_{n}=\left(s_{i, j}\right)$, one immediately obtains

$$
\begin{equation*}
c(0, n) \leq \sum_{j=0}^{n-1} \tau^{q+s_{i, j}} c(j, j+1), \quad i=0, \ldots,\lfloor n / 2\rfloor-1, \tag{9}
\end{equation*}
$$

since for each $i$ there exist exactly $2^{q}-r$ pairs $m_{i, k}, m_{i, k+1}$ of consecutive numbers, whereas $r$ pairs $m_{i, k}, m_{i, k+1}$ are of the form $2 j_{i, k}, 2 j_{i, k}+2$ (so that (7) applies). Summing up these inequalities and dividing the result by $\lfloor n / 2\rfloor$ yields

$$
\begin{aligned}
c(0, n) & \leq \frac{1}{\lfloor n / 2\rfloor} \sum_{i=0}^{\lfloor n / 2\rfloor-1} \sum_{j=0}^{n-1} \tau^{q+s_{i, j}} c(j, j+1) \\
& =\frac{1}{\lfloor n / 2\rfloor} \sum_{j=0}^{n-1}\left(\sum_{i=0}^{\lfloor n / 2\rfloor-1} \tau^{q+s_{i, j}}\right) c(j, j+1) .
\end{aligned}
$$

In addition, (8) yields for all $j \in\{0, \ldots, n-1\}$

$$
\sum_{i=0}^{\lfloor n / 2\rfloor-1} \tau^{q+s_{i, j}} \leq r \tau^{q+1}+(\lfloor n / 2\rfloor-r) \tau^{q}
$$



Fig. 1. An example showing that the bound of (13) is best possible.
This proves (5).
Now, let $X=\{0,1, \ldots, n\}$ and let $c$ be the cost function defined on $X$ by (3). Then by Lemma 2 the $\tau$-inequality is satisfied, and we have $c(0, n)=a_{n}$ and

$$
\sum_{j=0}^{n-1} c(j, j+1)=\lfloor n / 2\rfloor
$$

Hence, for the so-defined example ( $X, c$ ), (5) holds with equality.
To provide sharp bounds for the iterated $\tau$-inequality in case $\tau<1$ does not seem easy. Here is the case of $n=3$ edges: From $c_{i, j} \leq \tau c_{i, k}+\tau c_{k, j}$ and $\tau c_{k, j} \leq \tau^{2} c_{i, j}+$ $\tau^{2} c_{i, k}$ it follows that $c_{i, j} \leq \tau c_{i, k}+\tau^{2} c_{i, j}+\tau^{2} c_{i, k}$ whence $\left(1-\tau^{2}\right) c_{i, j} \leq \tau(1+\tau) c_{i, k}$, that is,

$$
\begin{equation*}
c_{i, j} \leq \frac{\tau}{1-\tau} c_{i, k} \quad \text { for any triple of pairwise distinct vertices } i, j, k . \tag{10}
\end{equation*}
$$

Iterating the $\tau$-inequality for $c_{0,3}$ in two different ways gives

$$
\begin{aligned}
& c_{0,3} \leq \tau^{2} c_{0,1}+\tau^{2} c_{1,2}+\tau c_{2,3} \\
& c_{0,3} \leq \tau c_{0,1}+\tau^{2} c_{1,2}+\tau^{2} c_{2,3}
\end{aligned}
$$

Hence

$$
\begin{equation*}
2 c_{0,3} \leq\left(\tau^{2}+\tau\right) c_{0,1}+2 \tau^{2} c_{1,2}+\left(\tau^{2}+\tau\right) c_{2,3} . \tag{11}
\end{equation*}
$$

Let $\lambda \geq 0$ be a real number (to be determined later); then by (10) we have $\lambda c_{0,1} \leq$ $\lambda(\tau /(1-\tau)) c_{1,2}$ as well as $\lambda c_{2,3} \leq \lambda(\tau /(1-\tau)) c_{1,2}$, and thus we obtain from (11)

$$
\begin{equation*}
2 c_{0,3} \leq\left(\tau^{2}+\tau-\lambda\right) c_{0,1}+\left(2 \tau^{2}+2 \lambda \frac{\tau}{1-\tau}\right) c_{1,2}+\left(\tau^{2}+\tau-\lambda\right) c_{2,3} \tag{12}
\end{equation*}
$$

Now, in order to have all three coefficients on the right-hand side of (12) equal, we choose

$$
\lambda=\frac{\tau(1-\tau)^{2}}{1+\tau}
$$

With this choice of $\lambda$ the inequality (12) yields

$$
\begin{equation*}
c_{0,3} \leq \frac{2 \tau^{2}}{1+\tau}\left(c_{0,1}+c_{1,2}+c_{2,3}\right) . \tag{13}
\end{equation*}
$$

This bound is best possible, as the (legitimate) example of Fig. 1 shows.
Problem. Provide an analogue to Theorem 1 for $\tau<1$.
2. The TSP. By $\Delta_{\tau}$ TSP we mean the Traveling Salesman Problem restricted to distance matrices satisfying the $\tau$-inequality for some fixed $\tau \geq 1 / 2$. Given an input for $\Delta_{\tau}$ TSP, that is, a set $X$ of $n$ "cities" and a distance function $c$ on $X$ satisfying the $\tau$-inequality, we denote by $c_{\text {min }}$ the cost of an optimal tour on $X$; moreover, given an approximation algorithm for $\Delta_{\tau}$ TSP, we write $c_{\text {approx }}$ for the cost of an approximate solution. In the following, we restrict ourselves to the case $\tau \geq 1$. If $\tau=1$, then we write $\Delta$ TSP rather than $\Delta_{1}$ TSP. We discuss two well-known heuristic procedures for the TSP, namely, the double-tree algorithm and Christofides' algorithm; cf. Papadimitriou and Steiglitz (1982).

## Double-Tree algorithm

Step 1. Find a minimum spanning tree $T$ for $(X, c)$.
Step 2. Create the multigraph $T_{d}$ by doubling each edge of $T$.
Step 3. Find a Eulerian walk $E$ of $T_{d}$, extract a Hamilton circuit $H$ from $E$, and return the corresponding tour as a heuristic solution.

## Christofides' algorithm

Step 1. Find a minimum spanning tree $T$ for $(X, c)$.
Step 2. Create the multigraph $T_{m}$ by adding to $T$ a minimum-cost matching of the vertices of $T$ having odd degree.
Step 3. Find a Eulerian walk $E$ of $T_{m}$, extract a Hamilton circuit $H$ from $E$, and return the corresponding tour as a heuristic solution.

In Step 3 of these algorithms, extraction of a Hamilton circuit $H$ from $E$ means that, for each vertex $v$ occurring more than once in $E, m$ times say, one arbitrarily deletes $m-1$ of $v$ 's occurrences. If $H$ can be obtained from $E$ in this way, we also say that $H$ is an embedded tour of $E$.

It is well known that the double-tree algorithm and Christofides' algorithm are approximation algorithms for $\triangle$ TSP with performance guarantees 2 and $3 / 2$, respectively; cf. Papadimitriou and Steiglitz (1982). We now consider the $\Delta_{\tau}$ TSP for some fixed $\tau>1$ and study the worst-case behaviour of the above procedures. The following example is instructive. For $X=\{0,1, \ldots, n-1\}$ with $n-1=2^{q}(q \geq 1)$, define the distances $c_{i, k}$ as in (3). Recall that, by Lemma 2, the so-defined distance function $c$ on $X$ satisfies the $\tau$-inequality. Then

$$
c_{\min } \leq(n-2) \tau+1
$$

since a tour with cost $(n-2) \tau+1$ can easily be specified: just take the tour $(0,2,4$, $\ldots, n-1, n-2, n-4, \ldots, 3,1,0)$. Note also that the path $T=(0,1, \ldots, n-1)$ is the (uniquely determined) minimum-spanning tree of ( $X, c$ ). Hence Christofides' algorithm returns the tour $H=(0,1, \ldots, n-1,0)$, and one easily sees that the double-tree algorithm may also return this tour, since $H$ is an embedded tour of the Eulerian walk $(0,1, \ldots, n-1, \ldots, 1,0)$. Note that

$$
c(H)=\frac{n-1}{2}+\frac{n-1}{2} \tau^{q}=\frac{n-1}{2}\left(1+\tau^{\log _{2}(n-1)}\right)
$$

and thus

$$
\frac{c(H)}{c_{\min }} \geq \frac{(n-1)\left(1+\tau^{\log _{2}(n-1)}\right)}{2(n-2) \tau+2}
$$

which (as $\tau>1$ ) goes to infinity as $n$ goes to infinity. In other words, the worstcase ratio of heuristic tour length and minimal tour length goes to infinity as the
number $n$ of "cities" increases. Actually, in the case of Christofides' algorithm, things are even worse: note that, in the above example, the graph $T_{m}$ equals the circuit $(0,1, \ldots, n-1,0)$ and, therefore, no choice other than $E=H=T_{m}$ was possible. Hence, in the case of Christofides' algorithm, it is impossible to overcome the poor worst-case behaviour by specifying additional rules for the selection of $E$ and $H$. This negative result is in contrast to what we have for the double-tree algorithm: we will see that, by carefully selecting $H$ from the variety of Hamilton circuits embedded in some Eulerian walk of $T_{d}$, the double-tree algorithm can be refined to become an approximation algorithm with performance guarantee $3 \tau^{2} / 2+\tau / 2$.

Our refinement of the double-tree algorithm is based on a result of Sekanina (1960) stating that the cube $T^{3}$ of a tree $T$ with at least three vertices has a Hamilton circuit; see also Walther and Voss (1974). For our purpose, we need the following Theorem A, which is a slightly modified version of Sekanina's theorem. For a tree $T$ with $n \geq 3$ vertices, let $H=\left(x_{0}, x_{1}, \ldots, x_{n}=x_{0}\right)$ be a Hamilton circuit of $T^{3}$ and denote by $P_{i}$ the unique $x_{i-1}, x_{i}$-path of $T(i=1, \ldots, n)$. Then, obviously, each $P_{i}$ has at most three edges. If $P_{i}$ has exactly three edges, $P_{i}=\left(x_{i-1}, u, v, x_{i}\right)$ say, then the edge $e=\{u, v\}$ is called the middle edge of $P_{i}$, and $H$ is called admissible if
(14.1) each edge of $T$ is contained in exactly two of the paths $P_{i}(i=1, \ldots, n)$,
and
(14.2) each edge of $T$ is the middle edge of at most one $P_{i}(i=1, \ldots, n)$.

Theorem A. Let $T$ be a tree with $n \geq 3$ vertices and let $\{a, b\}$ be an edge of T. Then $T^{3}$ has a Hamilton a,b-path $P$ such that the corresponding Hamilton circuit $H=P+\{a, b\}$ is admissible.

Proof. The proof of Theorem A runs completely along the lines of the proof of Sekanina's theorem; see, e.g., Sekanina (1960) or Walther and Voss (1974). For $n=3$, Theorem A clearly holds. Let $n \geq 4$ and assume that the theorem is true for trees with fewer than $n$ vertices. Let $T-\{a, b\}$ be the graph that results when we delete the edge $\{a, b\}$ from $T$; let $T_{a}$ and $T_{b}$ be the components of $T-\{a, b\}$ containing $a$ and $b$, respectively. If $\left|V\left(T_{a}\right)\right| \geq 3$, pick a neighbour $a^{\prime}$ of $a$ with $a^{\prime} \in T_{a}$, and (inductively) find a Hamilton $a, a^{\prime}$-path $P_{a}$ in $T_{a}^{3}$ with the property described in Theorem A. If $\left|V\left(T_{a}\right)\right|=2$, let $P_{a}$ be the path of length one formed by $a$ and its unique neighbour $a^{\prime} \in V\left(T_{a}\right)$. If $\left|V\left(T_{a}\right)\right|=1$, let $P_{a}$ be the trivial path consisting of $a$ and let $a^{\prime}=a$. Analogously, $b^{\prime}$ and $P_{b}$ are defined. Then the desired Hamilton $a, b$-path $P$ is obtained by linking $P_{a}$ and $P_{b}$ by the edge $\left\{a^{\prime}, b^{\prime}\right\}$.

The inductive argument of the preceding proof also shows that $P$ (and consequently $H$ as well) can be obtained in $O(n)$ time, since splitting $T$ into $T_{a}$ and $T_{b}$, picking $a^{\prime}$ and $b^{\prime}$, and forming $P$ from $P_{a}$ and $P_{b}$ are operations that can be done in constant time.

Now consider the following heuristic procedure for the TSP which we call the $T^{3}$-algorithm.

## $T^{3}$-Algorithm

Step 1. Find a minimum spanning tree $T$ for $(X, c)$.
Step 2. Find an admissible Hamilton circuit $H$ of $T^{3}$ and return the corresponding tour as a heuristic solution.

Note that by (14.1), if we traverse the above-defined paths $P_{1}, P_{2}, \ldots, P_{n}$ in this order, then we obtain a Eulerian walk $E$ of $T_{d}$ having $H$ as an embedded tour and, therefore, the $T^{3}$-algorithm can be viewed as a refinement of the double-tree algorithm.

Theorem 2. For $\tau \geq 1$, the $T^{3}$-algorithm is an approximation algorithm for $\Delta_{\tau} \mathrm{TSP}$ with performance guarantee

$$
\begin{equation*}
c_{\text {approx }} \leq\left(\frac{3}{2} \tau^{2}+\frac{1}{2} \tau\right) c_{\min } \tag{15}
\end{equation*}
$$

Proof. For $\tau \geq 1$, let $(X, c)$ be an input for $\Delta_{\tau}$ TSP with $|X|=n$. For a spanning tree $T$ of $(X, c)$, let $H=\left(x_{0}, x_{1}, \ldots, x_{n}=x_{0}\right)$ be an admissible Hamilton circuit of $T^{3}$ returned by the $T^{3}$-algorithm. As above let $P_{i}$ be the unique $x_{i-1}, x_{i}$-path of $T(i=1, \ldots, n)$. Further, put $p_{i}:=\left|E\left(P_{i}\right)\right|$ and recall that $1 \leq p_{i} \leq 3(i=1, \ldots, n)$.

If $p_{i}=3$, let $P_{i}=\left(v_{i, 0}, v_{i, 1}, v_{i, 2}, v_{i, 3}\right)$ where $x_{i-1}=v_{i, 0}, x_{i}=v_{i, 3}$, and put $e_{i, j}=\left\{v_{i, j-1}, v_{i, j}\right\}$ for $j=1,2,3$. Iterating the $\tau$-inequality in two different ways one obtains

$$
\begin{aligned}
& c\left(x_{i-1}, x_{i}\right) \leq \tau c\left(e_{i, 1}\right)+\tau^{2} c\left(e_{i, 2}\right)+\tau^{2} c\left(e_{i, 3}\right), \\
& c\left(x_{i-1}, x_{i}\right) \leq \tau^{2} c\left(e_{i, 1}\right)+\tau^{2} c\left(e_{i, 2}\right)+\tau c\left(e_{i, 3}\right) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
c\left(x_{i-1}, x_{i}\right) \leq \frac{\tau^{2}+\tau}{2} c\left(e_{i, 1}\right)+\tau^{2} c\left(e_{i, 2}\right)+\frac{\tau^{2}+\tau}{2} c\left(e_{i, 3}\right) \quad \text { if } p_{i}=3 \tag{16.1}
\end{equation*}
$$

If $p_{i}=2$ then (choosing the notations $e_{i, 1}, e_{i, 2}$ similar to the case $p_{i}=3$ ) by making use of the $\tau$-inequality one obtains

$$
c\left(x_{i-1}, x_{i}\right) \leq \tau c\left(e_{i, 1}\right)+\tau c\left(e_{i, 2}\right) .
$$

Hence (because $\left.\left(\tau^{2}+\tau\right) / 2 \geq \tau\right)$ we have

$$
\begin{equation*}
c\left(x_{i-1}, x_{i}\right) \leq \frac{\tau^{2}+\tau}{2} c\left(e_{i, 1}\right)+\frac{\tau^{2}+\tau}{2} c\left(e_{i, 2}\right) \quad \text { if } p_{i}=2 \tag{16.2}
\end{equation*}
$$

Finally, if $p_{i}=1$, let $e_{i, 1}=\left(x_{i-1}, x_{i}\right)$. Hence (because $\left.\left(\tau^{2}+\tau\right) / 2 \geq 1\right)$ we have

$$
\begin{equation*}
c\left(x_{i-1}, x_{i}\right) \leq \frac{\tau^{2}+\tau}{2} c\left(e_{i, 1}\right) \quad \text { if } p_{i}=1 \tag{16.3}
\end{equation*}
$$

For $i=1, \ldots, n$ and $j=1, \ldots, p_{i}$ let $\lambda_{i, j}=\tau^{2}$ if $p_{i}=3$ and $j=2$, and $\lambda_{i, j}=\left(\tau^{2}+\tau\right) / 2$, otherwise. Then we obtain from (16.1)-(16.3)

$$
\begin{equation*}
c_{\text {approx }}=\sum_{i=1}^{n} c\left(x_{i-1}, x_{i}\right) \leq \sum_{i=1}^{n} \sum_{j=1}^{p_{i}} \lambda_{i, j} c\left(e_{i, j}\right) . \tag{17}
\end{equation*}
$$

By (14.1) and (14.2) each $e \in E(T)$ occurs exactly twice in the right-hand sum of (17) and, for at most one of these occurrences, the corresponding coefficient $\lambda_{i, j}$ equals $\tau^{2}$. Hence the right-hand side of (17) is at most

$$
\sum_{e \in E(T)}\left(\tau^{2}+\frac{\tau^{2}+\tau}{2}\right) c(e)=\left(\frac{3}{2} \tau^{2}+\frac{1}{2} \tau\right) c(T)
$$

If in an optimal tour we delete an edge of maximum cost, then we obtain a spanning tree of $(X, c)$ which has cost at most $(1-1 / n) c_{\text {min }}$ and thus $c(T) \leq(1-1 / n) c_{\text {min }}$. Summarizing, we have

$$
c_{\text {approx }} \leq\left(\frac{3}{2} \tau^{2}+\frac{1}{2} \tau\right)\left(1-\frac{1}{n}\right) c_{\min }
$$



Fig. 2. The tree $T$ for $k=3$. The Hamilton circuit $H$ is indicated by the labels of $t$ vertices.
which implies the assertion of our theorem
We do not believe that the performance guarantee obtained in (15) is really the best possible. We conjecture that a more careful analysis of the $T^{3}$-algorithm (possibly together with a different selection of the Hamilton circuit $H$ of $T^{3}$ ) would yield

$$
c_{\text {approx }} \leq\left(\tau^{2}+\tau\right) c_{\min }
$$

This would asymptotically be best possible as the following example shows. Let $\tau>1$. For $k \geq 1$, define a tree $T$ on $4 k+3$ vertices as follows: Denote the vertices of $T$ by $x_{1}, \ldots, x_{k}, x_{1}^{\prime}, \ldots, x_{k}^{\prime}, y_{1}, \ldots, y_{k}, y_{1}^{\prime}, \ldots, y_{k}^{\prime}, z, z^{\prime}, w$, and let the edges of $T$ be $\{w, z\},\left\{w, z^{\prime}\right\}\left\{z, y_{i}\right\},\left\{z^{\prime}, y_{i}^{\prime}\right\}\left\{y_{i}, x_{i}\right\},\left\{y_{i}^{\prime}, x_{i}^{\prime}\right\}(i=1, \ldots, k)$. Let $G$ be the complete graph with vertex set $X=V(T)$, and let $H$ be the Hamilton circuit of $G$ defined by

$$
H=\left(x_{1}, y_{1}, z, w, z^{\prime}, y_{1}^{\prime}, x_{1}^{\prime}, y_{2}, x_{2}, y_{2}^{\prime}, x_{2}^{\prime}, \ldots, y_{k}, x_{k}, y_{k}^{\prime}, x_{k}^{\prime}, x_{1}\right)
$$

In Fig. 2, $T$ and $H$ are displayed for $k=3$.
It is easy to check that the graph $T \cup H$ has the following property:

$$
\begin{equation*}
T \cup H \text { contains no cycles with fewer than six edges. } \tag{18}
\end{equation*}
$$

We define a cost function $c$ on $\binom{X}{2}$ as follows: if $e \in E(T \cup H)$, then let

$$
c(e)= \begin{cases}0 & \text { if } e \text { is a pendant edge of } T, \\ 1 & \text { otherwise }\end{cases}
$$

Now, let $e \notin E(T \cup H)$, say $e=\left\{v, v^{\prime}\right\}$. If there exists a vertex $u$ such that $\{v, u\}$, $\left\{v^{\prime}, u\right\} \in E(T \cup H)$, then (by (18)) there is just one vertex $u$ with this property and so we can define

$$
c\left(v, v^{\prime}\right)= \begin{cases}\tau & \text { if } c(v, u)+c\left(v^{\prime}, u\right)=1 \\ 2 \tau & \text { otherwise }\end{cases}
$$

Finally, for the remaining edges $e=\left\{v, v^{\prime}\right\}$, we define

$$
c\left(v, v^{\prime}\right)= \begin{cases}\tau^{2} & \begin{array}{l}
\text { if there exists a vertex } u \in X \\
\\
\text { such that one of the edges }\{v, u\},\left\{v^{\prime}, u\right\} \\
\text { has cost } 0 \text { and the other cost } \tau
\end{array} \\
\tau^{2}+\tau & \text { otherwise. }\end{cases}
$$

We claim that the so-defined example ( $X, c$ ) satisfies the $\tau$-inequality. In order to prove this, we first note that (trivially)

$$
\begin{equation*}
\text { no triangle of }(X, c) \text { contains more than one edge } e \text { with } c(e)=0 \text {. } \tag{19}
\end{equation*}
$$

We say that a triangle $\Delta$ of $(X, c)$ is of type $\langle\alpha, \beta, \gamma\rangle$ if $\alpha, \beta$, and $\gamma$ are the costs of the edges of $\Delta$, respectively. Now, let $\Delta$ be a (hypothetical) triangle of ( $X, c$ ) that violates
the $\tau$-inequality. Then one easily concludes from the definition of $c$ (together with (19)) that $\Delta$ must be of one of the types $\langle 0, \tau, 2 \tau\rangle,\left\langle 0, \tau^{2}, 2 \tau\right\rangle,\left\langle 0, \tau^{2}, \tau^{2}+\tau\right\rangle$. On the other hand, one finds that none of these types can actually occur in ( $X, c$ ): Let $a, b, d \in X$ and assume that $c(a, b)=0$. If $c(b, d)=\tau$ and $c(a, d)=2 \tau$, then (by the definition of $c$ together with (19)) one could find vertices $e, f$ such that $c(b, e)=1, c(e, d)=$ $0, c(d, f)=c(f, a)=1$, contradicting (18). If $c(b, d)=\tau^{2}$ and $c(a, d) \in\left\{2 \tau, \tau^{2}+\tau\right\}$, then we could find a vertex $e$ such that $c(b, e)=\tau$ and $c(e, d)=0$. Furthermore, $c(b, e)=\tau$ implies that there exists a vertex $f$ such that $c(b, f)+c(f, e)=1$, which (by (19)) is impossible unless $f=a$. But $f=a$ would imply $c(a, d)=\tau$, which is a contradiction. Hence we have shown that ( $X, c$ ) satisfies the $\tau$-inequality.

Since $H$ is certainly an optimal tour of $(X, c)$, we have

$$
\begin{equation*}
c_{\min }=c(H)=2 k+3 \tag{20}
\end{equation*}
$$

We claim

$$
\begin{equation*}
c\left(H^{\prime}\right) \geq 2(k-2)\left(\tau^{2}+\tau\right) \text { for each Hamilton circuit } H^{\prime} \text { of } T^{3} . \tag{21}
\end{equation*}
$$

To verify this, let $E_{i}=\left\{\left\{x_{i}, v\right\}: v=w\right.$ or $v=y_{j}$ for some $\left.j \neq i\right\}(i=1, \ldots, k)$. Clearly, $\left\{x_{i}, z\right\} \in E\left(H^{\prime}\right)$ can hold for at most two of the vertices $x_{i}$ and, therefore, $E_{i} \cap E\left(H^{\prime}\right) \neq \varnothing$ for at least $k-2$ of the sets $E_{i}$. Further, one easily infers from the definition of $c$ that $c(e)=\tau^{2}+\tau$ for all $e \in E_{i}(i=1, \ldots, k)$. A similar argument holds for $E_{i}^{\prime}=\left\{\left\{x_{i}^{\prime}, v\right\}: v=w\right.$ or $v=y_{j}^{\prime}$ for some $\left.j \neq i\right\}(i=1, \ldots, k)$. It follows that $H^{\prime}$ contains at least $2(k-2)$ edges $e$ with $c(e)=\tau^{2}+\tau$, thus establishing (21).

From (20) and (21) we obtain

$$
\frac{c\left(H^{\prime}\right)}{c_{\min }} \geq \frac{2 k-4}{2 k+3}\left(\tau^{2}+\tau\right) \rightarrow \tau^{2}+\tau \text { for } k \rightarrow \infty
$$

which shows that, if the conjectured inequality ( $15^{\prime}$ ) is true, then it is best possible.
3. Steiner trees. Let $(X, c)$ be a metric space and $U$ be a finite subset of $X$ with $|U|=n \geq 2$. A tree $S$ with $V(S) \subseteq X$ is called a Steiner tree for $U$ if $U \subseteq V(S)$ and if all end vertices of $S$ are members of $U$. Let $T$ be a minimum-spanning tree for $U$. It is well known that

$$
c(T) \leq 2\left(1-\frac{1}{n}\right) c(S)
$$

for any Steiner tree $S$ for $U$; see, e.g., Lengauer (1990). In other words, if we choose a minimum-spanning tree as a heuristic solution for the Steiner tree problem (i.e., the problem of minimizing $c(S)$ over all Steiner trees $S$ for $U$ ), then 2 is the corresponding factor of performance guarantee. The next theorem shows how this factor decreases when we make the additional assumption that, for some $\tau$ with $0<\tau \leq 1$, the set $U$ satisfies the following " $\tau$-inequality with respect to $X-U$ ":

$$
\begin{equation*}
c(u, v) \leq \tau(c(u, x)+c(x, v)) \quad \text { for all } u, v \in U, x \in X-U . \tag{22}
\end{equation*}
$$

Theorem 3. Let $(X, c)$ be a metric space and let $U$ be a finite subset of $X$ with $|U|=n \geq 2$. Assume that, for some $\tau(0<\tau \leq 1), U$ satisfies the $\tau$-inequality with respect to $X-U$. Let $c_{\mathrm{inf}}=\inf \{c(S): S$ is a Steiner tree for $U\}$ and let $T$ be a minimum-spanning tree for $U$. Then

$$
\begin{array}{ll}
c(T) \leq 2 \tau\left(1-\frac{1}{n}\right) c_{\mathrm{inf}} & \text { if } \tau \geq \frac{n}{2(n-1)}, \text { and otherwise } \\
c(T)=c_{\mathrm{inf}} & \text { if } \tau \leq \frac{n}{2(n-1)} .
\end{array}
$$

Proof. Let $S$ be a Steiner tree for $U$. Note that $S$ is the edge disjoint union of nontrivial trees $S_{i}(i=1, \ldots, q)$ such that $V\left(S_{i}\right) \cap U$ is exactly the set of end vertices of $S_{i}(i=1, \ldots, q)$. Let $U_{i}:=V\left(S_{i}\right) \cap U$. Then, clearly, $S_{i}$ is a Steiner tree for $U_{i}$. Let $T_{i}$ be a minimum-spanning tree for $U_{i}$ and let $n_{i}=\left|U_{i}\right|$. Then $2 \leq n_{i} \leq n(i=$ $1, \ldots, q)$. We may assume that $\left|V\left(S_{i}\right)\right| \geq 3$ for $i=1, \ldots, p$ and $\left|V\left(S_{i}\right)\right|=2$ for $i=p+1, \ldots, q(0 \leq p \leq q)$. Then, clearly, $S_{i}=T_{i}(i=p+1, \ldots, q)$.

Now, let $1 \leq i \leq p$. Choose end vertices $a_{i}, b_{i} \in S_{i}$ such that the cost of the $a_{i}, b_{i}$-path in $S_{i}$ is maximum. Denote this $a_{i}, b_{i}$-path by $P_{i, 1}(i=1, \ldots, p)$. Now, extend this path to any Eulerian walk of the multigraph obtained by doubling each edge of the tree $S_{i}$. Specifically, for each $i(1 \leq i \leq p)$, enumerate the vertices of $U_{i}$ by $x_{i, 1}=a_{i}, x_{i, 2}, \ldots, x_{i, n_{i}-1}, x_{i, n_{i}}=b_{i}$ in such a way that, for each edge $e$ of $S_{i}$, there are exactly two paths among $P_{i, 1}$ and the $\left(x_{i, j-1}, x_{i, j}\right)$-paths $P_{i, j}\left(j=2, \ldots, n_{i}\right)$ of $S_{i}$ that contain $e$. Hence

$$
\begin{equation*}
2 c\left(S_{i}\right)=\sum_{j=1}^{n_{i}} c\left(P_{i, j}\right) \leq n_{i} c\left(P_{i, 1}\right) \quad(1 \leq i \leq p) \tag{23}
\end{equation*}
$$

Note that each path $P_{i, j}$ consists of at least two edges. Moreover, the end vertices of $P_{i, j}$ are members of $U$ while all inner vertices of $P_{i, j}$ are in $X-U$. From this, together with (22) and the fact that ( $X, c$ ) is a metric space, we conclude $c\left(x_{i, j-1}, x_{i, j}\right) \leq$ $\tau c\left(P_{i, j}\right)\left(2 \leq j \leq n_{i}, 1 \leq i \leq p\right)$. Hence, for $i=1, \ldots, p$

$$
\begin{aligned}
c\left(T_{i}\right) & \leq \sum_{j=2}^{n_{i}} c\left(x_{i, j-1}, x_{i, j}\right) \\
& \leq \sum_{j=2}^{n_{i}} \tau c\left(P_{i, j}\right)=\tau \sum_{j=1}^{n_{i}} c\left(P_{i, j}\right)-\tau c\left(P_{i, 1}\right) \\
& \leq 2 \tau c\left(S_{i}\right)-\tau \frac{2}{n_{i}} c\left(S_{i}\right)=2 \tau\left(1-\frac{1}{n_{i}}\right) c\left(S_{i}\right) \quad \text { by }(23) \\
& \leq 2 \tau\left(1-\frac{1}{n}\right) c\left(S_{i}\right) .
\end{aligned}
$$

The last inequality holds because $n_{i} \leq n(i=1, \ldots, p)$. Hence

$$
c(T) \leq \sum_{i=1}^{q} c\left(T_{i}\right) \leq 2 \tau\left(1-\frac{1}{n}\right) \sum_{i=1}^{p} c\left(S_{i}\right)+\sum_{i=p+1}^{q} c\left(S_{i}\right) .
$$

Consequently, if $\tau \leq n / 2(n-1)$, then $2 \tau(1-1 / n) \leq 1$, and thus $c(T) \leq \sum_{i=1}^{q} c\left(S_{i}\right)=$ $c(S)$. Because this holds for all Steiner trees $S$ for $U$ and since $T$ itself is a Steiner tree for $U$, we conclude $c(T)=c_{\text {inf }}$. If, on the other hand, $\tau \geq n / 2(n-1)$ then $c(T) \leq 2 \tau(1-1 / n) \sum_{i=1}^{q} c\left(S_{i}\right)=2 \tau(1-1 / n) c(S)$, and thus $c(T) \leq 2 \tau(1-$ $1 / n) c_{\mathrm{inf}}$.

Let $n \geq 2$ and $1 \geq \tau \geq n / 2(n-1)$. The following examples show that the bound of Theorem 3 is best possible. Let $U=\left\{u_{1}, \ldots, u_{n}\right\}$ and $X=U \cup\{x\}$. Define distances by $c\left(u_{i}, u_{j}\right)=2 \tau(i \neq j)$ and $c\left(x, u_{i}\right)=1(i=1, \ldots, n)$. This meets the requirement of Theorem 3, and we have $c(T)=2 \tau(n-1)$ for a minimum-spanning tree $T$ for $U$ and $c(S)=n$ for a minimum-Steiner tree $S$ for $U$. Hence $c(T)=2 \tau(1-1 / n) c_{\mathrm{inf}}$.
4. Anticlustering. Let $X=\{1, \ldots, n\}$ with $n=k \cdot m(k, m \in \mathbb{N}, k, m \geq 2)$ and let $G=\left(X,\binom{X}{2}\right)$ be the complete graph with vertex set $X$. Given a distance
function $c$ on $X$, the anticlustering problem asks for a partition of $X$ into $k$ disjoint sets $A_{1}, \ldots, A_{k}$ of size $m$ (called anticlusters) such that

$$
\sum_{r=1}^{k} c\left(A_{r}\right) \rightarrow \max
$$

By $c_{\text {max }}$ we denote the value $\sum_{r=1}^{k} c\left(A_{r}\right)$ for an optimal solution $A_{1}, \ldots, A_{k}$ of the anticlustering problem. For $m=2$, the anticlustering problem is the well-known maximum weighted matching problem, which can be solved in $0\left(n^{3}\right)$ time; cf. Papadimitriou and Steiglitz (1982). For fixed $m \geq 3$, the anticlustering problem is known to be $N P$-complete, since it contains "partition into complete subgraphs of order $m$ " as a special case; see Garey and Johnson (1979). For information on the complexity of related problems, cf. Johnson et al. (1984) and Khellaf (1987). Henceforth, we assume $m \geq 3$. The following approximation algorithm for the anticlustering problem (with fixed size $m$ of anticlusters) is due to Feo and Khellaf (1990). If $m$ is even, find a perfect matching $M$ of $G$ such that $c(M)$ is maximum. Thereafter, partition $M$ arbitrarily into $k$ sets $M_{1}, \ldots, M_{k}$ of $m / 2$ edges each, and choose the corresponding vertex sets $A_{h}=\left\{i \in X: i\right.$ is incident to some edge of $\left.M_{h}\right\}(h=1, \ldots, k)$ as anticlusters of an approximative solution. For odd $m$, a similar procedure is used: among all matchings of $G$ with $(n-k) / 2=(m-1) k / 2$ edges, find a matching $M$ such that $c(M)$ is maximum; partition $M$ arbitrary into $k$ sets $M_{1}, \ldots, M_{k}$ of $(m-1) / 2$ edges each, and add to each $M_{h}$ an arbitrary unmatched vertex, thus yielding vertex sets $A_{h}$ of the required size $m$. In either case, we denote the value $\sum_{r=1}^{k} c\left(A_{r}\right)$ for the anticlusters $A_{1}, \ldots, A_{k}$ obtained by this approximation algorithm by $c_{\text {approx }}$.

Now we extend the result of Feo and Khellaf (1990) from the case $\tau=1$ (the standard triangle inequality) to arbitrary $\tau \geq 1 / 2$.

Theorem 4. If the distances $c_{i, j}$ satisfy the $\tau$-inequality (for some $\tau \geq 1 / 2$ ), then

$$
\frac{c_{\max }}{c_{\text {approx }}} \leq \begin{cases}\frac{2 \tau(m-1)}{m-2+2 r} & \text { if } m \text { is even }, \\ \frac{2 \tau m}{m-1+2 \tau} & \text { if } m \text { is odd }\end{cases}
$$

For the proof of this theorem, we need the following lemma.
Lemma 3. Let $G$ be a complete graph with vertex set $\{1, \ldots, n\}$ and let $c$ be a function assigning a nonnegative real number $c_{i, j}$ to every edge $\{i, j\}$ of $G$. Let $M$ be an arbitrary matching of $G$ with $\lfloor n / 2\rfloor$ edges. Then the following inequalities hold:
(24) If $M$ is a maximum matching, then

$$
\begin{array}{ll}
c(G) \leq(n-1) c(M) & \text { if } n \text { is even, and } \\
c(G) \leq n c(M) & \text { if } n \text { is odd. }
\end{array}
$$

(25) If the $c_{i, j}$ satisfy the $\tau$-inequality for some $\tau \geq 1 / 2$, then

$$
\begin{array}{ll}
\frac{n-2+2 \tau}{2 \tau} c(M) \leq c(G) & \text { if } n \text { is even, and } \\
\frac{n-1+2 \tau}{2 \tau} c(M) \leq c(G) & \text { if } n \text { is odd. }
\end{array}
$$

Proof. The assertion (24) immediately follows from the fact that $G$ can be decomposed into $n-1$ (or $n$ ) matchings if $n$ is even (or odd, respectively).

As to (25), assume $M=\{\{1,2\},\{3,4\}, \ldots,\{n-1, n\}\}$ if $n$ is even and $M=$ $\{\{1,2\},\{3,4\}, \ldots,\{n-2, n-1\}\}$ if $n$ is odd. By the $\tau$-inequality,

$$
\begin{equation*}
c_{i, i+1} \leq \tau\left(c_{i, j}+c_{j, i+1}\right) \quad \text { for all }\{i, i+1\} \in M \text { and } j \neq i, i+1 . \tag{26}
\end{equation*}
$$

Hence

$$
(n-2) c_{i, i+1} \leq \sum_{j \neq i, i+1} \tau\left(c_{i, j}+c_{j, i+1}\right) \quad \text { for all }\{i, i+1\} \in M
$$

If $n$ is even, summing up all these inequalities for $\{i, i+1\} \in M$ yields

$$
(n-2) c(M) \leq 2 \tau(c(G)-c(M))
$$

This establishes (25) for even $n$.
If $n$ is odd, let $G^{\prime}$ result from $G$ by deletion of the vertex $n$. Since the number of vertices of $G^{\prime}$ is even, we have

$$
\frac{n-3+2 \tau}{2 \tau} c(M) \leq c\left(G^{\prime}\right)
$$

Consider (26) for $j=n$. Then summation over all $\{i, i+1\} \in M$ yields

$$
c(M) \leq \tau \sum_{i=1}^{n-1} c_{i, n}
$$

Hence

$$
\frac{n-3+2 \tau}{2 \tau} c(M)+\frac{c(M)}{\tau} \leq c\left(G^{\prime}\right)+\sum_{i=1}^{n-1} c_{i, n}=c(G)
$$

which settles (25) for odd $n . \quad \square$
Proof of Theorem 4. Let $A_{i}(i=1, \ldots, k)$ be the anticlusters found by the approximation algorithm. Let $M$ denote the maximum matching of $G$ that is used by the approximation algorithm for the construction of $A_{1}, \ldots, A_{k}$. Denote by $M_{i}$ the edges of $M$ placed by the algorithm into $A_{i}$. Let $A_{h}^{*}(h=1, \ldots, k)$ be the clusters of an optimal solution and let $M_{h}^{*}$ be a maximum matching of the complete graph with vertex set $A_{h}^{*}$ (with respect to the distances $c_{i, j}$ ). Let $m^{\prime}=m-1$ if $m$ is even and $m^{\prime}=m$ otherwise. By (24), $c\left(A_{i}^{*}\right) \leq m^{\prime} c\left(M_{i}^{*}\right)$ and thus

$$
c_{\max }=\sum_{i=1}^{k} c\left(A_{i}^{*}\right) \leq m^{\prime} \sum_{i=1}^{k} c\left(M_{i}^{*}\right) \leq m^{\prime} c(M) .
$$

The last inequality holds since $\cup_{i=1}^{k} M_{i}^{*}$ is a matching of $G$. By (25)

$$
c\left(M_{i}\right) \leq \frac{2 \tau}{m^{\prime}-1+2 \tau} c\left(A_{i}\right), \quad i=1, \ldots, k
$$

and thus

$$
\begin{aligned}
c_{\max } & \leq m^{\prime} c(M)=m^{\prime} \sum_{i=1}^{k} c\left(M_{i}\right) \\
& \leq m^{\prime} \frac{2 \tau}{m^{\prime}-1+2 \tau} \sum_{i=1}^{k} c\left(A_{i}\right)=\frac{2 \tau m^{\prime}}{m^{\prime}-1+2 \tau} c_{\mathrm{approx}}
\end{aligned}
$$

The following example shows that the upper bound on $c_{\text {max }} / c_{\text {approx }}$ in Theorem 4 is best possible for each $\tau \geq 1 / 2$. We just treat the case when $m$ is even; for odd $m$, a similar example can be found. Let $k \geq m / 2$ and let $X=\{1, \ldots, n\}$ with $n=k \cdot m$. Further, let $M=\{\{1,2\},\{3,4\}, \ldots,\{n-1, n\}\}$ and $A_{h}=\{j \in \mathbb{N}:(h-1) m<j \leq$ $h m\}(h=1, \ldots, k)$. For $i \neq j$, distances $c_{i, j}$ are defined by

$$
c_{i, j}= \begin{cases}1 & \text { if }\{i, j\} \in M \text { or if } i \text { and } j \text { are in distinct sets } A_{h} \\ \frac{1}{2 \tau} & \text { otherwise. }\end{cases}
$$

It follows that the $\tau$-inequality is satisfied. Since $M$ is a maximum matching, application of the approximation algorithm may result in the anticlusters $A_{1}, \ldots, A_{k}$. Then

$$
\begin{aligned}
c_{\text {approx }} & =\sum_{i=1}^{k} c\left(A_{i}\right)=k\left(\frac{m}{2}+\frac{1}{2 \tau}\left(\frac{m(m-1)}{2}-\frac{m}{2}\right)\right) \\
& =\frac{k m(m-2+2 \tau)}{4 \tau} .
\end{aligned}
$$

On the other hand, as long as $k \geq m / 2$, one can choose a partition into anticlusters $A_{1}^{*}, \ldots, A_{k}^{*}$ of size $m$ such that each $A_{i}^{*}$ intersects any $A_{j}$ in an edge of $M$ or in at most one point, whence

$$
c_{\max }=k \cdot \frac{m(m-1)}{2},
$$

yielding

$$
\frac{c_{\max }}{c_{\text {approx }}}=\frac{2 \tau(m-1)}{m-2+2 \tau} .
$$
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#### Abstract

This paper relates an axiomatic generalization of matroids, called a jump system, to polyhedra arising from bisubmodular functions. Unlike the case for usual submodularity, the points of interest are not all the integral points in the relevant polyhedron but form a subset of them. However, it is shown that the convex hull of the set of points of a jump system is a bisubmodular polyhedron, and that the integral points of an integral bisubmodular polyhedron determine a (special) jump system. The authors prove addition and composition theorems for jump systems, which have several applications for delta-matroids and matroids.


Key words. delta-matroid, jump system, bisubmodular polyhedron, composition theorem
AMS subject classifications. primary 05B35, secondary 90C99

1. Introduction. Matroids are important as a unifying structure in pure combinatorics, as well as a useful model in the theory of algorithms and in combinatorial optimization. (See Bixby and Cunningham [1] for a survey of the latter aspects.) Delta-matroids constitute an interesting generalization and have been introduced only recently. Many of the nice properties associated with matroids (greedy algorithm, polyhedral description, interesting examples) extend to delta-matroids. In the present paper we begin by reviewing some of this work. Then we prove a new composition theorem for delta-matroids. It has several applications, including constructions for matroids. An important theme is to identify in which of the applications the composition is algorithmically constructible.

The polyhedral aspects of matroids, developed more than 20 years ago by Edmonds [11], led him to a different generalization, integral polymatroids. In a certain sense there are two views of an integral polymatroid; first, it is a polyhedron $P$, and second, it is a set $\mathcal{F}$ of integral points. There is a simple relation between the two views- $P$ is the convex hull of $\mathcal{F}$, and $\mathcal{F}$ is the set of integral points in $P$. In this paper we introduce jump systems, a common generalization of delta-matroids and (the second view of) integral polymatroids. A jump system is defined by a set $\mathcal{F}$ of integral points, but it is not generally true that it is the set of integral points in its convex hull. We present some examples of jump systems and prove an addition theorem, that implies the composition theorem for delta-matroids.

Although jump systems cannot be defined via polyhedra, there is an important subclass that can. These arise from (integral) bisubmodular polyhedra, introduced by Dunstan and Welsh [10] in 1973 in a paper that seems to have been fully appreciated only recently. We prove that the integral points in such a polyhedron determine a jump system. Moreover, there is a partial converse - if $\mathcal{F}$ is a set of integral points determining a jump system, then the convex hull of $\mathcal{F}$ is an integral bisubmodular

[^1]polyhedron. So it is true that a polyhedron with integral vertices is bisubmodular if and only if the integral points in it form a jump system.

Throughout this paper $S$, with or without subscripts, is a finite set. We use $\mathbf{R}, \mathbf{R}_{+}, \mathbf{Z}$, and $\mathbf{Z}_{+}$to denote the sets of real numbers, non-negative real numbers, integers, and non-negative integers, respectively. For $x \in \mathbf{R}^{S}$ and $A \subseteq S$, we often use $x(A)$ as an abbreviation for $\sum\left(x_{j}: j \in A\right)$. For $c, x \in \mathbf{R}^{S}$ we write $c x$ to mean $\sum\left(c_{j} x_{j}: j \in S\right)$. For $x \in \mathbf{R}^{S}$ and $A \subseteq S$, we use $x_{\mid A}$ to denote the restriction of $x$ to $A$, that is, the vector $x^{\prime} \in \mathbf{R}^{A}$ such that $x_{j}^{\prime}=x_{j}$ for all $j \in A$. Finally, we use the symbol $A$ also to denote the incidence vector of $A$, that is, the vector $x \in \mathbf{R}^{S}$ such that $x_{j}=1$ if $j \in A$ and $x_{j}=0$ if $j \notin A$.
2. Delta-matroids. Let $\mathcal{F}$ be a family of subsets of a finite set $S$. Then $(S, \mathcal{F})$ is a delta-matroid if the following symmetric exchange axiom is satisfied:
(SEA) If $F_{1}, F_{2} \in \mathcal{F}$ and $j \in F_{1} \Delta F_{2}$ then there is $k \in F_{1} \Delta F_{2}$ such that $F_{1} \Delta\{j, k\} \in \mathcal{F}$.
(Here and elsewhere $\Delta$ denotes symmetric difference.) These structures have been introduced by Bouchet [2]. Essentially equivalent structures were independently considered by Dress and Havel [8] and by Chandrasekaran and Kabadi [5]. A main motivation for their study is that, if $\mathcal{F}$ is the family of bases of a matroid on $S$, then $(S, \mathcal{F})$ is a delta-matroid. In fact, matroids are precisely the delta-matroids for which all members of $\mathcal{F}$ have the same cardinality. (We remark that throughout the paper we use "matroid" to mean a matroid defined by its family of bases.) In addition to these examples, we mention a few others.

Matching delta-matroids. Let $G=(V, E)$ be a graph, let $S=V$, and let $F \in \mathcal{F}$ if and only if there is a matching of $G$ covering precisely the elements of $F$. Then $(S, \mathcal{F})$ is a delta-matroid. This can be proved using augmenting path arguments.

Twisting. Let $(S, \mathcal{F})$ be a delta-matroid, and let $N \subseteq S$. Let $\mathcal{F} \Delta N$ denote $\{F \Delta N: F \in \mathcal{F}\}$. Then $(S, \mathcal{F} \Delta N)$ is a delta-matroid. For example, we can get delta-matroids by applying twisting to a matroid. In one case we get again a matroid; namely, when $N=S$, we get the dual matroid.

Linear delta-matroids. Let $M=\left(m_{i j}: i \in S, j \in S\right)$ be a skew-symmetric matrix over a field. Define $\mathcal{F}$ by $F \in \mathcal{F}$ if and only if the principal submatrix ( $\left.m_{i j}: i \in F, j \in F\right)$ is non-singular. Then $(S, \mathcal{F})$ is a delta-matroid. The proof of this result is not trivial; see Bouchet [3], where it is also generalized. (For example, a symmetric matrix can also be used.)

Another basic fact is that, if $(S, \mathcal{F})$ is a delta-matroid and $\mathcal{F}^{\prime}$ is the family of maximal members of $\mathcal{F}$, then $\left(S, \mathcal{F}^{\prime}\right)$ is a matroid. This and twisting can be used to justify a greedy algorithm for optimizing any linear function over $\mathcal{F}$. Namely, $|c|(F \Delta N)=c(F)-c(N)$, where $N=\left\{j: c_{j}<0\right\}$. Therefore, we can apply the matroid greedy algorithm to the maximal members of $\mathcal{F} \Delta N$ with weight function $|c|$. Translating that algorithm into one operating directly on $(S, \mathcal{F})$ and $c$, we get the following procedure. It appears in [2] and [5], but a similar kind of greedy algorithm can be found in Dunstan and Welsh [10].

## Greedy Algorithm for Delta-Matroids

Input: Delta-matroid $(S, \mathcal{F})$ and weight vector $c \in \mathbf{R}^{S}$.
Objective: To find $F \in \mathcal{F}$ such that $c(F)$ is maximum.

## begin

order $S$ as $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ so that $\left|c_{e_{1}}\right| \geq\left|c_{e_{2}}\right| \geq \cdots \geq\left|c_{e_{n}}\right| ;$

```
    for \(i=1\) to \(n+1\) let \(T_{i}=\left\{e_{i}, \ldots, e_{n}\right\}\);
    \(J \leftarrow \emptyset ;\)
    for \(i=1\) to \(n\)
        if \(c_{e_{i}} \geq 0\) and there exists \(F \in \mathcal{F}\) with \(J \cup\left\{e_{i}\right\} \subseteq F \subseteq J \cup T_{i}\)
            then \(J \leftarrow J \cup\left\{e_{i}\right\}\);
        if \(c_{e_{i}}<0\) and there does not exist \(F \in \mathcal{F}\) with \(J \subseteq F \subseteq J \cup T_{i+1}\)
            then \(J \leftarrow J \cup\left\{e_{i}\right\} ;\)
end.
```

Notice that to implement this algorithm we need to be able to answer the question, given disjoint subsets $A, B$ of $S$,

Does there exist $F \in \mathcal{F}$ with $A \subseteq F \subseteq S \backslash B$ ?
A more general question is to ask for the value $f(A, B)$, defined to be $\max _{F \in \mathcal{F}}(\mid F \cap$ $A|-|F \cap B|)$, since the answer to (2.1) is "yes" exactly when $f(A, B)=|A|$. However, the two questions are algorithmically equivalent because $f(A, B)$ can be computed by the greedy algorithm with $c_{j}=1$ for $j \in A,-1$ for $j \in B$, and 0 otherwise. We consider the existence of an efficient subroutine to evaluate the function $f$ (or answer the question (2.1)) to be the measure of algorithmic tractability of the deltamatroid. (If $(S, \mathcal{F})$ is a matroid with rank function $r$, a simple argument shows that $f(A, B)=r(A)+r(S \backslash B)-r(S)$. Since $r(A)=f(A, \emptyset)$, it follows that this oracle is available for a matroid exactly when the usual one is available.)

Composition of delta-matroids. Our main result on delta-matroids is a composition theorem. We define the composition of delta-matroids $\left(S_{0}, \mathcal{F}_{0}\right)$, $\left(S_{1}, \mathcal{F}_{1}\right)$ to be ( $S, \mathcal{F}$ ) where $S=S_{0} \Delta S_{1}$ and $\mathcal{F}=\left\{F_{0} \Delta F_{1}: F_{0} \in \mathcal{F}_{0}, F_{1} \in \mathcal{F}_{1}, F_{0} \cap S_{1}=F_{1} \cap S_{0}\right\}$. That is, each feasible set is a symmetric difference of two feasible sets, one from each of the initial delta-matroids, that agree on $S_{0} \cap S_{1}$. The proof that this construction gives a delta-matroid is our original one, which we include because of its algorithmic flavour. However, the reader is warned that the next section contains an easier proof of a more general result, so he may want to skip this proof on a first reading.

Theorem 2.1. The composition of delta-matroids is a delta-matroid.
Proof. We consider $F, G \in \mathcal{F}$ and $j \in F \Delta G$, and we search for $k \in F \Delta G$ such that $F \Delta\{j, k\} \in \mathcal{F}$. There exist $F_{0}, G_{0} \in \mathcal{F}_{0}$ and $F_{1}, G_{1} \in \mathcal{F}_{1}$ such that $F=F_{0} \Delta F_{1}$ and $G=G_{0} \Delta G_{1}$. We also consider $S^{\prime}=S_{0} \cap S_{1}, F^{\prime}=F_{0} \cap S^{\prime}=F_{1} \cap S^{\prime}$ and $G^{\prime}=G_{0} \cap S^{\prime}=G_{1} \cap S^{\prime}$. For any integer $i$ we let $F_{i}, G_{i}, \mathcal{F}_{i}$ be respectively equal to $F_{0}, G_{0}, \mathcal{F}_{0}$ if $i$ is even or to $F_{1}, G_{1}, \mathcal{F}_{1}$ if $i$ is odd.

The element $j$ belongs to $F_{0} \Delta G_{0} \Delta F_{1} \Delta G_{1}$. By symmetry we may assume that $j \in F_{1} \Delta G_{1}$. Applying (SEA) to $F_{1}, G_{1} \in \mathcal{F}_{1}$ and $j \in F_{1} \Delta G_{1}$ we can find $z \in F_{1} \Delta G_{1}$ such that $F_{1} \Delta\{j, z\} \in \mathcal{F}_{1}$. If $z \notin S^{\prime}$ we have $F_{1} \Delta\{j, z\} \Delta F_{0}=F \Delta\{j, z\} \subseteq S$, and the property is proved with $k=z$. From now on we assume that $z \in S^{\prime}$, so that $z \in F^{\prime} \Delta G^{\prime}$.

We consider a sequence $U=\left(j_{1}, j_{2}, \ldots, j_{r}\right)$ of pairwise distinct elements belonging to $F^{\prime} \Delta G^{\prime}$ with $j_{1}=z$. For $0 \leq i \leq r$ we let $U_{i}=\left\{j, j_{1}, j_{2}, \ldots, j_{i}\right\}$ if $i$ is odd or $U_{i}=\left\{j_{1}, j_{2}, \ldots, j_{i}\right\}$ if $i$ is even and suppose that $\Phi_{i}=F_{i} \Delta U_{i} \in \mathcal{F}_{i}$. The conditions are satisfied if $U=\left(j_{1}\right)$ because $\Phi_{0}=F_{0}$ and $\Phi_{1}=F_{1} \Delta\{j, z\}$. From now on we suppose that the length of $U$ is maximal.

We have $\left(\Phi_{r-1} \Delta G_{r-1}\right) \cap S^{\prime}=\left(F_{r-1} \Delta U_{r-1} \Delta G_{r-1}\right) \cap S^{\prime}=F^{\prime} \Delta G^{\prime} \Delta U_{r-1}$. The element $j_{r}$ belongs to $F^{\prime} \Delta G^{\prime}$ but does not belong to $U_{r-1}$. Therefore $j_{r} \in\left(\Phi_{r-1} \Delta G_{r-1}\right) \cap$ $S^{\prime} \subseteq \Phi_{r-1} \Delta G_{r-1}$. We apply (SEA) to $\Phi_{r-1}, G_{r-1} \in \mathcal{F}_{r-1}$ and $j_{r} \in \Phi_{r-1} \Delta G_{r-1}$.

This yields an element $j_{r+1} \in \Phi_{r-1} \Delta G_{r-1}$ such that $\Phi_{r-1} \Delta\left\{j_{r}, j_{r+1}\right\} \in \mathcal{F}_{r-1}$. We let $U_{r+1}=U_{r-1} \Delta\left\{j_{r}, j_{r+1}\right\}$ and $\Phi_{r+1}=\Phi_{r-1} \Delta\left\{j_{r}, j_{r+1}\right\}$.

We claim that either $j_{r+1} \notin S^{\prime}$ or $j_{r}=j_{r+1}$. If this is not true, we have $j_{r+1} \in$ $\left(\Phi_{r-1} \Delta G_{r-1}\right) \cap S^{\prime}=F^{\prime} \Delta G^{\prime} \Delta U_{r-1}$. Since $U_{r-1} \subseteq F^{\prime} \Delta G^{\prime}$, this implies that $j_{r+1}$ is distinct from $j_{1}, j_{2}, \ldots, j_{r}$. Therefore ( $j_{1}, j_{2}, \ldots, j_{r+1}$ ) satisfies the same properties as $U$, which contradicts the maximality of $U$.

If either $j_{r+1} \notin S^{\prime}$ or $j_{r+1}=j_{r}$, we have $\Phi_{r+1} \cap S^{\prime}=\Phi_{r} \cap S^{\prime}=U_{r} \Delta F^{\prime}$. Since $\Phi_{r+1} \in \mathcal{F}_{r+1}$ and $\Phi_{r} \in \mathcal{F}_{r}$, we have $\Phi_{r} \Delta \Phi_{r+1} \in \mathcal{F}$. If $j_{r+1} \notin S^{\prime}$ we verify that $\Phi_{r} \Delta \Phi_{r+1}=F \Delta\left\{j, j_{r+1}\right\}$ and $j_{r+1} \in F \Delta G$, which proves the property with $k=$ $j_{r+1}$. If $j_{r+1}=j_{r}$ we have $\Phi_{r} \Delta \Phi_{r+1}=F \Delta\{j\}$, which proves the property with $k=j$.

Given a set $l$ of disjoint pairs of $S$ and a subset $F \subseteq S$ we abuse the notation $F \Delta l$ to represent the symmetric difference of $F$ with the union of the pairs that belong to $l$. Let $(S, \mathcal{F})$ be a delta-matroid. For $F, F^{\prime} \in \mathcal{F}$, a linking $L$ of $\left(F, F^{\prime}\right)$ is a partition of $F \Delta F^{\prime}$ into pairs such that $F \Delta l \in \mathcal{F}$ for all $l \subseteq L$. We say that $(S, \mathcal{F})$ is linkable if there exists a linking of $\left(F, F^{\prime}\right)$ for all $F, F^{\prime} \in \mathcal{F}$. This generalizes the notion of strong base orderability (see Welsh [23]) for matroids.

Theorem 2.2. The composition of linkable delta-matroids is a linkable deltamatroid.

Proof. The notation is the same as in the proof of Theorem 2.1. For $i=0,1$, let $L_{i}$ be a linking of $\left(F_{i}, G_{i}\right)$. Let $H$ be the graph defined over the vertex-set $S_{0} \cup S_{1}$ and the edge-set $L_{0} \cup L_{1}$. Each vertex of $H$ has degree 0 , 1 , or 2 , and no vertex in $S_{0} \Delta S_{1}$ has degree 2. Hence the components of $H$ are paths and circuits, and each path ends in $S_{0} \Delta S_{1}$. Let $\mathcal{P}$ be the set of the components of $H$ that are paths. Let $L=\{\{s, t\}: s$ and $t$ are the ends of a path in $\mathcal{P}\}$. We prove that $L$ is a linking of $F \Delta G$. Let $l=\left\{\left(s^{1}, t^{1}\right),\left(s^{2}, t^{2}\right), \ldots,\left(s^{k}, t^{k}\right)\right\} \subseteq L$. Let $P^{j}$ be the path in $\mathcal{P}$ that ends at $s^{j}$ and $t^{j}$, for $1 \leq j \leq k$. Let $l_{i}^{j}=L_{i} \cap P^{j}$, for $i=0,1$. Since $L_{i}$ is a linking of $\left(F_{i}, G_{i}\right)$, we have

$$
\begin{equation*}
F_{i}^{\prime}=F_{i} \Delta\left(l_{i}^{1} \Delta l_{i}^{2} \ldots l_{i}^{k}\right) \in \mathcal{F}_{i} . \tag{i}
\end{equation*}
$$

Notice that $X \Delta l_{0}^{j} \Delta l_{1}^{j}=X \Delta\left\{s^{j}, t^{j}\right\}$ holds for all $X \subseteq S$ and $1 \leq j \leq k$. Hence it follows from (i) that $F \Delta l=F_{0}^{\prime} \Delta F_{1}^{\prime}$, so $F \Delta l \in \mathcal{F}$.

Remark. Matching delta-matroids are examples of linkable delta-matroids. But for matching delta-matroids an even stronger property holds. For $F, F^{\prime} \in \mathcal{F}$, there is a partition of $F \Delta F^{\prime}$ that is a linking of both $\left(F, F^{\prime}\right)$ and $\left(F^{\prime}, F\right)$.

Composition of matroids. If we apply the composition to two matroids, it is clear that the composed delta-matroid is not necessarily a matroid. However, composition can be combined with twisting to provide a matroid construction.

Theorem 2.3. If $\left(S_{0}, \mathcal{F}_{0}\right),\left(S_{1}, \mathcal{F}_{1}\right)$ are matroids, then the composition $(S, \mathcal{F})$ of $\left(S_{0}, \mathcal{F}_{0}\right)$ with $\left(S_{1}, \mathcal{F}_{1} \Delta\left(S_{0} \cap S_{1}\right)\right)$ is a matroid (provided $\mathcal{F}$ is non-empty).

Proof. $(S, \mathcal{F})$ is a delta-matroid by Theorem 2.1, so we need only show that the members of $\mathcal{F}$ all have the same cardinality. But

$$
\mathcal{F}=\left\{\left(F_{0} \cup F_{1}\right) \backslash\left(S_{0} \cap S_{1}\right): F_{0} \in \mathcal{F}_{0}, F_{1} \in \mathcal{F}_{1}, F_{0} \cap F_{1}=\emptyset, F_{0} \cup F_{1} \supseteq S_{0} \cap S_{1}\right\}
$$

Thus $F \in \mathcal{F}$ implies $|F|=\left|F_{0}\right|+\left|F_{1}\right|-\left|S_{0} \cap S_{1}\right|$, and we are done.
In fact, this matroid composition can be obtained from standard constructions: $(S, \mathcal{F})=\left(\left(S, \mathcal{F}_{0}\right)+\left(S, \mathcal{F}_{1}\right)\right) /\left(S_{0} \cap S_{1}\right)$, where + denotes matroid union [23] and / denotes contraction. This composition was investigated in [6] and [22]. It is easy to
derive a formula for its rank function $r$ in terms of the rank functions $r_{0}, r_{1}$ of $\left(S, \mathcal{F}_{0}\right)$, $\left(S, \mathcal{F}_{1}\right)$, namely,

$$
r(A)=\min _{X \subseteq S_{0} \cap S_{1}}\left(r_{0}\left(X \cup\left(A \cap S_{0}\right)\right)+r_{1}\left(X \cup\left(A \cap S_{1}\right)\right)-|X|\right) .
$$

The research in [6], [22] concentrated on cases where $|S|>\left|S_{0}\right|,\left|S_{1}\right|$ and treated the resulting decomposition, which has some nice properties based on connectivity. But the composition also yields constructions for smaller matroids, as follows.

Corollary 2.4. Let $M_{0}=\left(S_{0}, \mathcal{B}_{0}\right)$ and $M_{1}=\left(S_{1}, \mathcal{B}_{1}\right)$ be matroids with $S_{1} \subseteq S_{0}$. Then $\left\{B \backslash S_{1}: B \in \mathcal{B}_{0}, B \cap S_{1} \in \mathcal{B}_{1}\right\}$, if non-empty, is the family of bases of a matroid on $S=S_{0} \backslash S_{1}$. Its rank function is given by

$$
r(A)=\min _{X \subseteq S_{1}}\left(r_{0}(A \cup X)+r_{1}(X)-|X|\right)
$$

Corollary 2.5. Let $M_{0}=\left(S_{0}, \mathcal{B}_{0}\right)$ be a matroid, let $S \subseteq S_{0}$, let $S_{1}=S_{0} \backslash S$, and let $k$ be an integer. Then $\left\{B \cap S: B \in \mathcal{B}_{0},\left|B \cap S_{1}\right|=k\right\}$, if non-empty, is the basis family of a matroid on $S$. Its rank function is given by

$$
r(A)=\min \left(r_{0}(A), r_{0}\left(A \cup S_{1}\right)-\left|S_{1}\right|+k\right)
$$

Proof. We apply Corollary 2.4, taking $M_{1}$ to be the uniform matroid of rank $k$ on $S_{1}$. This matroid has rank function $r_{1}$ defined by $r_{1}(X)=\min (|X|, k)$. In the expression for $r(A)$, we see that if $|X| \geq k$, then we may as well take $X=S_{1}$, and if $|X|<k$, we may as well take $X=\emptyset$. This leads to the required expression for the rank function.

We observe that the last construction contains as special cases both contraction and deletion.

Efficient realization of composed delta-matroids. Another application of Theorem 2.1 is the following result of Bouchet [4]. We use it and its additional corollary to make an important point about the availability of the oracle for a composition of delta-matroids.

Corollary 2.6. Let $G$ be a bipartite graph with bipartition $\left\{S, S^{\prime}\right\}$, let $(S, \mathcal{F})$ be a delta-matroid, and let $\mathcal{F}^{\prime}=\left\{F^{\prime} \subseteq S^{\prime}: F^{\prime}\right.$ is matched in $G$ to a member of $\left.\mathcal{F}\right\}$. Then $\left(S^{\prime}, \mathcal{F}^{\prime}\right)$ is a delta-matroid.

Proof. $\left(S^{\prime}, \mathcal{F}^{\prime}\right)$ is the composition of $(S, \mathcal{F})$ with the matching delta-matroid of $G$.

In the special case of Corollary 2.6 in which $(S, \mathcal{F})$ is a matroid, we get that $\left(S^{\prime}, \mathcal{F}^{\prime}\right)$ is also a matroid; this is a classical result (see Welsh [23]). A further specialization gives a "partition" construction for delta-matroids. This is also from [4].

Corollary 2.7. Let $\left(S, \mathcal{F}_{0}\right),\left(S, \mathcal{F}_{1}\right)$ be delta-matroids, and let $\mathcal{F}=\left\{F_{0} \cup F_{1}\right.$ : $\left.F_{0} \in \mathcal{F}_{0}, F_{1} \in \mathcal{F}_{1}, F_{0} \cap F_{1}=\emptyset\right\}$. Then $(S, \mathcal{F})$ is a delta-matroid.

We refer to this construction as the "union" of delta-matroids. Corollary 2.7 can be used to show that Theorem 2.1 is not necessarily algorithmically realizable, in the sense that an oracle for $(S, \mathcal{F})$ may not be available from oracles for $\left(S_{0}, \mathcal{F}_{0}\right),\left(S_{1}, \mathcal{F}_{1}\right)$. In Corollaries 2.4 and 2.5 oracles can be constructed efficiently, essentially by means of the matroid partition algorithm, and of course Theorem 2.3 is even easier. We show that in Corollary 2.7 (and hence in Corollary 2.6 and Theorem 2.1), in general, they cannot.

Suppose we are given a graph $G=(V, E)$ and a matroid $M=(V, \mathcal{B})$. Consider the union $(V, \mathcal{F})$ (as in Corollary 2.7) of the matching delta-matroid of $G$ with the
dual matroid $M^{*}$ of $M$. Suppose that we have an oracle for $(V, \mathcal{F})$. Then we can apply the greedy algorithm to find a largest member of $\mathcal{F}$, and in particular to decide whether $V \in \mathcal{F}$. But $V \in \mathcal{F}$ if and only if it is partitionable into a matchable set and a basis of $M^{*}$, that is, if and only if there is a basis of $M$ that is matchable in $G$. It is well known that deciding whether this is true ("the matroid matching problem" [17]) is not generally solvable in polynomial time. Hence an oracle for the union of $\left(S, \mathcal{F}_{0}\right)$, $\left(S, \mathcal{F}_{1}\right)$ is not constructible in polynomial time from oracles for $\left(S, \mathcal{F}_{0}\right),\left(S, \mathcal{F}_{1}\right)$. The composition is a useful construction, but it is important to distinguish the cases where it is efficiently constructible from those where it is not.

We conclude the section by deriving a new class of delta-matroids from the composition theorem and constructing the relevant oracle. A red-blue graph is a graph with each edge coloured either red or blue. A vertex $v$ of a red-blue graph is bichromatic or monochromatic according to whether $v$ is incident to edges of both colours or not. An alternating path of a red-blue graph is a path of length at least one whose edges alternate in colour. Here is a class of delta-matroids arising from red-blue graphs. Notice that the matching delta-matroids form a subclass, arising from the case where there are no blue edges.

Proposition 2.8. Let $G=(V, E)$ be a red-blue graph, $S$ be the set of monochromatic vertices, and $\mathcal{F}=\{F \subseteq S: F$ is the set of end vertices of a set of vertex-disjoint simple alternating paths $\}$. Then $(S, \mathcal{F})$ is a delta-matroid.

Proof. Let $\left(S_{0}, \mathcal{F}_{0}\right)$ be the matching delta-matroid of the graph $\left(S_{0}, E_{0}\right)$, where $S_{0}=\{v \in V: v$ is incident to a red edge $\}$ and $E_{0}$ is the set of red edges. Similarly define $\left(S_{1}, \mathcal{F}_{1}\right)$ with red replaced by blue. It is easy to see that $(S, \mathcal{F})$ is the composition of $\left(S_{0}, \mathcal{F}_{0}\right)$ and $\left(S_{1}, \mathcal{F}_{1}\right)$.

We describe an efficient construction of the oracle for this class of delta-matroids, due to John Vande Vate. Given disjoint subsets $A, B$ of $S$, delete the vertices of $B$ from $G$. For each bichromatic vertex $w$, split $w$ into two vertices $w_{1}, w_{2}$ such that $w_{1}$ is incident to the red edges previously incident to $w$, and $w_{2}$ is incident to the blue edges previously incident to $w$. Also join $w_{1}, w_{2}$ by a new "white" edge. Let $G^{\prime}$ be the new graph. Let $P$ be the set of edges of a set of alternating paths determining a feasible set $F, A \subseteq F \subseteq S \backslash B$, and let $M$ be $P$ together with the set of white edges corresponding to bichromatic vertices not in any of the paths. Then $M$ is a matching of $G^{\prime}$ covering all vertices not in $S \backslash(A \cup B)$. Conversely, any such matching of $G^{\prime}$ determines such a set of alternating paths. Hence the oracle is provided by a matching algorithm. In the next section we will see another example that is based on red-blue graphs but allows the alternating paths to be nonsimple.
3. Two-step axiom and jump systems. For vectors $x, y \in \mathbf{Z}^{S}$, we use the norm $\|x\|=\sum\left(\left|x_{j}\right|: j \in S\right)$ and the distance $d(x, y)=\|x-y\|$. For $x, y \in \mathbf{Z}^{S}$ a step from $x$ to $y$ is a vector $s \in \mathbf{Z}^{S}$ such that $\|s\|=1$ and $d(x+s, y)=d(x, y)-1$. We denote the set of steps from $x$ to $y$ by $S t(x, y)$. A jump system is a pair $(S, \mathcal{F})$ where $\mathcal{F} \subseteq \mathbf{Z}^{S}$ satisfies the following 2-step axiom:

$$
\begin{align*}
& \text { If } x, y \in \mathcal{F}, s \in \operatorname{St}(x, y) \text {, and } x+s \notin \mathcal{F} \text {, then there exists } t \in  \tag{2-SA}\\
& \operatorname{St}(x+s, y) \text { with } x+s+t \in \mathcal{F} \text {. }
\end{align*}
$$

We begin by considering some simple examples of jump systems.
Low-dimensional jump systems. In Fig. 1 we illustrate two choices of $\mathcal{F}$ for the case where $|S|=2$. In both we denote members of $\mathcal{F}$ with solid dots and nonmembers by hollow or non-existent dots. It is easy to see that in the first case, we have a jump system, whereas in the second case a pair $x, y$ violating (2-SA) is


Fig. 1. The 2-step axiom.
indicated. It is interesting also to consider the case $|S|=1$, that is, to ask which subsets of the integers satisfy (2-SA). These are the sets that have no gap of size bigger than one; that is, there do not exist two consecutive integers not in $\mathcal{F}$, unless either all elements of $\mathcal{F}$ are bigger than both or all are smaller than both.

Hyperplanes. Let $a \in\{0,1,-1\}^{S}$, let $b \in \mathbf{Z}$, and let $\mathcal{F}=\left\{x \in \mathbf{Z}^{S}: a x=b\right\}$. It is easy to check that $(S, \mathcal{F})$ is a jump system.

Delta-matroids. It is an easy exercise to prove that a pair $(S, \mathcal{F})$ such that $\mathcal{F} \subseteq\{0,1\}^{S}$ is a jump system if and only if it is a delta-matroid. (Here, of course, we are identifying subsets of $S$ with their characteristic vectors.)

Simple operations on jump systems. Here we mention a few elementary operations that preserve (2-SA).

Translation. Let $(S, \mathcal{F})$ be a jump system and let $a \in \mathbf{Z}^{S}$. Then the translation $\left(S, \mathcal{F}^{\prime}\right)$ of $(S, \mathcal{F})$ by $a$ is defined by $\mathcal{F}^{\prime}=\{x+a: x \in \mathcal{F}\}$, and is clearly a jump system.

Cartesian product. Let $S_{0}, S_{1}$ be disjoint sets, and let $\left(S_{i}, \mathcal{F}_{i}\right)$ be a jump system for $i=0,1$. Define $S=S_{0} \cup S_{1}$ and $\mathcal{F}=\left\{F_{0} \cup F_{1}: F_{0} \in \mathcal{F}_{0}, F_{1} \in \mathcal{F}_{1}\right\}$. Then $(S, \mathcal{F})$ is a jump system.

Reflection. Let $(S, \mathcal{F})$ be a jump system and let $N \subseteq S$. For each $x \in \mathbf{R}^{S}$, let $x^{\prime}$ be the vector obtained by reflecting $x$ in the coordinates indexed by $N$, that is, $x_{j}^{\prime}=x_{j}$ if $j \notin N$ and $x_{j}^{\prime}=-x_{j}$ otherwise. Then, where $\mathcal{F}^{\prime}=\left\{x^{\prime}: x \in \mathcal{F}\right\}$, it is easy to see that $\left(S, \mathcal{F}^{\prime}\right)$ is a jump system. We observe that the twisting operation on deltamatroids is a combination of reflection and translation; more precisely, twisting by $N$ is equivalent to reflecting in the coordinates indexed by $N$ followed by translating by the characteristic vector of $N$.

Minors. Let $(S, \mathcal{F})$ be a jump system, let $S^{\prime} \subseteq S$, let $x \in \mathbf{Z}^{S \backslash S^{\prime}}$, and let $\mathcal{F}^{\prime}=\left\{x^{\prime} \in \mathbf{Z}^{S^{\prime}}:\left(x^{\prime}, x\right) \in \mathcal{F}\right\}$. Then $\left(S^{\prime}, \mathcal{F}^{\prime}\right)$ is a jump system.

Intersection with a box. A box is a set of the form $\left\{x \in \mathbf{R}^{S}: l \leq x \leq u\right\}$, where $l \in(\mathbf{R} \cup\{-\infty\})^{S}$ and $u \in(\mathbf{R} \cup\{\infty\})^{S}$. It is easy to see that the intersection of a jump system with a box is again a jump system.

Restriction or projection. Let $(S, \mathcal{F})$ be a jump system and let $S^{\prime} \subseteq S$. Then ( $S^{\prime}, \mathcal{F}^{\prime}$ ) is a jump system, where $\mathcal{F}^{\prime}=\left\{x_{\mid S^{\prime}}: x \in \mathcal{F}\right\}$. We remark that this is not completely obvious, but we leave the (easy) proof to the reader. Also, we point out that the minor operation is now redundant, in the sense that it can be obtained as an intersection with a box followed by a projection. (Namely, intersect with the box
defined by $l_{j}=-\infty, u_{j}=\infty, j \in S^{\prime}$, and $l_{j}=u_{j}=x_{j}$ otherwise, and then restrict to $S^{\prime}$.)

Integral polymatroids. Now we introduce a less trivial example. An integral polymatroid is a polyhedron $P=\left\{x \in \mathbf{R}_{+}^{S}: x(A) \leq f(A)\right.$ for all $\left.A \subseteq S\right\}$, where $f:\{0,1\}^{S} \rightarrow \mathbf{Z}_{+}$is normalized $(f(\emptyset)=0)$ and submodular $(f(A)+f(B) \geq f(A \cup$ $B)+f(A \cap B)$ for all $A, B \subseteq S)$.

Proposition 3.1. If $\bar{P}$ is an integral polymatroid in $\mathbf{R}^{S}$, then $P \cap \mathbf{Z}^{S}$ satisfies (2-SA).

The proof uses a well-known result, from [11]. Given $x \in P$, where $P$ is determined by $f$, we say that a set $A \subseteq S$ is $x$-tight or just tight if $x(A)=f(A)$.

Lemma 3.2. The union and intersection of tight sets are tight.
Proof of Proposition 3.1 Let $x, y$ be integral points of $P$ and $s$ a step from $x$ to $y$ such that $x+s \notin P$. Then it is easy to see that $s$ must be non-negative, so $s=\{e\}$ for some $e \in S$ such that $x_{e}<y_{e}$. It follows that there is an $x$-tight set $A$ such that $e \in A$. Now if $y_{j} \geq x_{j}$ for all $j \in A$, then $y(A)>x(A)=f(A)$, a contradiction. So there exists $j \in A$ with $x_{j}>y_{j}$. If $x+\{e\}-\{j\} \in P$, we are done, so we may assume that for every such $j$ there is an $x$-tight set $A_{j}$ with $e \in A_{j}$ and $j \notin A_{j}$. The intersection of all these $A_{j}$ with $A$ is, by Lemma 3.2, an $x$-tight set $B$ such that $e \in B$ and $x_{j} \leq y_{j}$ for all $j \in B$. But then $y(B)>x(B)=f(B)$, a contradiction.

Sum of jump systems. The sum of jump systems $\left(S, \mathcal{F}_{1}\right)$ and $\left(S, \mathcal{F}_{2}\right)$, defined on the same set $S$, is the pair $(S, \mathcal{F})$ where $\mathcal{F}=\mathcal{F}_{1}+\mathcal{F}_{2}=\left\{x+y: x \in \mathcal{F}_{1}, y \in \mathcal{F}_{2}\right\}$. The simple proof of the following theorem was suggested to us by András Sebő.

Theorem 3.3. The sum of two jump systems is a jump system.
Proof. We use the above notation. Let $x, y \in \mathcal{F}_{1}+\mathcal{F}_{2}$ and let $s$ be a step from $x$ to $y$. We have to prove that $x+s \in \mathcal{F}_{1}+\mathcal{F}_{2}$ or there exists a step $t$ from $x+s$ to $y$ such that $x+s+t \in \mathcal{F}_{1}+\mathcal{F}_{2}$. We assume that $x+s \notin \mathcal{F}_{1}+\mathcal{F}_{2}$ and we search for $t$. Let $x=x_{1}+x_{2}$ and $y=y_{1}+y_{2}$ with $x_{1}, y_{1} \in \mathcal{F}_{1}$ and $x_{2}, y_{2} \in \mathcal{F}_{2}$. We have $x_{1}+s \notin \mathcal{F}_{1}$ and $x_{2}+s \notin \mathcal{F}_{2}$ (for example if $x_{1}+s \in \mathcal{F}_{1}$ then $\left(x_{1}+s\right)+x_{2}=x+s \in \mathcal{F}_{1}+\mathcal{F}_{2}$, a contradiction).

We claim that we can find $x_{1}^{\prime} \in \mathcal{F}_{1}, x_{2}^{\prime} \in \mathcal{F}_{2}$ and a step $t$ satisfying $x+s+t=$ $x_{1}^{\prime}+x_{2}^{\prime}$. Since $s$ is a step from $x_{1}+x_{2}$ to $y_{1}+y_{2}, s$ is a step from $x_{1}$ to $y_{1}$ or a step from $x_{2}$ to $y_{2}$. By symmetry we may assume the former. Apply (2-SA) to $x_{1}, y_{1} \in \mathcal{F}_{1}$ and the step $s$ from $x_{1}$ to $y_{1}$. Since $x_{1}+s \notin \mathcal{F}_{1}$ there exists a step $t$ from $x_{1}+s$ to $y_{1}$ such that $x_{1}+s+t \in \mathcal{F}_{1}$. Then $\left(x_{1}+s+t\right)+x_{2}=x+s+t \in \mathcal{F}_{1}+\mathcal{F}_{2}$, which implies the existence of $x_{1}^{\prime}$ and $x_{2}^{\prime}$.

Choose a triple $\left(x_{1}^{\prime}, x_{2}^{\prime}, t\right)$ that minimizes $d\left(x_{1}^{\prime}, y_{1}\right)+d\left(x_{2}^{\prime}, y_{2}\right)$. We show that, under this assumption, $t$ is a step from $x+s$ to $y$, proving the theorem. Assume not; we will derive a contradiction. Then $-t$ is a step from $x_{1}^{\prime}+x_{2}^{\prime}=x+s+t$ to $y_{1}+y_{2}=y$. This implies that $-t$ is a step from $x_{1}^{\prime}$ to $y_{1}$ or a step from $x_{2}^{\prime}$ to $y_{2}$. By symmetry we assume the former. Apply (2-SA) to $x_{1}^{\prime}, y_{1} \in \mathcal{F}_{1}$ and the step $-t$. The point $x_{1}^{\prime}-t$ does not belong to $\mathcal{F}_{1}$ because, if so, we should have $\left(x_{1}^{\prime}-t\right)+x_{2}^{\prime}=x+s \in \mathcal{F}_{1}+\mathcal{F}_{2}$, which contradicts the initial assumption. Thus we can find a step $r$ from $x_{1}^{\prime}-t$ to $y_{1}$ such that $x_{1}^{\prime}-t+r \in \mathcal{F}_{1}$. This implies $x+s+r=\left(x_{1}^{\prime}-t+r\right)+x_{2}^{\prime} \in \mathcal{F}_{1}+\mathcal{F}_{2}$, where $x_{1}^{\prime}-t+r$ is closer to $y_{1}$ than $x_{1}^{\prime}$. So the triple $\left(x_{1}^{\prime}-t+r, x_{2}^{\prime}, r\right)$ contradicts the choice of ( $\left.x_{1}^{\prime}, x_{2}^{\prime}, t\right)$.

Bidirected graphs. We consider finite graphs that may have loops and multiple edges. In order to define bidirections, it is convenient to let each edge be incident to two half-edges. Formally a graph $G$ is defined by three pairwise disjoint finite sets: a set of vertices $V$, a set of edges $E$, and a set of half-edges $H$. There is an incidence relation between $H$ and $V$, as well as between $H$ and $E$. These incidence relations are
such that each half-edge is incident to precisely one vertex and one edge. Further, an edge is incident to precisely two half-edges. We denote by $\mathrm{h} v$ the set of the half-edges incident to a vertex $v$. The degree of $v$ is $\mathrm{d}(v)=|\mathrm{h} v|$.

A biorientation, or bidirection, over $G$ is a function $\epsilon: H \rightarrow\{-1,+1\}$. For $f \in \mathbf{Z}^{E}$ and $v \in V$, the excess of $f$ at $v$ is $\operatorname{ex}(f)_{v}=\sum(\epsilon(h) f(e): h \in h v, e$ is the edge incident to $h$ ), and the excess of $f$ is the vector $\operatorname{ex}(f)=\left(\operatorname{ex}(f)_{v}: v \in V\right)$. Given $c_{1}, c_{2} \in \mathbf{Z}^{E}$, with $c_{1} \leq c_{2}$, we denote by $\left[c_{1}, c_{2}\right]$ the set $\left\{f \in \mathbf{Z}^{E}: c_{1} \leq f \leq c_{2}\right\}$.

Proposition 3.4. Let $c_{1}, c_{2} \in \mathbf{Z}^{E}$, such that $c_{1} \leq c_{2}$. Then $(V,\{\operatorname{ex}(f): f \in$ $\left.\left[c_{1}, c_{2}\right]\right\}$ ) is a jump system.

Proof. For $h \in H$ let $x(h) \in \mathbf{Z}^{V}$ be defined by $x(h)_{v}=\epsilon(h)$ if the vertex $v$ is incident to $h, x(h)_{v}=0$ otherwise. For $e \in E$ let $\mathcal{F}_{e}=\left\{\lambda\left(x\left(h^{\prime}\right)+x\left(h^{\prime \prime}\right)\right): \lambda \in\right.$ $\left.\left[c_{1}(e), c_{2}(e)\right]\right\}$, where $h^{\prime}$ and $h^{\prime \prime}$ are the half-edges of $G$ incident to $e$. We easily verify that $\left(V, \mathcal{F}_{e}\right)$ is a jump system. (One way is to observe that it is a hyperplane jump system intersected with a box and then extended by zeroes, but it is perhaps as easy to check directly.) We have $\left(V,\left\{\operatorname{ex}(f): f \in\left[c_{1}, c_{2}\right]\right\}\right)=\sum\left(\left(V, \mathcal{F}_{e}\right): e \in E\right)$, where the summation stands for the sum operation considered in Theorem 3.3. The result follows from that theorem.

The special case in which we take the bidirection to be trivial, that is, all the values of $\epsilon$ to be +1 , is already quite interesting. If we also define $c_{1}(e)=0$ and $c_{2}(e)=1$ for each edge $e$, then $\left\{\operatorname{ex}(f): f \in\left[c_{1}, c_{2}\right]\right\}$ is the set of degree sequences of subgraphs of $G$. If we now intersect this set with the unit cube, we get the matching delta-matroid of $G$. More general sets of this type are investigated in [7].

Suppose that we consider again the red-blue graph example of Proposition 2.8, but this time we allow the alternating paths to repeat vertices, but not edges. We show that we obtain another delta-matroid. We form a bidirected graph, by assigning to each red edge two positive half-edges, and assigning to each blue edge two negative half-edges; we define again $c_{1}(e)=0$ and $c_{2}(e)=1$ for each edge $e$. Now consider the resulting jump system, and reflect it in the coordinates corresponding to the vertices incident only to blue edges. Next, intersect it with the box determined by $0, u$, where $u_{j}=1$ if $j$ is monochromatic, and $u_{j}=0$ otherwise. Finally, project the jump system to the coordinates corresponding to the monochromatic vertices. The resulting jump system is a delta-matroid, and it is easy to see that it is precisely the desired one. Moreover, an oracle for this delta-matroid can be realized in polynomial time by methods of bidirected matching; see [12].

Composition of jump systems. Let $\left(S_{0}, \mathcal{F}_{0}\right)$ and ( $S_{1}, \mathcal{F}_{1}$ ) be two jump systems. The composition of $\left(S_{0}, \mathcal{F}_{0}\right)$ and $\left(S_{1}, \mathcal{F}_{1}\right)$ is the pair $(S, \mathcal{F})$, where $S=S_{0} \Delta S_{1}$ and $\mathcal{F} \subseteq \mathbf{Z}^{S}$ is defined by $x \in \mathcal{F}$ if and only if there exists $x_{0} \in \mathcal{F}_{0}$ and $x_{1} \in \mathcal{F}_{1}$ satisfying $x_{0 \mid S_{0} \cap S_{1}}=x_{1 \mid S_{0} \cap S_{1}}, x_{\mid S_{0} \backslash S_{1}}=x_{0 \mid S_{0} \backslash S_{1}}, x_{\mid S_{1} \backslash S_{0}}=x_{1 \mid S_{1} \backslash S_{0}}$. (We may also speak of the composition $\mathcal{F}$ of $\mathcal{F}_{0}$ and $\mathcal{F}_{1}$.) Notice that this definition, in the case of $\{0,1\}$-valued vectors, corresponds to the composition of delta-matroids introduced in $\S 2$. Hence the next result generalizes Theorem 2.1.

Proposition 3.5. The composition of two jump systems is a jump system.
Proof. For $i=1,2$ we extend each vector in $\mathcal{F}_{i}$ to an element of $\mathbf{Z}^{S_{0} \cup S_{1}}$ by filling it out with zeroes. Then we reflect $\mathcal{F}_{1}$ in the components corresponding to $S_{0} \cap S_{1}$, then we take the sum, and then we take the minor associated with the vector $0 \in$ $\mathbf{Z}^{S_{0} \cap S_{1}}$.

Conversely, Theorem 3.3 can be easily derived from the preceding proposition. (In fact, the original version of this paper proved the proposition directly and used it to prove Theorem 3.3.) Consider two sets $\mathcal{F}^{\prime}, \mathcal{F}^{\prime \prime} \subseteq \mathbf{Z}^{S}$ that satisfy (2-SA). We first
notice that $\Phi=\{(x, y, x+y): x, y \in \mathbf{Z}\}$ is a subset of $\mathbf{Z}^{3}$, which satisfies (2-SA). (For example, it is an instance of the hyperplane systems introduced earlier.) Let us consider a family ( $T_{v}=\left\{v^{\prime}, v^{\prime \prime}, v\right\}: v \in S$ ) of pairwise disjoint 3 -element sets. For each $v \in S$ let $\Phi_{v}=\left\{\left(x_{v^{\prime}}, x_{v^{\prime \prime}}, x_{v}\right): x_{v^{\prime}}, x_{v^{\prime \prime}} \in \mathbf{Z}, x_{v}=x_{v^{\prime}}+x_{v^{\prime \prime}}\right\} \subseteq \mathbf{Z}^{T_{v}}$, and consider the cartesian product $\Phi=\times\left(\Phi_{v}: v \in S\right) \subseteq \times\left(\mathbf{Z}^{T_{v}}: v \in S\right)=\mathbf{Z}^{S^{\prime} \cup S^{\prime \prime} \cup S}$, with $S^{\prime}=\left\{v^{\prime}: v \in S\right\}$ and $S^{\prime \prime}=\left\{v^{\prime \prime}: v \in S\right\}$. Then $\Phi$ satisfies (2-SA). We make a copy $\mathcal{G}^{\prime} \subseteq \mathbf{Z}^{S^{\prime}}$ of $\mathcal{F}^{\prime}$ and a copy $\mathcal{G}^{\prime \prime} \subseteq \mathbf{Z}^{S^{\prime \prime}}$ of $\mathcal{F}^{\prime \prime}$. The cartesian product $\mathcal{G}=\mathcal{G}^{\prime} \times \mathcal{G}^{\prime \prime} \subseteq \mathbf{Z}^{S^{\prime} \cup S^{\prime \prime}}$ satisfies (2-SA). Finally, we notice that the composition of $\Phi \subseteq \mathbf{Z}^{S^{\prime} \cup S^{\prime \prime} \cup S}$ with $\mathcal{G} \subseteq \mathbf{Z}^{S^{\prime} \cup S^{\prime \prime}}$ is equal to $\mathcal{F}^{\prime}+\mathcal{F}^{\prime \prime}$.
4. Bisubmodular polyhedra and jump systems. Here we describe a generalization of (integral) polymatroids, called (integral) bisubmodular polyhedra. We show that the integral points of an integral bisubmodular polyhedron satisfy (2-SA). In the next section, we show a partial converse: The convex hull of a set satisfying (2-SA) is an integral bisubmodular polyhedron.

A function $f$ from pairs $(A, B)$ of disjoint subsets of $S$ to $\mathbf{R} \cup\{\infty\}$ is called bisubmodular if it satisfies, for all such pairs $(A, B),\left(A^{\prime}, B^{\prime}\right)$,

$$
f(A, B)+f\left(A^{\prime}, B^{\prime}\right) \geq f\left((A, B) \wedge\left(A^{\prime}, B^{\prime}\right)\right)+f\left((A, B) \vee\left(A^{\prime}, B^{\prime}\right)\right) .
$$

Here $(A, B) \wedge\left(A^{\prime}, B^{\prime}\right)$ denotes $\left(A \cap A^{\prime}, B \cap B^{\prime}\right)$, and we call it the intersection of $(A, B)$ and $\left(A^{\prime}, B^{\prime}\right) ;(A, B) \vee\left(A^{\prime}, B^{\prime}\right)$ denotes $\left(\left(A \cup A^{\prime}\right) \backslash\left(B \cup B^{\prime}\right),\left(B \cup B^{\prime}\right) \backslash\left(A \cup A^{\prime}\right)\right)$, and we call it the reduced union of $(A, B)$ and $\left(A^{\prime}, B^{\prime}\right)$. (Notice that the operation $\checkmark$ is not associative.) It is convenient to assume throughout that $f(\emptyset, \emptyset)=0$. The bisubmodular inequality (on real-valued functions) has been introduced by Kabadi and Chandrasekaran [5], [16], by Nakamura [18], [19], and by Qi [21].

The bisubmodular polyhedron associated with $f$ is $P(f)=\left\{x \in \mathbf{R}^{S}: x(A)-\right.$ $x(B) \leq f(A, B), A, B \subseteq S, A \cap B=\emptyset\}$. These polyhedra, again with the exception that the function values are finite, were introduced by Dunstan and Welsh [10] and studied in [16], [18], [21]. Nakamura showed the equivalence of the Dunstan-Welsh definition and the bisubmodular one. The function $f$ associated in $\S 2$ with a deltamatroid $(S, \mathcal{F})$ is bisubmodular and the associated bisubmodular polyhedron is the convex hull of the elements of $\mathcal{F}$. This result appears in [5] and [2]. We say that $f$ is integral if its finite values are integral, and that $P(f)$ is integral if $f$ is integral.

A number of more familiar classes of polyhedra fall into this class. If $f^{\prime}$ is submodular on subsets of $S$, and $f^{\prime}(\emptyset)=0$, then $f$ defined by $f(A, \emptyset)=f^{\prime}(A)$ for $A \subseteq S$ and $f(A, B)=\infty$ for $B \neq \emptyset$ is bisubmodular. The associated $P(f)$ is $\left\{x \in \mathbf{R}^{S}: x(A) \leq f^{\prime}(A)\right.$ for all $\left.A \subseteq S\right\}$, the submodular polyhedron associated with $f^{\prime}$. If we take $f(A, B)=f^{\prime}(A)$ for all pairs $A, B$ of disjoint subsets of $S$, then it is easy to check that $f$ is bisubmodular if and only if $f^{\prime}$ is also monotone: if $A_{1} \subseteq A_{2}$, then $f^{\prime}\left(A_{1}\right) \leq f^{\prime}\left(A_{2}\right)$. In this case $P(f)$ is $\left\{x \in \mathbf{R}_{+}^{S}: x(A) \leq f^{\prime}(A)\right.$ for all $\left.A \subseteq S\right\}$, the polymatroid associated with $f^{\prime}$. (Although $P\left(f^{\prime}\right)$ is a polymatroid even without the assumption of monotonicity, it is known that every polymatroid is determined by a monotone submodular function, so every polymatroid is a bisubmodular polyhedron.) Finally, the base polyhedron $\left\{x \in \mathbf{R}^{S}: x(A) \leq f^{\prime}(A)\right.$ for all $\left.A \subseteq S, x(S)=f^{\prime}(S)\right\}$ associated with $f^{\prime}$ is obtained by taking $f(A, B)=f^{\prime}(A)+f^{\prime}(S \backslash B)-f^{\prime}(S)$, and $f$ is bisubmodular.

Another more general class of bisubmodular polyhedra consists of Frank's generalized polymatroids. Here we suppose that $g, h$ are submodular functions on $S$, which are allowed to take the value $\infty$, and that they also satisfy

$$
g(A)+h(B) \geq g(A \backslash B)+h(B \backslash A)
$$

for all pairs of subsets $A, B$ of $S$. Then $Q(g, h)=\left\{x \in \mathbf{R}^{S}:-h(A) \leq x(A) \leq\right.$ $g(A)$ for all $A \subseteq S\}$ is the generalized polymatroid determined by $g$ and $h$. If we define $f(A, B)$ to be $g(A)+h(B)$ for disjoint pairs $A, B$ of subsets of $S$, then $P(f)=Q(g, h)$, and $f$ is bisubmodular. The class of generalized polymatroids contains all the special classes mentioned earlier, but the class of bisubmodular polyhedra is even larger.

Proposition 4.1. Let $f$ be bisubmodular and let $C \subseteq S$. Then reflecting $P(f)$ in $C$ gives a bisubmodular polyhedron $P\left(f^{\prime}\right)$, where $f^{\prime}$ is defined by

$$
f^{\prime}(A, B)=f((A \backslash C) \cup(B \cap C),(B \backslash C) \cup(A \cap C))
$$

Proof. It is clear that $x^{\prime} \in P(f)$ if and only if $x^{\prime}\left(A^{\prime}\right)-x^{\prime}\left(B^{\prime}\right) \leq f\left(A^{\prime}, B^{\prime}\right)$ for all pairs $\left(A^{\prime}, B^{\prime}\right)$, where $x^{\prime}$ is obtained by reflecting $x$ in $C$. But this is equivalent to

$$
x\left(A^{\prime} \backslash C\right)-x\left(A^{\prime} \cap C\right)-x\left(B^{\prime} \backslash C\right)+x\left(B^{\prime} \cap C\right) \leq f\left(A^{\prime}, B^{\prime}\right)
$$

or, taking $A=\left(A^{\prime} \backslash C\right) \cup\left(B^{\prime} \cap C\right), B=\left(B^{\prime} \backslash C\right) \cup\left(A^{\prime} \cap C\right)$,

$$
x(A)-x(B) \leq f((A \backslash C) \cup(B \cap C),(B \backslash C) \cup(A \cap C))
$$

Hence, the reflection of $P(f)$ is $P\left(f^{\prime}\right)$, and it remains only to prove that $f^{\prime}$ is bisubmodular. This can be done by a straightforward computation, which we omit.

Proposition 4.2. Let $f$ be bisubmodular and $S^{\prime} \subseteq S$. Then the projection of $P(f)$ onto the coordinates indexed by $S^{\prime}$ is a bisubmodular polyhedron $P\left(f^{\prime}\right)$, where $f^{\prime}$ is the restriction of $f$ to $S^{\prime}$.

Proof. It is obvious that $f^{\prime}$ is bisubmodular, so we need only show that $P\left(f^{\prime}\right)$ is the projection. It is enough to prove this in the case in which $S^{\prime}=S \backslash\{e\}$ for some $e \in S$. By Fourier elimination of $x_{e}$, the projection is determined by two classes of inequalities. The first consists of inequalities

$$
\begin{equation*}
x(A)-x(B) \leq f(A, B), \quad \text { where } e \notin A \cup B \tag{i}
\end{equation*}
$$

The second consists of inequalities that are all obtained by adding an inequality for $P(f)$ in which $x_{e}$ has coefficient 1 , to one in which $x_{e}$ has coefficient -1 . So each such inequality has the form
(ii) $x\left(A^{\prime}\right)-x\left(B^{\prime}\right)+x\left(A^{\prime \prime}\right)-x\left(B^{\prime \prime}\right) \leq f\left(A^{\prime}, B^{\prime}\right)+f\left(A^{\prime \prime}, B^{\prime \prime}\right), \quad$ where $e \in A^{\prime} \cap B^{\prime \prime}$.

We need to show that each inequality of type (ii) is implied by those of type (i). In fact, we add the inequality for $\left(A^{\prime}, B^{\prime}\right) \wedge\left(A^{\prime \prime}, B^{\prime \prime}\right)$ to the one for $\left(A^{\prime}, B^{\prime}\right) \vee\left(A^{\prime \prime}, B^{\prime \prime}\right)$. These inequalities are both of type (i). Their sum has the same left-hand side as (ii) and its right-hand side is no larger than the right-hand side of (ii), by bisubmodularity.

We remark that it follows that every bisubmodular polyhedron is non-empty: since $f(\emptyset, \emptyset)=0$, this is true by induction. Besides projection, several other operations that preserve (2-SA) also preserve bisubmodular polyhedra, and the corresponding bisubmodular function can be explicitly constructed. For cartesian product, translation, and minors this is easy to show, and we do not bother to state the results. On the other hand, for intersection with a box, it is not obvious, and the formula for the defining function is not easy to establish. This result will be discussed elsewhere.

The proof that integral bisubmodular functions yield jump systems uses a basic lemma, the analogue for bisubmodular polyhedra of Lemma 3.2. Given $x \in P(f)$, we say that a pair $(A, B)$ is $x$-tight (or just tight) if $x(A)-x(B)=f(A, B)$.

Lemma 4.3. The intersection and the reduced union of $x$-tight pairs are $x$-tight.
Proof. Suppose that $(A, B)$ and $\left(A^{\prime}, B^{\prime}\right)$ are $x$-tight.

$$
\begin{aligned}
x\left(\left(A \cup A^{\prime}\right) \backslash\left(B \cup B^{\prime}\right)\right) & -x\left(\left(B \cup B^{\prime}\right) \backslash\left(A \cup A^{\prime}\right)\right)+x\left(A \cap A^{\prime}\right)-x\left(B \cap B^{\prime}\right) \\
& =x(A)-x(B)+x\left(A^{\prime}\right)-x\left(B^{\prime}\right) \\
& =f(A, B)+f\left(A^{\prime}, B^{\prime}\right) \\
& \geq f\left((A, B) \wedge\left(A^{\prime}, B^{\prime}\right)\right)+f\left((A, B) \vee\left(A^{\prime}, B^{\prime}\right)\right) .
\end{aligned}
$$

Since $x \in P(f)$, the inequality also holds in the other direction, so we have equality throughout.

We remark that the above lemma, or similar arguments as in the proof, can be used to obtain further results. For example, if $(A, B)$ and $\left(A^{\prime}, B^{\prime}\right)$ are $x$-tight, then so is $\left(A \backslash B^{\prime}, B \backslash A^{\prime}\right)$, by applying the lemma again to $(A, B)$ and $(A, B) \vee\left(A^{\prime}, B^{\prime}\right)$. This was pointed out in [16]. Also if $f$ and $x$ are integral, $(A, B)$ is $x$-tight, and $x\left(A^{\prime}\right)-x\left(B^{\prime}\right)=f\left(A^{\prime}, B^{\prime}\right)-1$, then one of the intersection and reduced union is $x$-tight.

Theorem 4.4. Let $f$ be bisubmodular and integral. Then $\mathcal{F}=\mathbf{Z}^{S} \cap P(f)$ satisfies (2-SA).

Proof. Let $x, y \in \mathcal{F}$ and $s \in \operatorname{St}(x, y)$ and suppose (2-SA) fails. By reflecting $P(f)$ in $\left\{j: x_{j}>y_{j}\right\}$, we may assume that $x \leq y$. Suppose that $s=\{e\}$. Let $Q=\left\{j \in S \backslash\{e\}: x_{j}<y_{j}\right\}$, and let $Q^{\prime}=\{j \in Q$ : there exists $x$-tight $(A, B)$ with $e \in A, j \notin B\}$.

Claim. There exists $x$-tight $(A, B)$ with $e \in A$ and $Q \backslash B=Q^{\prime}$.
Suppose first that $Q^{\prime}=\emptyset$. Choose $x$-tight $\left(A^{\prime}, B^{\prime}\right)$ with $e \in A^{\prime}$. (Such exists, because $x+\{e\} \notin P(f)$.) Then by the definition of $Q^{\prime}, Q \backslash B^{\prime}=\emptyset=Q^{\prime}$, as required. So suppose that $Q^{\prime} \neq \emptyset$. Now take the intersection of all the $x$-tight pairs ( $A^{\prime \prime}, B^{\prime \prime}$ ) with $e \in A^{\prime \prime}$ and $Q \backslash B^{\prime \prime} \neq \emptyset$. This gives an $x$-tight pair $(A, B)$ with $B \cap Q^{\prime}=\emptyset$ and so, by the definition of $Q^{\prime}, Q \backslash B=Q^{\prime}$. This completes the proof of the claim.

Suppose there exists $j \in Q \backslash Q^{\prime}$. Notice that $j \in B$. Since $x+\{e\}+\{j\} \notin P(f)$ and $j \notin Q^{\prime}$, there exists $\left(A^{\prime}, B^{\prime}\right)$ such that

$$
\begin{equation*}
x\left(A^{\prime}\right)-x\left(B^{\prime}\right)=f\left(A^{\prime}, B^{\prime}\right), j \in A^{\prime}, e \notin B^{\prime} ; \tag{i}
\end{equation*}
$$

or

$$
\begin{equation*}
x\left(A^{\prime}\right)-x\left(B^{\prime}\right) \geq f\left(A^{\prime}, B^{\prime}\right)-1, j, e \in A^{\prime} \tag{ii}
\end{equation*}
$$

In case (i) the reduced union of $(A, B)$ and ( $A^{\prime}, B^{\prime}$ ) is an $x$-tight pair ( $A^{\prime \prime}, B^{\prime \prime}$ ) with $e \in A^{\prime \prime}, j \notin B^{\prime \prime}$, so $j \in Q^{\prime}$, a contradiction. In case (ii) both the reduced union and the intersection of $(A, B),\left(A^{\prime}, B^{\prime}\right)$ are pairs $\left(A^{\prime \prime}, B^{\prime \prime}\right)$ with $e \in A^{\prime \prime}, j \notin B^{\prime \prime}$. Moreover, at least one of the two pairs is $x$-tight, so $j \in Q^{\prime}$, a contradiction. It follows that $Q \backslash Q^{\prime}=\emptyset$, so $y(A)-y(B)>x(A)-x(B)=f(A, B)$, again a contradiction.

We use Lemma 4.3 to prove another basic fact about bisubmodular polyhedra, that each such polyhedron has a unique defining function. For the case where all function values are finite, this result is proved in [14, p. 94].

Theorem 4.5. If $f$ is bisubmodular on pairs of disjoint subsets of $S$, then for each such pair $A, B$ we have $f(A, B)=\max _{x \in P(f)}(x(A)-x(B))$. Moreover, if $f$ is integral, then the maximum is achieved by an integral $x$.

Proof. By applying reflection and projection, using Propositions 4.1 and 4.2, we can assume that $A=S$ and $B=\emptyset$. Obviously, the maximum is at most $f(S, \emptyset)$, so if it is $\infty$, we are done. We choose $\bar{x} \in P(f)$ maximizing $x(A)-x(B)$. Fix $e \in S$. Since $\bar{x}_{e}$ cannot be increased, there is a tight pair $\left(A^{\prime}, B^{\prime}\right)$ with $e \in A^{\prime}$.

Claim. For each $j \notin A^{\prime}$ there is a tight pair $\left(A_{j}, B_{j}\right)$ such that $e \in A_{j}$ and $j \notin B_{j}$.
Proof of claim. If not, then there is a tight pair $\left(A^{\prime \prime}, B^{\prime \prime}\right)$ with $j \in A^{\prime \prime}$ and $e \notin B^{\prime \prime}$. (Otherwise we could increase both $\bar{x}_{e}$ and $\left.\bar{x}_{j}\right)$. Now take $\left(A_{j}, B_{j}\right)=\left(A^{\prime}, B^{\prime}\right) \vee$ $\left(A^{\prime \prime}, B^{\prime \prime}\right)$. This pair is tight by Lemma 4.3, and it is easy to see that it satisfies the conditions of the claim.

Now take the intersection over all $j \notin A^{\prime}$ of the pairs $\left(A_{j}, B_{j}\right)$. We get a tight pair $\left(A_{e}, B_{e}\right)$ with $e \in A_{e}$ and $B_{e} \subset A^{\prime}$. The intersection of $\left(A_{e}, B_{e}\right)$ with $\left(A^{\prime}, B^{\prime}\right)$ is a tight pair $\left(A_{e}^{\prime}, \emptyset\right)$ with $e \in A_{e}^{\prime}$. Finally, the union over all $e$ of these tight pairs is the tight pair $(S, \emptyset)$, so $\bar{x}(S)=f(S, \emptyset)$, as required. It is straightforward to check that if $f$ is integral, then the whole argument applies to integral points, so the second part is proved also.
5. Jump systems and bisubmodular polyhedra. We say that $x \in \mathcal{F}$ is ( $A, B$ )-maximal in $\mathcal{F}$ if $y \in \mathcal{F}, y_{j} \geq x_{j}$ for all $j \in A, y_{j} \leq x_{j}$ for all $j \in B$ imply $y_{\mid A \cup B}=x_{\mid A \cup B}$.

Lemma 5.1. If $\mathcal{F}$ satisfies (2-SA) and $y, x \in \mathcal{F}$ with $y(A)-y(B)>x(A)-x(B)$, then $x$ is not $(A, B)$-maximal.

Proof. By twisting at B , we may assume that $B=\emptyset$. Suppose that $x$ is $(A, \emptyset)$ maximal and there exists $y \in \mathcal{F}$ and $y(A)>x(A)$. Subject to this, choose $y$ so that $\sum_{j \in A}\left|x_{j}-y_{j}\right|$ is minimum. By the maximality of $x$, there exists $e \in A$ with $x_{e}>y_{e}$. Either $y^{\prime}=y+\{e\} \in \mathcal{F}$, or $y^{\prime \prime}=y+\{e\}+s \in \mathcal{F}$ for some step $s$ from $y+\{e\}$ to $x$. But this contradicts the choice of $y$.

Given $\mathcal{F}$, define $f$ by $f(A, B)=\max _{x \in \mathcal{F}}(x(A)-x(B))$ if the maximum exists, and to be $\infty$ otherwise.

Lemma 5.2. If $\mathcal{F}$ satisfies (2-SA), then $f$ is bisubmodular.
Proof. Let $(A, B),\left(A^{\prime}, B^{\prime}\right)$ be pairs of disjoint sets. First, we consider the case where the right-hand side of the bisubmodular inequality is not $\infty$. We may assume that $f(A, B) \neq \infty$, since otherwise the inequality holds trivially. Choose $x \in \mathcal{F}$ to be $\left(A \cap A^{\prime}, B \cap B^{\prime}\right)$-maximal. Now by increasing $x_{j}$ for $j \in\left(B \Delta B^{\prime}\right) \backslash\left(A \cup A^{\prime}\right)$, we can find an $x^{\prime}$ that is $\left(A \vee A^{\prime}, B \vee B^{\prime}\right)$-maximal. Then by Lemma 5.1 , we get

$$
\begin{aligned}
& f(A, B)+f\left(A^{\prime}, B^{\prime}\right) \\
& \quad \geq x^{\prime}(A)-x^{\prime}(B)+x^{\prime}\left(A^{\prime}\right)-x^{\prime}\left(B^{\prime}\right) \\
& \quad=x\left(A \cap A^{\prime}\right)-x\left(B \cap B^{\prime}\right)+x^{\prime}\left(\left(A \cup A^{\prime}\right) \backslash\left(B \cup B^{\prime}\right)\right)-x^{\prime}\left(\left(B \cup B^{\prime}\right) \backslash\left(A \cup A^{\prime}\right)\right) \\
& \quad=f\left((A, B) \wedge\left(A^{\prime}, B^{\prime}\right)\right)+f\left((A, B) \vee\left(A^{\prime}, B^{\prime}\right)\right),
\end{aligned}
$$

as required.
Now suppose that the right-hand side of the bisubmodular inequality is infinity. Let $\mathcal{F}^{k}$ be $\mathcal{F} \cap\left\{x \in \mathbf{Z}^{S}:-k \leq x_{j} \leq k\right.$ for all $\left.j \in S\right\}$. Then $\mathcal{F}^{k}$ satisfies (2-SA); let $f^{k}$ be the corresponding (bisubmodular!) function. Then the right-hand side of the bisubmodular inequality for $f^{k}$ goes to $\infty$ with $k$, and so the left-hand side must also, and we are finished.

Theorem 5.3. If $\mathcal{F}$ satisfies $(2-\mathrm{SA})$, then $\operatorname{conv}(\mathcal{F})$ is an integral bisubmodular polyhedron.

Proof. Define $f$ by $f(A, B)=\max _{x \in \mathcal{F}}(x(A)-x(B))$. Then $f$ is integral and bisubmodular, by Lemma 5.2 , and $\mathcal{F} \subseteq P(f)$. If $P(f) \neq \operatorname{conv}(\mathcal{F})$, then there exists $c \in \mathbf{R}^{S}$ and $y \in P(f)$ such that $c y>c x$ for every $x \in \mathcal{F}$. By a straightforward perturbation argument we can choose $c$ so that there does not exist $j \in S$ with $c_{j}=0$ and there do not exist distinct elements $j, k$ of $S$ with $\left|c_{j}\right|=\left|c_{k}\right|$. By reflection in $N=\left\{j: c_{j}<0\right\}$, we may assume that $c_{j}>0$ for all $j \in S$. Now $\max _{x \in \mathcal{F}} c x$ exists, so $\max _{x \in \mathcal{F}} x(S)$ exists, by Lemma 5.1 with $A=S, B=\emptyset$. Therefore, we can form the polyhedron $B(f)=\{x \in P(f): x(S)=f(S, \emptyset)\}$. The set $\mathcal{B}$ of maximal members of $\mathcal{F}$ is contained in $B(f)$. Since $c_{j}>0, j \in S$, there exists $y \in B(f)$ with $c y>c x$ for every $x \in \mathcal{B}$. This again follows from Lemma 5.1. We need the following claim.

Claim. If $y, x \in \mathcal{B}, A \subseteq S$, and $y(A)>x(A)$, then $x$ is not $A$-maximal over $\mathcal{B}$.
Proof of Claim. If possible, choose $y$ and $x$ violating the statement with $\sum_{j \in A} \mid x_{j}-$ $y_{j} \mid$ as small as possible. Clearly there exists $e \in A$ with $x_{e}>y_{e}$. Apply (2-SA) to get $j \in S$ with $y+\{e\}$ or $y+\{e\}+\{j\}$ or $y+\{e\}-\{j\} \in \mathcal{F}$. By the definition of $\mathcal{B}$, the only possibility is the last one. But then $y^{\prime \prime}=y+\{e\}-\{j\} \in \mathcal{B}$, and this contradicts the choice of $y$, and the claim is proved.

Let us relabel the elements of $S$ as $e_{1}, e_{2}, \ldots, e_{n}$ so that $c_{e_{1}}>c_{e_{2}}>\cdots>c_{e_{n}}$, and let $T_{i}$ denote $\left\{e_{1}, e_{2}, \ldots, e_{i}\right\}$ for $0 \leq i \leq n$. For $T \subseteq S, z \in \mathbf{R}^{T}$, and $Q \subseteq \mathbf{R}^{S}$ we write $z \hat{\in} Q$ to mean that there exists $\bar{z} \in Q$ such that $\bar{z}_{\mid T}=z$. Choose $\bar{x} \in \mathcal{B}$ as follows:

For $i=1$ to $n$
Choose $\bar{x}_{e_{i}}$ to be $\max \left(\alpha:\left(\bar{x}_{e_{1}}, \ldots, \bar{x}_{e_{i-1}}, \alpha\right) \hat{\in} \mathcal{B}\right.$, if the maximum exists.
Otherwise, stop.
Now suppose the procedure runs to completion and delivers $\bar{x} \in \mathcal{B}$. By the claim, $\bar{x}\left(T_{i}\right)=f\left(T_{i}, \emptyset\right)<\infty, 1 \leq i \leq n$. Now for any $x \in B(f)$, we have

$$
\begin{aligned}
c x & =\sum_{i=1}^{n} c_{e_{i}}\left(x\left(T_{i}\right)-x\left(T_{i-1}\right)\right) \\
& =\sum_{i=1}^{n-1}\left(c_{e_{i+1}}-c_{e_{i}}\right) x\left(T_{i}\right)+c_{e_{n}} x\left(T_{n}\right) \\
& \leq \sum_{i=1}^{n-1}\left(c_{e_{i+1}}-c_{e_{i}}\right) \bar{x}\left(T_{i}\right)+c_{e_{n}} \bar{x}\left(T_{n}\right)=c \bar{x} .
\end{aligned}
$$

This shows that a point of $\mathcal{B}$ maximizes $c x$ over $B(f)$, a contradiction. Now suppose that the procedure stops early; say that $j$ is the first index for which the maximum does not exist and $\bar{x}$ is the point constructed after step $j-1$. Then by the claim, we have $\bar{x}\left(T_{i}\right)=f\left(T_{i}, \emptyset\right)$ for $1 \leq i \leq j-1$. Moreover, $\bar{x}$ is not $A$-maximal in $\mathcal{B}$, so there exists $x^{\prime} \in \mathcal{B}$ with $x_{e_{i}}^{\prime}=\bar{x}_{e_{i}}, 1 \leq i \leq j-1$ and $x_{j}^{\prime}=\bar{x}_{j}+\alpha$ for some positive integer $\alpha$. But then, $x^{\prime}\left(S \backslash T_{j}\right)=\bar{x}\left(S \backslash T_{j}\right)-\alpha$, so $c x^{\prime} \geq c \bar{x}+\alpha \epsilon$, where $\epsilon=\min \left(c_{e_{i}}-c_{e_{i+1}}: 1 \leq i \leq n-1\right)$. But the same argument can be applied to $x^{\prime}$, and so on, so $c x$ is unbounded on $\mathcal{B}$, a contradiction.

We remark that the proof of Theorem 5.3 contains the basis of a greedy algorithm for optimizing a linear function over a set satisfying (2-SA). However, we have managed to avoid many of the awkward parts of such an algorithm (such as those dealing
with unboundedness and equal cost coefficients). These difficulties are handled for some classes of polyhedra in [13]-[15].

It is a consequence of Theorem 5.3 that the convex hull of a set satisfying (2-SA) is given by inequalities having coefficients $0,1,-1$. This result can be applied to the bidirected-graph example of $\S 3$ to conclude that the resulting polyhedra can be described in this way. For the case of trivial bidirections, these results, and somewhat more, were proved in [7].

We can also prove that an integral bisubmodular polyhedron, that is, the polyhedron determined by a bisubmodular polyhedron that is integral, is indeed an integral polyhedron. This result, in a slightly less general setting, appears in [16], [18], and [21].

Corollary 5.4. Every integral bisubmodular polyhedron is the convex hull of its integral points.

Proof. Let $f$ be an integral bisubmodular function defined on pairs of disjoint subsets of $S$. By Theorem 4.4, $\mathcal{F}=P(f) \cap \mathbf{Z}^{S}$ satisfies (2-SA), and so by Theorem 5.3, $\operatorname{conv}(\mathcal{F})$ is a bisubmodular polyhedron $P\left(f^{\prime}\right)$, where $f^{\prime}$ is defined by $f^{\prime}(A, B)=$ $\max _{x \in \mathcal{F}}(x(A)-x(B))$. Now by Theorem 4.5, we have that $f=f^{\prime}$, and we are done.

A gap of a set $\mathcal{F} \subseteq \mathbf{Z}^{S}$ is an integral point in $\operatorname{conv}(\mathcal{F}) \backslash \mathcal{F}$. The examples in Fig. 1 show that adding a gap to a set satisfying (2-SA) can create a set violating (2-SA). On the other hand, we have the following result.

Corollary 5.5. Suppose that $\mathcal{F}$ satisfies (2-SA) and $\mathcal{F}^{\prime}$ is obtained from $\mathcal{F}$ by adding all of the gaps of $\mathcal{F}$. Then $\mathcal{F}^{\prime}$ satisfies (2-SA).

Proof. By Theorem 5.3, $\operatorname{conv}(\mathcal{F})$ is an integral bisubmodular polyhedron P. By Theorem 4.4, the integral points in $P$ satisfy (2-SA).

The following related results have been obtained recently. Duchamp [21] has proved that the "delta-sum" $(S, \mathcal{F})$, of delta-matroids $\left(S, \mathcal{F}_{0}\right)$ and $\left(S, \mathcal{F}_{1}\right)$, is again a delta-matroid. Here $\mathcal{F}=\left\{F_{0} \Delta F_{1}: F_{0} \in \mathcal{F}_{0}, F_{1} \in \mathcal{F}_{1}\right\}$. This result implies the composition theorem for delta-matroids. Payan [20] has proved that the mod 2 reduction of a jump system is a delta-matroid. (That is, each component of a vector in $\mathcal{F}$ is replaced by 0 or 1 according to its parity.) This result, together with Theorem 3.3 implies the result of Duchamp. Although adding an arbitrary gap can violate (2-SA), there is a notion intermediate between this and adding all gaps. If $j \in S$, a gap in direction $j$ is a point $x \notin \mathcal{F}$ such that $x+\{j\}$ and $x-\{j\}$ are both in $\mathcal{F}$. We originally conjectured that adding all gaps in the same direction preserves (2-SA). Payan [20] has proved this conjecture. This result implies Corollary 5.5.
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#### Abstract

A plane multigraph is said to be dual Eulerian if both it and its dual contain an Euler path or circuit and the Euler paths have corresponding edge sequences. In this paper several properties of plane multigraphs are derived, and a necessary and sufficient condition for a plane multigraph to be dual Eulerian is given. Although the necessary and sufficient condition for a multigraph to be Eulerian is somewhat trivial, the necessary and sufficient condition for a plane multigraph to be dual Eulerian is not. Nevertheless, the question of whether or not a plane multigraph is dual Eulerian can be answered in time proportional to a linear function of the number of edges of the graph, and an algorithm that answers this question is presented in this paper. This theory can be applied to the layout synthesis of functional cells for Complementary Metal-Oxide Semiconductor Very Large-Scale Integrated circuits.
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1. Introduction. The problem of identifying plane multigraphs that are dual Eulerian is investigated in this paper. A dual Eulerian plane multigraph is one in which both itself and its dual contain a Euler path or circuit, and the Euler paths have corresponding edge sequences. The problem is restricted to planar multigraphs, since these are the only graphs for which a dual is defined. Furthermore, it is assumed that a specific embedding of a planar graph, called a plane graph, is given [3]. The problem of whether or not a planar graph admits an embedding that is dual Eulerian is a different problem and is not addressed in this paper. For example, the graphs shown in Figs. 1(a) and (b) are different plane embeddings of the same planar graph; and the graph in Fig. 1(b) is dual Eulerian but the graph in Fig. 1(a) is not.

This problem is of interest in the design of Complementary Metal-Oxide Semiconductor (CMOS) Very Large-Scale Integrated (VLSI) circuits [8]. In VLSI design it is desirable to design the physical implementations of circuits such that they require a minimum amount of silicon area. When circuits are represented by undirected multigraphs, dual paths correspond to linear placements of transistors that require a minimum amount of silicon area [8].

In general, the related VLSI layout problem requires one to find a minimum number of disjoint dual Euler paths that cover the entire graph. This is exactly the problem addressed in [8]; however, they restrict the problem to series/parallel graphs. Uehara and VanCleemput [8] propose a heuristic technique for the solution of this problem. Maziasz and Hayes [5] also address the problem for series/parallel graphs and show that an exact polynomial-time solution exists. Nair et al. [6] present an exact polynomial-time method for series/parallel graphs as well. Wimer et al. [10] present a technique to solve this problem for arbitrary circuit topologies; i.e., it is not necessary that the graph representations be dual to one another. Hence, their
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Fig. 1. Two plane embeddings of a planar graph that are (a) not dual Eulerian and (b) dual Eulerian.
method is difficult to formalize mathematically, and is heuristic in nature. A parallel algorithm for this problem on series/parallel graphs is presented in [4].

We address the problem for a more general class of graphs than [8], [5], [6], [4] but for a less general class of circuit topologies than [10]. We cannot handle arbitrary circuit topologies, since our technique is very formal; nevertheless, we solve the problem for the most general class of plane graphs (i.e., biconnected graphs) whose topological duals satisfy the graph definition used in this paper. The general problem (i.e., determining a minimum number of disjoint dual Euler paths) for arbitrary plane graphs is NP-hard [9]. We show that the problem of determining the existence of a dual Euler path is polynomial-time solvable. Moreover, we give an algorithm for computing a dual Euler path when one exists. Our method can easily be extended to solve the VLSI layout problem either heuristically or exactly using branch-and-bound method [1].

This paper is organized as follows. The necessary mathematical definitions and some preliminary results are presented in the next section. The derivation of the algorithm and the main results are presented in §3. The algorithm is specified in pseudocode and analyzed in §4. An example illustrating the application of the algorithm is presented in $\S 5$, and the paper is concluded in $\S 6$.
2. Definitions and preliminary results. $\Gamma(V, f, E)$ is an undirected multigraph with a set $V$ of vertices, a set $E$ of edges, and a function $f: E \rightarrow P_{2}(V)$, where $P_{2}(V)$ is a set that contains the subsets of $V$ of size two [2]. Furthermore, the edges are labeled for convenience in representation and presentation. A path $p=v_{0} e_{0} v_{1} e_{1} v_{2} \ldots v_{n-1} e_{n-1} v_{n}$ in $\Gamma$ is a sequence of alternating vertices and edges that begins and ends at a vertex, $f\left(e_{i}\right)=\left\{v_{i}, v_{i+1}\right\}(0 \leq i \leq n-1)$ and $e_{i} \neq e_{j}$ for $i \neq j$. The length of a path is the number of edges contained in it. A path is a circuit if $v_{0}=v_{n}$. A multigraph $\Gamma$ is said to be Eulerian if and only if it contains a path that contains every edge of $\Gamma$. A circuit is elementary if each vertex is distinct with the exception of the first coinciding with the last. The edge set of a circuit in $\Gamma$ is a cycle [2]. An elementary cycle is the cycle of an elementary circuit. $\Gamma$ is said to be


Fig. 2. A plane undirected multigraph $\Gamma$ and its dual $\Gamma^{d}$.
planar if it can be drawn on the plane with edges meeting only at the vertices [2]. An embedding of a planar multigraph on the plane is called a plane multigraph [3]. A face of a plane graph $\Gamma$ is a domain of the plane surrounded by edges of $\Gamma$ such that any two points in it can be joined by a curve not crossing any edge [7]. A facial circuit is a circuit that forms the boundary of a face in $\Gamma$. A facial cycle is the cycle of a facial circuit. The dual multigraph $\Gamma^{d}$ of a plane multigraph $\Gamma$ can be constructed by placing a vertex in each face of $\Gamma$ and connecting two vertices, say $v_{1}$ and $v_{2}$, in $\Gamma^{d}$ by an edge labeled $e$ if and only if the edge labeled $e$ in $\Gamma$ is on the boundary of the faces of $\Gamma$ corresponding to $v_{1}$ and $v_{2}$ of $\Gamma^{d}$. The edge sets of $\Gamma$ and $\Gamma^{d}$ are the same, and the vertices of $\Gamma^{d}$ correspond to the faces of $\Gamma$ and vice versa. A plane multigraph $\Gamma$ and its dual $\Gamma^{d}$ are shown in Fig. 2.

Henceforth it is assumed that $\Gamma$ is a plane undirected multigraph. We restrict ourselves to plane multigraphs, since their duals are unique. A path in $\Gamma$ is said to be a dual path if there exists a path in $\Gamma^{d}$ with the same edge sequence. For example, $v_{2} d v_{3} m v_{4} k v_{6} g v_{2} e v_{5} f v_{6}$ is a path in $\Gamma$ of Fig. 2, and $u_{2} d u_{3} m u_{4} k u_{5} g u_{6} e u_{7} f u_{6}$ is a path in $\Gamma^{d}$. Since these paths have corresponding edge sequences, each one is a dual path. A dual path is a dual circuit if it is a circuit in both $\Gamma$ and $\Gamma^{d}$. A path can be identified by its sequence of edges, and this alternative means of identification is used throughout the sequel whenever it is unambiguous or the ambiguity is unimportant. In $\Gamma$ of Fig. $2 a e f g$ is a path, but it is not a dual path since $a e f g$ is not a path in $\Gamma^{d}$. Similarly, eabc is a path in $\Gamma^{d}$ but is not a dual path since it is not a path in $\Gamma$. $\Gamma$ is said to be dual Eulerian if and only if it contains a dual path that contains every edge. Of course if $\Gamma$ is dual Eulerian, then so is $\Gamma^{d}$. An obvious necessary condition for


Fig. 3. Example illustrating that both $\Gamma$ and $\Gamma^{d}$ being Eulerian is not a sufficient condition for them to be dual Eulerian.
$\Gamma$ to be dual Eulerian is that both $\Gamma$ and $\Gamma^{d}$ be Eulerian. ${ }^{1}$ A simple counterexample shown in Fig. 3 illustrates that this is not a sufficient condition.

A submultigraph of a plane undirected multigraph $\Gamma(V, f, E)$ is a plane undirected multigraph $\Gamma^{\prime}\left(V^{\prime}, f_{\mid E^{\prime}}, E^{\prime}\right)$, where $V^{\prime} \subseteq V, E^{\prime} \subseteq E$, and $f_{\mid E^{\prime}}$ is the function $f$ restricted to the set $E^{\prime}$. A submultigraph $\Gamma^{\prime}\left(V^{\prime}, f_{\mid E^{\prime}}, E^{\prime}\right)$ of $\Gamma(V, f, E)$ is a component of $\Gamma$ if there does not exist $v \in V^{\prime}$ and $e \in E \backslash E^{\prime}$ such that $v \in f(e)$. A cocycle in $\Gamma$ is a set of edges of $\Gamma$ such that the removal of these edges from $\Gamma$ increases the number of components of $\Gamma$. The set of edges incident on a vertex is a cocycle and is referred to as a vertex cocycle. If the vertex cocycle of $v \in V$ is denoted by $f^{*}(v)$, then

$$
f^{*}(v)=\{e \in E \mid v \in f(e)\}
$$

An isthmus is an edge that when removed from $\Gamma$ increases the number of components of $\Gamma$ (i.e., it is a cocycle of size one). It is assumed that $\Gamma$ does not contain any isthmuses, since if it did, its dual would not satisfy the definition of a graph [2]. That is, the dual of a graph with isthmuses contains loops (i.e., an edge that is incident on the same vertex at both of its ends), and loops contradict the definition of the function $f: E \rightarrow P_{2}(V)$.

Two edges $e_{i}$ and $e_{j}$ are said to be in series if they are incident on the same vertex of degree two or they are connected by a sequence of series connected edges. Two edges $e_{i}$ and $e_{j}$ are said to be in parallel if $f\left(e_{i}\right)=f\left(e_{j}\right)$.

Lemma 2.1. The series and parallel relations are equivalence relations.
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Fig. 4. Examples illustrating graph reduction.

Let the equivalence classes induced by the series and parallel relations be known as the series and parallel sets of edges, respectively. A series (respectively, parallel) set of edges in $\Gamma$ corresponds to a parallel (respectively, series) set of edges in $\Gamma^{d}$, and vice versa. Define the series (respectively, parallel) reduction operation on a graph $\Gamma$ as the operation of replacing an odd series (respectively, parallel) set of edges in $\Gamma$ by one edge. Define the reduced graph $\Gamma_{r}$ of a graph $\Gamma$ as the graph obtained by recursively applying the reduction operations to $\Gamma$ until they can no longer be applied. For example, the reduced graph $\Gamma_{r}$ in Fig. 4(b) is obtained from $\Gamma$ in Fig. 4(a) by applying the series reduction operation, and the graph $\Gamma^{\prime}$ in Fig. 4(d) is obtained from $\Gamma$ in Fig. 4(c) by applying the parallel reduction operation. The series reduction operation can be applied to $\Gamma^{\prime}$ in Fig. 4(d) to obtain the reduced graph $\Gamma_{r}$ in Fig. 4(e).

Lemma 2.2. $\Gamma_{r}$ is unique.
Proof. Suppose that $\Gamma_{r}$ is not unique. This implies that there is a precedence in the order of application of the reduction operations. However, since an edge cannot be in both a series and parallel set simultaneously, the order of application does not make any difference.

A reduction procedure is suggested in [8] for series/parallel graphs; and they show that if there is a Euler path in $\Gamma_{r}$, then there is a Euler path in $\Gamma$. On the other hand it is not obvious that a reduction method can be applied to general plane graphs. We present the following result for the reduction of plane multigraphs.

Theorem 2.3. A graph $\Gamma$ is dual Eulerian if and only if its reduced graph $\Gamma_{r}$ is dual Eulerian.
3. Identifying dual Eulerian graphs. It is assumed throughout this section that $\Gamma$ is a reduced graph. The determination of dual paths in a plane undirected
multigraph $\Gamma$ requires the traversal of edges in both itself and its dual in corresponding sequences. Suppose $v_{1} e_{1} v_{2} e_{2} v_{3} e_{3} v_{4}$ is a dual path in $\Gamma$ and $u_{1} e_{1} u_{2} e_{2} u_{3} e_{3} u_{4}$ is its corresponding dual path in $\Gamma^{d}$. These dual paths can be extended in length if and only if there exists an edge $e_{i} \in E$ such that $e_{i} \in\left(f^{*}\left(v_{4}\right) \cap f^{*}\left(u_{4}\right)\right) \cup\left(f^{*}\left(v_{1}\right) \cap f^{*}\left(u_{1}\right)\right)$ and $e_{i} \notin\left\{e_{1}, e_{2}, e_{3}\right\}$. Therefore, the intersections of vertex cocycles of $\Gamma$ and $\Gamma^{d}$ indicate which edges can be adjacent in a dual path of $\Gamma$.

Let $R$ denote the set of vertex cocycles of a graph $\Gamma(V, f, E)$ (i.e., $R=\left\{f^{*}(v) \mid v \in\right.$ $V\}$ ). Similarly, let $R^{d}$ denote the set of vertex cocycles of $\Gamma^{d}$. Define the set $T$ as follows:

$$
T=\left\{x \cap y \mid x \in R ; y \in R^{d}\right\} .
$$

That is, take the intersection of all possible pairs of elements of $R$ and $R^{d}$ and let these be the elements of the set $T$.

Lemma 3.1. All nonempty elements of $T$ have cardinality two.
Proof. The set of vertex cocycles $R^{d}$ of $\Gamma^{d}$ corresponds to the set of facial cycles of $\Gamma$. Therefore, $T$ is formed by taking the pairwise intersections of vertex cocycles and facial cycles in $\Gamma$. Choose some vertex $v \in V$ and facial cycle $\zeta$ in $\Gamma$. If $v$ is not in the facial circuit that corresponds to the facial cycle $\zeta$, then the intersection is empty. If $v$ is contained in the facial circuit corresponding to $\zeta$, then the intersection must have exactly two elements because $\zeta$ is elementary.

The elements of $T$ represent sets of edges that are incident on a common vertex in both $\Gamma$ and $\Gamma^{d}$. Suppose $\{a, b\}$ is an element of $T$ for some $\Gamma$ and $\Gamma^{d}$. This means that $a$ and $b$ are adjacent in at least one dual path. Now it must be determined which edges can be placed adjacent to $a$ and $b$ such that a larger dual path can be constructed. For this purpose a table is constructed that is known as a successor table. The successor table is constructed beginning with all possible dual paths of length two. This information can be obtained from $T$. Each element of $T$, say $\{a, b\}$, is ordered in two ways, $(a \rightarrow b)$ and $(b \rightarrow a)$. These two orderings represent the traversal of $a$ then $b$ and $b$ then $a$, respectively. In order to determine which edge can be appended to the dual path $(a \rightarrow b)$, the possible successors in $\Gamma$ and $\Gamma^{d}$ are listed and their intersection is taken. This intersection represents the set of edges that may be appended to $(a \rightarrow b)$ in order to create a dual path of length three. The successor table for the dual plane multigraphs shown in Fig. 5 is given in Table 1.

Placed in the first column of the successor table are two ordered pairs (each in a separate row) for each element in $T$. Placed in the second (respectively, third) column are the possible successors of the ordered pair in $\Gamma$ (respectively, $\Gamma^{d}$ ). The intersection of the second and third columns is placed in the fourth column and represents the edges that may succeed the ordered pair in a dual path (i.e., a successor common to both $\Gamma$ and $\Gamma^{d}$ ). The sets in the second, third, and fourth columns of the successor table are referred to as the $\Gamma$-successors, $\Gamma^{d}$-successors, and dual-successors, respectively. For the example shown in Fig. 5 vertices $v_{2}$ of $\Gamma$ and $u_{1}$ of $\Gamma^{d}$ contribute the element $\{a, c\} \in T$ (i.e., $f^{*}\left(v_{2}\right) \cap f^{*}\left(u_{1}\right)=\{a, c\} \in T$ ). This element of $T$ contributes two rows to the successor table as shown in rows 9 and 10 of Table 1.

The ordered pairs in the first column of the successor table represent all possible dual paths of length two. The dual-successors of an ordered pair are a set of edges that can be appended to the dual path of length two to form a dual path of length three. Suppose $(x \rightarrow y)$ is an ordered pair of a successor table and $\{z\}$ is its dual-successor. $x y z$ is a dual path of length three, and therefore $y z$ must be a dual path of length two. Since all dual paths of length two are represented in the successor table, the


Fig. 5. A pair of dual plane multigraphs.
ordered pair $(y \rightarrow z)$ must be in the table. The ordered pair $(y \rightarrow z)$ has a set of dual-successors, so the dual path can be extended. Before taking this development further, let us analyze one exceptional case.

The case in which two edges are in parallel requires special consideration, since the ordered pair does not identify a unique vertex at which the dual path ends. Two edges in parallel are referred to as a two-element circuit. For example, in $\Gamma$ of Fig. 5, $(a \rightarrow b)$ can imply either the dual path $v_{1} a v_{2} b v_{1}$ or $v_{2} a v_{1} b v_{2}$. Since it is desirable that an ordered pair identify a unique dual path, the ordered pairs corresponding to two-element circuits are split in two so that each identifies a unique dual path of length two. For example, rows $3,4,5,6,15,16,17$, and 18 of the successor table shown in Table 1 must be split into two rows each. A new table is constructed by splitting these rows and is known as the augmented successor table. The augmented successor table derived from the successor table in Table 1 is shown in Table 2.

In the case where an entry in the first column of the successor table corresponds to a two-element circuit in either $\Gamma$ or $\Gamma^{d}$ there are two sets in either the second or third column corresponding to the two possible ways to traverse the two-element circuit. Consider the two-element circuit $v_{1} a v_{2} b v_{1}$ in the graph of Fig. 5. The $\Gamma$-successor of ( $a \rightarrow b$ ) may be either $\{c, e\}$ or $\{g, h\}$ depending on whether $(a \rightarrow b)$ is traversed starting at $v_{2}$ or $v_{1}$, respectively. Rows 3 and 4 of Table 1 are contributed by the two-element circuit $\{a, b\} \in T$. The edge $b$ is the dual-successor of the ordered pairs $(g \rightarrow a),(g \rightarrow h),(c \rightarrow a)$, and $(f \rightarrow e)$ (rows 2, 5, 10, and 18 of Table 1, respectively). The dual path $a b$ is contained in the dual paths $g a b$ and $c a b$. Concatenating the dual paths $g a b$ and $c a b$ with the dual-successors of $(a \rightarrow b)$ yields the edge sequences $g a b e, g a b h, c a b e$, and $c a b h . g a b h$ and $c a b e$ are dual paths, but $g a b e$ and $c a b h$ are not. Therefore, the ordered pair $(a \rightarrow b)$ is split into two ordered pairs $(a \rightarrow b)^{\prime}$ and $(a \rightarrow b)^{\prime \prime}$ with dual-successors $\{h\}$ and $\{e\}$, respectively (rows 17 and 18 of Table 2, respectively), and the dual-successors of $(g \rightarrow a)$ and $(c \rightarrow a)$ are updated

Table 1
The successor table for the plane multigraphs shown in Fig. 5.

|  | Ordered Pairs | $\Gamma$-successors | $\Gamma^{d}$-successors | Dual-successors |
| ---: | :---: | :---: | :---: | :---: |
| 1 | $(a \rightarrow g)$ | $\{d, f, h\}$ | $\{h\}$ | $\{h\}$ |
| 2 | $(g \rightarrow a)$ | $\{b, c, e\}$ | $\{b\}$ | $\{b\}$ |
| 3 | $(a \rightarrow b)$ | $\{c, e\}$ or $\{g, h\}$ | $\{e, f, h\}$ | $\{e\}$ or $\{h\}$ |
| 4 | $(b \rightarrow a)$ | $\{c, e\}$ or $\{g, h\}$ | $\{c, d, g\}$ | $\{c\}$ or $\{g\}$ |
| 5 | $(g \rightarrow h)$ | $\{d, f\}$ or $\{a, b\}$ | $\{b, e, f\}$ | $\{f\}$ or $\{b\}$ |
| 6 | $(h \rightarrow g)$ | $\{d, f\}$ or $\{a, b\}$ | $\{a, c, d\}$ | $\{d\}$ or $\{a\}$ |
| 7 | $(b \rightarrow h)$ | $\{d, f, g\}$ | $\{g\}$ | $\{g\}$ |
| 8 | $(h \rightarrow b)$ | $\{a, c, e\}$ | $\{a\}$ | $\{a\}$ |
| 9 | $(a \rightarrow c)$ | $\{d\}$ | $\{d, e, f\}$ | $\{d\}$ |
| 10 | $(c \rightarrow a)$ | $\{b, g, h\}$ | $\{b\}$ | $\{b\}$ |
| 11 | $(c \rightarrow e)$ | $\{f\}$ | $\{b, f, h\}$ | $\{f\}$ |
| 12 | $(e \rightarrow c)$ | $\{d\}$ | $\{a, d, g\}$ | $\{d\}$ |
| 13 | $(b \rightarrow e)$ | $\{f\}$ | $\{c, d, f\}$ | $\{f\}$ |
| 14 | $(e \rightarrow b)$ | $\{a, g, h\}$ | $\{a\}$ | $\{a\}$ |
| 15 | $(c \rightarrow d)$ | $\{f, g, h\}$ | $\{a, g\}$ or $\{e, f\}$ | $\{g\}$ or $\{f\}$ |
| 16 | $(d \rightarrow c)$ | $\{a, b, e\}$ | $\{a, g\}$ or $\{e, f\}$ | $\{a\}$ or $\{e\}$ |
| 17 | $(e \rightarrow f)$ | $\{d, g, h\}$ | $\{b, h\}$ or $\{c, d\}$ | $\{h\}$ or $\{d\}$ |
| 18 | $(f \rightarrow e)$ | $\{a, b, c\}$ | $\{b, h\}$ or $\{c, d\}$ | $\{b\}$ or $\{c\}$ |
| 19 | $(d \rightarrow g)$ | $\{a, b, h\}$ | $\{h\}$ | $\{h\}$ |
| 20 | $(g \rightarrow d)$ | $\{c\}$ | $\{c, e, f\}$ | $\{c\}$ |
| 21 | $(d \rightarrow f)$ | $\{e\}$ | $\{b, e, h\}$ | $\{e\}$ |
| 22 | $(f \rightarrow d)$ | $\{c\}$ | $\{a, c, g\}$ | $\{c\}$ |
| 23 | $(f \rightarrow h)$ | $\{a, b, g\}$ | $\{g\}$ | $\{g\}$ |
| 24 | $(h \rightarrow f)$ | $\{e\}$ | $\{c, d, e\}$ | $\{e\}$ |

to $\{b\}^{\prime}$ and $\{b\}^{\prime \prime}$, respectively (rows 2 and 6 of Table 2 , respectively). Similarly, all other two-element circuits are split.

Lemma 3.2. The dual-successor of an ordered pair in the augmented successor table is unique.

Proof. Assume the ordered pair is not a two-element circuit. Given an arbitrary ordered pair $(x \rightarrow y)$, without loss of generality assume it corresponds to the dual path $v_{1} x v_{2} y v_{3}$ in $\Gamma$ and $u_{1} x u_{2} y u_{3}$ in $\Gamma^{d}$. Since $y \in\left(f^{*}\left(v_{3}\right) \cap f^{*}\left(u_{3}\right)\right)$ and $\mid f^{*}\left(v_{3}\right) \cap$ $f^{*}\left(u_{3}\right) \mid=2$ (Lemma 3.1), $\left|\left(f^{*}\left(v_{3}\right) \backslash\{y\}\right) \cap\left(f^{*}\left(u_{3}\right) \backslash\{y\}\right)\right|=1$. Hence, the dualsuccessor is unique.

Assume the ordered pair is a two-element circuit. Using the same argument as in the preceding paragraph, the dual-successor is unique for each starting vertex. Since the ordered pair is split, the dual-successor is unique.

A directed graph $\Lambda(V, A)$, henceforth known as the continuity graph, is constructed where $V$ is the set of vertices and $A$ the set of directed arcs. The continuity graph is constructed in such a way that there is a one-to-one correspondence between the vertices of $\Lambda$ and the ordered pairs of the augmented successor table. Hence, for simplicity, in the following discussion the ordered pairs are used to denote the corresponding vertices of $\Lambda$. An arc is directed from vertex $\left(e_{1} \rightarrow e_{2}\right)$ to vertex $\left(e_{3}, \rightarrow e_{4}\right)$ if and only if $e_{2}$ and $e_{3}$ are identical edges in $\Gamma$ and $\left\{e_{4}\right\}$ is the dual-successor of $\left(e_{1} \rightarrow e_{2}\right)$. The arc indicates that it is possible to traverse the edges $e_{1}, e_{2}=e_{3}$, and $e_{4}$ in $\Gamma$ and $\Gamma^{d}$ in that order. The continuity graph constructed from the augmented successor table of Table 2 is shown in Fig. 6.

A chain in a directed graph $\Lambda$ is a sequence of vertices $v_{1} v_{2} \ldots v_{n}$ such that there is an arc from $v_{i}$ to $v_{i+1}$ for $1 \leq i<n$. A chain is said to be closed if $v_{1}=v_{n}$. A chain

Table 2
The augmented successor table derived from the successor table shown in Table 1.

|  | Ordered Pairs | $\Gamma$-successors | $\Gamma^{d}$-successors | Dual-successors |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $(a \rightarrow g)$ | $\{d, f, h\}$ | \{h\} | $\{h\}^{\prime}$ |
| 2 | $(g \rightarrow a)$ | $\{b, c, e\}$ | \{b\} | $\{b\}^{\prime}$ |
| 3 | $(b \rightarrow h)$ | $\{d, f, g\}$ | \{g\} | $\{\mathrm{g}\}^{\prime}$ |
| 4 | $(h \rightarrow b)$ | $\{a, c, e\}$ | \{a\} | $\{a\}^{\prime}$ |
| 5 | $(a \rightarrow c)$ | \{d\} | $\{d, e, f\}$ | $\{d\}^{\prime}$ |
| 6 | $(c \rightarrow a)$ | $\{b, g, h\}$ | \{b\} | $\{b\}^{\prime \prime}$ |
| 7 | $(c \rightarrow e)$ | \{f\} | $\{b, f, h\}$ | $\{f\}^{\prime}$ |
| 8 | $(e \rightarrow c)$ | \{d\} | $\{a, d, g\}$ | $\{d\}^{\prime \prime}$ |
| 9 | $(b \rightarrow e)$ | \{f\} | $\{c, d, f\}$ | $\{f\}^{\prime \prime}$ |
| 10 | $(e \rightarrow b)$ | $\{a, g, h\}$ | \{a\} | $\{a\}^{\prime \prime}$ |
| 11 | $(d \rightarrow g)$ | $\{a, b, h\}$ | \{h\} | $\{h\}^{\prime \prime}$ |
| 12 | $(g \rightarrow d)$ | $\{c\}$ | $\{c, e, f\}$ | $\{c\}^{\prime}$ |
| 13 | $(d \rightarrow f)$ | \{e\} | $\{b, e, h\}$ | $\{e\}^{\prime}$ |
| 14 | $(f \rightarrow d)$ | \{c\} | $\{a, c, g\}$ | $\{c\}^{\prime \prime}$ |
| 15 | $(f \rightarrow h)$ | $\{a, b, g\}$ | \{g\} | $\{\mathrm{g}\}^{\prime \prime}$ |
| 16 | $(h \rightarrow f)$ | $\{e\}$ | $\{c, d, e\}$ | $\{e\}^{\prime \prime}$ |
| 17 | $(a \rightarrow b)^{\prime}$ | $\{g, h\}$ | $\{e, f, h\}$ | \{h\} |
| 18 | $(a \rightarrow b)^{\prime \prime}$ | $\{c, e\}$ | $\{e, f, h\}$ | \{e\} |
| 19 | $(b \rightarrow a)^{\prime}$ | $\{g, h\}$ | $\{c, d, g\}$ | \{g\} |
| 20 | $(b \rightarrow a)^{\prime \prime}$ | $\{c, e\}$ | $\{c, d, g\}$ | \{c\} |
| 21 | $(g \rightarrow h)^{\prime}$ | $\{a, b\}$ | $\{b, e, f\}$ | \{b\} |
| 22 | $(g \rightarrow h)^{\prime \prime}$ | $\{d, f\}$ | $\{b, e, f\}$ | \{f\} |
| 23 | $(h \rightarrow g)^{\prime}$ | $\{a, b\}$ | $\{a, c, d\}$ | \{a\} |
| 24 | $(h \rightarrow g)^{\prime \prime}$ | $\{d, f\}$ | $\{a, c, d\}$ | \{d\} |
| 25 | $(c \rightarrow d)^{\prime}$ | $\{f, g, h\}$ | $\{a, g\}$ | \{g\} |
| 26 | $(c \rightarrow d)^{\prime \prime}$ | $\{f, g, h\}$ | $\{e, f\}$ | \{f\} |
| 27 | $(d \rightarrow c)^{\prime}$ | $\{a, b, e\}$ | $\{a, g\}$ | \{a\} |
| 28 | $(d \rightarrow c)^{\prime \prime}$ | $\{a, b, e\}$ | $\{e, f\}$ | \{e\} |
| 29 | $(e \rightarrow f)^{\prime}$ | $\{d, g, h\}$ | $\{c, d\}$ | \{d\} |
| 30 | $(e \rightarrow f)^{\prime \prime}$ | $\{d, g, h\}$ | $\{b, h\}$ | \{h\} |
| 31 | $(f \rightarrow e)^{\prime}$ | $\{a, b, c\}$ | $\{c, d\}$ | \{c\} |
| 32 | $(f \rightarrow e)^{\prime \prime}$ | $\{a, b, c\}$ | $\{b, h\}$ | \{b\} |

in the continuity graph $\Lambda$ corresponds to a sequence of edges traversed in $\Gamma$ and $\Gamma^{d}$. A maximal chain is a chain whose set of vertices is not properly contained in the set of vertices of any other chain. For example, $(a \rightarrow c)(c \rightarrow d)^{\prime}(d \rightarrow g)$ is a chain in the continuity graph of Fig. 6 and $(a \rightarrow g)(g \rightarrow h)^{\prime}(h \rightarrow b)(b \rightarrow a)^{\prime}$ is a maximal chain.

The mirror image of a chain $v_{1} v_{2} \ldots v_{k}$ in a continuity graph is the chain $v_{k}^{\prime} v_{k-1}^{\prime} \ldots v_{1}^{\prime}$ where $v_{i}$ and $v_{i}^{\prime}$ contain the same edge labels with opposite ordering (e.g., if $v_{i}=(a \rightarrow b)$, then $v_{i}^{\prime}=(b \rightarrow a)$ ).

Lemma 3.3. For every chain in a continuity graph $\Lambda$, there is a mirror image of that chain also contained in $\Lambda$.

Proof. Consider an arbitrary ordered pair ( $a \rightarrow b$ ) and its row in the augmented successor table. Suppose its dual-successor is $c$. Then the ordered pair $(b \rightarrow c)$ exists in the first column of the table, and $(a \rightarrow b)(b \rightarrow c)$ is a chain in $\Lambda$. It must be shown that $(c \rightarrow b)(b \rightarrow a)$ is also a chain in $\Lambda$. Since $(b \rightarrow c)$ is an ordered pair in the first column of the table, so is $(c \rightarrow b)$. The $\Gamma$-successors of $(a \rightarrow b)$ are the elements of the vertex cocycle of $\Gamma$ that contains $b$ and not $a$ with the element $b$ removed. That is, it is the set $f^{*}(x) \backslash\{b\}$ such that $b \in f^{*}(x)$ and $a \notin f^{*}(x)$. Similarly, the $\Gamma$-successors of $(c \rightarrow b)$ are the elements of the vertex cocycle $f^{*}(y)$ of $\Gamma$ less $b$, where $b \in f^{*}(y)$ and $c \notin f^{*}(y)$. Since $b \in f^{*}(x) \cap f^{*}(y)$ and $\Gamma$ has no loops, $x \neq y$. By hypothesis, $a$ and


Fig. 6. Continuity graph corresponding to the augmented successor table given in Table 2.
$b$ must be in the same vertex cocycle of $\Gamma$ for some $v \in V . b$ is contained in only two vertex cocycles (i.e., $|f(e)|=2, \forall e \in E)$ and $a \notin f^{*}(x)$; therefore, $a \in f^{*}(y)$. Hence $a$ is in the set of $\Gamma$-successors of $(c \rightarrow b)$. That is, $\Gamma$ contains the subgraph shown in Fig. 7(a), and $\Gamma^{d}$ contains the subgraph shown in Fig. 7(b).

A similar argument shows that $a$ is in the set of $\Gamma^{d}$-successors of $(c \rightarrow b)$ in the augmented successor table, and therefore $(c \rightarrow b)(b \rightarrow a)$ is a chain in $\Lambda$.

For example, the chains $(a \rightarrow g)(g \rightarrow h)^{\prime}(h \rightarrow b)(b \rightarrow a)^{\prime}$ and $(a \rightarrow b)^{\prime}(b \rightarrow$ $h)(h \rightarrow g)^{\prime}(g \rightarrow a)$ in the continuity graph of Fig. 6 are mirror images of one another. The mirror image of a chain corresponds to the traversal of edges in $\Gamma$ and $\Gamma^{d}$ in the opposite direction.

Lemma 3.4. Every vertex in a continuity graph $\Lambda$ has exactly one incoming arc and one outgoing arc.

Proof. Choose an arbitrary vertex $v \in V$. From Lemma 3.2 it is known that $v$ has one outgoing arc. From Lemma 3.3 it is known that there is a corresponding $v^{\prime} \in V$ that is the mirror image of $v$. Since $v$ has one outgoing arc, $v^{\prime}$ has only one incoming arc. It is also known from Lemma 3.2 that $v^{\prime}$ has only one outgoing arc; hence, $v$ has only one incoming arc.

Corollary 3.5. A chain in a continuity graph $\Lambda$ is maximal if and only if it is closed.

The property of the continuity graph $\Lambda$ stated in Lemma 3.4 makes the identification of chains in $\Lambda$ trivial. Since each chain is contained in a maximal chain, the set of all maximal chains is sufficient to characterize the edge relationships of interest. A dichotomy of the vertex set of $\Lambda$ is induced by the mirror image property. The dichotomy is obtained by placing in opposite sets chains that are mirror images of one another. Since the direction in which edges appear in the chains is not important,


Fig. 7. Subgraphs illustrating the proof of Lemma 3.3.
it is sufficient to analyze only one set of the dichotomy. Let the chains that connect the vertices of one set of the dichotomy be known as the representative set of maximal chains.

A desired chain in a continuity graph $\Lambda$ is a chain, say $\left(e_{0} \rightarrow e_{1}\right)\left(e_{1} \rightarrow e_{2}\right) \ldots$ ( $e_{n} \rightarrow e_{n+1}$ ), such that $e_{j} \neq e_{k} \forall j \neq k \in\{1, \ldots, n\}$. A maximal desired chain is a desired chain of maximum length.

Lemma 3.6. There is a one-to-one correspondence between desired chains of $\Lambda$ and dual paths of $\Gamma$.

The dual path corresponding to the desired chain $\left(e_{0} \rightarrow e_{1}\right)\left(e_{1} \rightarrow e_{2}\right) \ldots\left(e_{n} \rightarrow\right.$ $\left.e_{n+1}\right)$ is $e_{1} e_{2} \ldots e_{n}$. The above derivation has led to the major result of this paper, which is presented in the next theorem.

Theorem 3.7. $\Gamma$ is dual Eulerian if and only if there exists a desired chain that contains every edge of $\Gamma$.

Proof. Assume there exists a desired chain that contains every edge. From Lemma 3.6 it is known that every desired chain has a corresponding dual path in $\Gamma$ and $\Gamma^{d}$. Hence, $\Gamma$ and $\Gamma^{d}$ contain a dual Euler path.

Suppose there is no desired chain that contains every edge. From Lemma 3.6 there is a desired chain corresponding to every dual path. Hence, there is no dual path that contains every edge.

Theorem 2.3 in conjunction with Theorem 3.7 guarantee the successful identification of dual Eulerian plane multigraphs.
4. Algorithm realization and analysis. The input to the algorithm is a specification of a plane connected undirected multigraph. The reduced graph can be obtained easily by searching for vertices of degree 2 in $\Gamma$ and $\Gamma^{d}$ and applying the series and parallel reduction operations. It is not necessary to identify parallel edges, since a parallel set of edges in $\Gamma$ (respectively, $\Gamma^{d}$ ) corresponds to a series set of edges in $\Gamma^{d}$ (respectively, $\Gamma$ ). The embedding of a multigraph on the plane can be specified by indexing the edges incident on each vertex in the clockwise direction. The indices are assigned in the clockwise direction with the first index being zero. Each edge has two indices assigned to it; one for each vertex on which it is incident. The index of the


Fig. 8. Partial graph used in the explanation of procedure Determine_Dual-Successors.
edge $e$ incident on the vertex $v$ is denoted by index $(x, e)$. For example, in the partial graph shown in Fig. 8, index $\left(v_{1}, e_{1}\right)=1$.

Each edge appears in exactly four elements of $T$, except for edges that are contained in two-element cycles; these edges appear in three elements of T. Consider the partial graph shown in Fig. 8. The elements of $T$ in which the edge $e_{2}$ appears are $\left\{e_{2}, e_{1}\right\},\left\{e_{2}, e_{3}\right\},\left\{e_{2}, e_{5}\right\}$, and $\left\{e_{2}, e_{6}\right\}$. These four elements can be determined in constant time due to the data structure used for a plane graph. Two edges $e_{1}$ and $e_{2}$ are said to be neighbors if and only if index $\left(v, e_{1}\right)=\left(\operatorname{index}\left(v, e_{2}\right)+1\right) \bmod \left|f^{*}(v)\right|$ or index $\left(v, e_{1}\right)=\left(\operatorname{index}\left(v, e_{2}\right)-1\right) \bmod \left|f^{*}(v)\right|$. The algorithm to form the set $T$ is shown in Fig. 9.

Lemma 4.1. $|T|=2|E|-k+1$, where $k$ is the number of two-element circuits in $\Gamma$ and $\Gamma^{d}$.

Proof. Each $v \in V$ contributes exactly $\left|f^{*}(v)\right|$ elements to $T$. For each $v \in V$ these elements are unique except for vertices that are contained in two-element circuits. The same two-element set of edges in $T$ is contributed by different vertices if the vertices are contained in a two-element circuit. In addition, the empty set is an element of $T$. Hence,

$$
|T|=\sum_{\forall v \in V}\left|f^{*}(v)\right|-k+1 .
$$

```
Procedure Determine_T(){
    for (each e e\inE){
            for (each neighbor, say }\mp@subsup{e}{i}{}\mathrm{ of e){
            if (ei is not marked)
                    add {e, e}\mp@subsup{e}{i}{}}\mathrm{ to T;
        }
        mark e;
    }
}
```

Fig. 9. Algorithm for determining the set $T$.

Since $\sum_{\forall v \in V}\left|f^{*}(v)\right|=2|E|[2],|T|=2|E|-k+1$.
Consider the example shown in Fig. 5. The neighbors of the edge $b$ in $\Gamma$ are $a, e$, and $h$. Therefore, during the construction of $T$ the sets $\{b, e\},\{a, b\}$, and $\{b, h\}$ are placed in $T$ and another edge is considered. The neighbors of the edge $a$ in $\Gamma$ are $b$, $c$, and $g$. The sets $\{a, c\}$ and $\{a, g\}$ are placed in $T$. Since $b$ is marked, $\{a, b\}$ is not placed in $T$ a second time. This process is repeated for each edge and the result is $T=$ $\{\emptyset,\{a, g\},\{a, b\},\{g, h\},\{b, h\},\{a, c\},\{c, e\},\{b, e\},\{c, d\},\{e, f\},\{d, g\},\{d, f\},\{f, h\}\}$. This algorithm is clearly $O(|E|)$, since the number of neighbors of an edge is constant.

Lemma 4.2. The augmented successor table contains exactly $4|E|$ rows.
Proof. From Lemma 4.1 it is known that $|T|=2|E|-k+1$, where $k$ is the number of two-element cycles in $\Gamma$ and $\Gamma^{d}$. Each element of $T$ (except the empty set) contributes two rows to the successor table. Therefore the successor table has $4|E|-2 k$ rows. Each two-element cycle contributes two rows to the successor table, and each row is split when the augmented successor table is formed. Hence, the number of rows in the augmented successor table is $4|E|-2 k+2 k=4|E|$.

The dual-successors of the ordered pairs are determined using the algorithm shown in Fig. 10.

In the graph of Fig. 5, the dual-successors of the ordered pairs $(a \rightarrow g)$ and $(g \rightarrow a)$ are $h$ and $b$, respectively. The dual-successors of the ordered pairs $(b \rightarrow h)$ and $(h \rightarrow b)$ are $g$ and $a$, respectively. The body of the for loop in the algorithm Determine_Dual-Successors is executed in constant time, and the body of the loop is executed once for each element of $T$. Therefore the time complexity of the procedure is $O(|E|)$.

Consider the augmented successor table given in Table 2. The procedure Determine_Representative_Set_of_Maximal_Chains (Fig. 11) works as follows. The ordered pair $(a \rightarrow g)$ is chosen as the starting point of the first maximal chain. The ordered pairs $(a \rightarrow g)$ and $(g \rightarrow a)$ are marked visited. Since the dual-successor of ( $a \rightarrow g$ ) is $\{h\}^{\prime}$, the next ordered pair in the chain is $(g \rightarrow h)^{\prime}$. The ordered pairs $(g \rightarrow h)^{\prime}$ and $(h \rightarrow g)^{\prime}$ are marked visited, and the next ordered pairs in the chain are $(h \rightarrow b)$ and $(b \rightarrow a)^{\prime}$. Since $(a \rightarrow g)$ is the next ordered pair and it has already been visited, the maximal chain is complete. Not all the ordered pairs have been visited, so the body of the outer while loop is repeated. The next unvisited ordered pair in the augmented successor table is $(a \rightarrow c)$. Beginning with this ordered pair yields the maximal chain $(a \rightarrow c)(c \rightarrow d)^{\prime}(d \rightarrow g)(g \rightarrow h)^{\prime \prime}(h \rightarrow f)(f \rightarrow e)^{\prime \prime}(e \rightarrow b)(b \rightarrow a)^{\prime \prime}$. The procedure continues until all of the ordered pairs in the table have been marked visited.

```
Procedure Determine_Dual-Successors(){
    for (each {\mp@subsup{e}{i}{},\mp@subsup{e}{j}{}}\inT){/*Fig. 8*/
        if ({\mp@subsup{e}{i}{},\mp@subsup{e}{j}{}}\mathrm{ is a two-element cycle){}
            split it into two elements and mark the direction of
            traversal in each;
            place one of them in T so that it gets processed in a
            successive iteration;
        }
        if (index ( }\mp@subsup{v}{1}{},\mp@subsup{e}{j}{})=(\operatorname{index}(\mp@subsup{v}{1}{},\mp@subsup{e}{i}{})+1)\operatorname{mod}|\mp@subsup{f}{}{*}(\mp@subsup{v}{1}{})|)
            /*}\mp@subsup{e}{i}{}\mathrm{ and }\mp@subsup{e}{j}{}\mathrm{ correspond to }\mp@subsup{e}{1}{}\mathrm{ and e}\mp@subsup{e}{2}{}\mathrm{ in Fig. 8, respectively*/
            the dual-successor of ( }\mp@subsup{e}{j}{}->\mp@subsup{e}{i}{}\mathrm{ ) is the edge }\mp@subsup{e}{l}{}\mathrm{ such that
            (index (v3, 的)+1) mod |f* (v3)| = index (v3, e}\mp@subsup{e}{i}{*})
            /* e}\mp@subsup{l}{l}{}\mathrm{ corresponds to }\mp@subsup{e}{4}{}\mathrm{ in Fig. 8*/
            the dual-successor of ( }\mp@subsup{e}{i}{}->\mp@subsup{e}{j}{})\mathrm{ is the edge }\mp@subsup{e}{l}{}\mathrm{ such that
            (index (v2, (\mp@subsup{e}{l}{})-1)\operatorname{mod}|\mp@subsup{f}{}{*}(\mp@subsup{v}{2}{\prime})|=\operatorname{index}(\mp@subsup{v}{2}{},\mp@subsup{e}{j}{});
            /* }\mp@subsup{e}{l}{}\mathrm{ corresponds to }\mp@subsup{e}{5}{}\mathrm{ in Fig. 8*/
        }
        else{
            /* }\mp@subsup{e}{i}{}\mathrm{ and }\mp@subsup{e}{j}{}\mathrm{ correspond to }\mp@subsup{e}{3}{}\mathrm{ and }\mp@subsup{e}{2}{}\mathrm{ in Fig. 8, respectively*/
            the dual-successor of ( }\mp@subsup{e}{i}{}->\mp@subsup{e}{j}{})\mathrm{ is the edge }\mp@subsup{e}{l}{}\mathrm{ such that
            (index (v2, ell)+1) mod |f* (v2)| = index (v2, ej);
            /* e}\mp@subsup{l}{l}{}\mathrm{ corresponds to }\mp@subsup{e}{6}{}\mathrm{ in the graph of Fig. 8*/
            the dual-successor of ( }\mp@subsup{e}{j}{}->\mp@subsup{e}{i}{})\mathrm{ is the edge e}\mp@subsup{e}{l}{}\mathrm{ such that
            (index (v4, e}\mp@subsup{e}{l}{})-1)\operatorname{mod}|\mp@subsup{f}{}{*}(\mp@subsup{v}{4}{})|=\operatorname{index}(\mp@subsup{v}{4}{},\mp@subsup{e}{i}{})
            /* e}\mp@subsup{l}{l}{}\mathrm{ corresponds to }\mp@subsup{e}{7}{}\mathrm{ in Fig. 8*/
        }
    }
}
```

Fig. 10. Algorithm for determining the dual-successors.

```
Procedure Determine_Representative_Set_of_Maximal_Chains(){
    while (an unvisited ordered pair exists in the augmented successor table){
        Choose any unvisited ordered pair, say ( }a->b\mathrm{ ), and mark it and its
        mirror image visited;
        (x->y)=(a->b);
        /*assign (a->b) to the temporary variable (x->y)*/
            do{
            choose the dual-successor of (x->y), say z;
            (x->y)=(y->z);
            mark (y->z) and (z->y) visited;
        }while((a->b)\not=(x->y));
        record the maximal chain;
    }
}
```

Fig. 11. Algorithm for determining the representative set of maximal chains.

```
Procedure Determine_Maximal_Desired_Chains(){
    for (each maximal chain in the representative set of maximal chains){
        if (the maximal chain is of the form \ldots., (ei->e}\mp@subsup{e}{i+1}{}),(\mp@subsup{e}{i+1}{}->\mp@subsup{e}{i+2}{}),\ldots
        (e}\mp@subsup{e}{j}{}->\mp@subsup{e}{i+1}{}),(\mp@subsup{e}{i+1}{}->\mp@subsup{e}{j+1}{}),\ldots)
        /*it has a repeated edge, namely }\mp@subsup{e}{i+1}{*}*
            while ( \exists\mp@subsup{e}{i+1}{}\mathrm{ that is not the start of a maximal desired chain){}
                    choose an e}\mp@subsup{e}{i+1}{}\mathrm{ arbitrarily;
                    (y->z)=(e}\mp@subsup{e}{i+1}{}->\mp@subsup{e}{i+2}{})
                    do{
                            (m->n)=(y->z);
                            while ( }n\not=\mp@subsup{e}{k+1}{},\forall(\mp@subsup{e}{k}{}->\mp@subsup{e}{k+1}{})\inMDC
                    /*MDC is the maximal desired chain currently being
                        constructed*/
                        (m->n)=(n->e}\mp@subsup{e}{l}{})
                        (y->z)=( (ek+1}->\mp@subsup{e}{k+2}{})
                }while ((y->z)\not=( (ei+1 }->\mp@subsup{e}{i+2}{\prime}))
            }
    }
        else
            the maximal chain is a maximal desired chain;
    }
}
```

Fig. 12. Algorithm for determining the maximal desired chains.

Lemma 3.4 and Corollary 3.5 guarantee the correctness of the procedure Determine_Representative_Set_of_Maximal_Chains. It is clear that this procedure has time complexity $O(|E|)$, since it visits exactly half the rows of the augmented successor table and performs a constant time task at each row.

Since an edge of $\Gamma$ appears in at most four elements of $T$, it appears in at most eight vertex labels in the continuity graph $\Lambda$ and, therefore, in at most four vertex labels in the representative set of maximal chains. Hence, an edge in $\Gamma$ can appear at most four times in a maximal chain. Based on these observations the set of maximal desired chains is obtained from the representative set of maximal chains as follows. Choose a maximal chain from the representative set of maximal chains, say $v_{1} v_{2} \ldots v_{n} v_{1}$. A desired chain is a subchain of a maximal chain that contains no repeated edges. A subchain is a chain that is contained in another chain. Therefore, a desired chain is maximal if it begins with an edge that appears twice in the maximal chain and ends just prior to an edge that is already contained in the desired chain. The maximal desired chains are determined using a constructive algorithm as follows. Start at any vertex in the maximal chain from which a maximal desired chain is computed. Traverse edges in the continuity graph until a vertex label is repeated. This sequence of edges is a maximal desired chain (i.e., it has maximum length without repeating any edge of $\Gamma$ ). Start the next maximal desired chain immediately following the first instance of the repeated label. Repeat this until the first maximal desired chain constructed from this maximal chain is repeated. If each repeated edge has been used as the start of a maximal desired chain, then choose a new maximal chain and repeat the outermost loop of the algorithm; otherwise, choose a repeated edge

(b)
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Fig. 13. (a) A CMOS functional cell, (b) a physical implementation of the cell, and (c) a physical implementation of the cell after applying the dual Eulerian theory.
that has not been used as the start of a maximal desired chain and continue. If a repeated edge does not exist in the maximal chain, then the maximal chain is a maximal desired chain. The algorithm is shown in Fig. 12. The maximal desired chains for the example of Fig. 5 are $a g h b, a c d g h f e b$, and $c e f d$. Since the maximal desired chain $a c d g h f e b$ contains every edge, the graphs shown in Fig. 5 are dual Eulerian. With the proper data structures and manipulations of memory pointers the procedure in Fig. 12 can be implemented to execute in $O(|E|)$ time.

Theorem 4.3. The overall time complexity of the algorithm that identifies dual Eulerian plane multigraphs is $O(|E|)$.
5. Application of the theory. In the design of functional cells for CMOS VLSI circuits it is desirable to implement each functional cell such that it requires a minimum amount of physical area [8]. For example, the CMOS functional cell shown in Fig. 13(a) can be physically implemented as shown in Fig. 13(b); however, if the dual Eulerian theory presented in this paper is applied, then it can be implemented as shown in Fig. 13(c). The reduction in area due to the application of the dual Eulerian theory is significant.

In order to apply the theory presented in this paper to the VLSI layout problem the transistor circuit is represented by an undirected multigraph. The transistors correspond to the edges of the graph, and the source and drain terminals of the transistors correspond to the vertices of the graph. In addition, an edge is placed between the output and ground (power) nodes of the circuit to eliminate isthmuses. It is also necessary that the $p$-transistor and $n$-transistor networks of the CMOS gate be dual to one another so that the corresponding graphs are dual. For details on the application of this technique we refer the reader to [1].
6. Conclusions. It has been shown in this paper that the question of whether or not a plane undirected multigraph is dual Eulerian can be answered in a time proportional to a linear function of the number of edges in the graph, and an algorithm has been presented that answers this question. Interesting properties of plane multigraphs have been presented and can be summarized as follows.

1. A plane undirected multigraph $\Gamma$ is dual Eulerian if and only if its reduced graph $\Gamma_{r}$ is dual Eulerian (Theorem 2.3).
2. A dual path of length two can be extended in a unique way (Lemma 3.2).
3. A plane undirected multigraph $\Gamma$ is dual Eulerian if and only if there exists a desired chain that contains every edge of $\Gamma$ (Theorem 3.7).
4. The set of maximum length dual paths can be computed in linear time (Theorem 4.3).
The question of whether or not a planar multigraph admits an embedding that is dual Eulerian is interesting, since an algorithm to solve this problem can be used to determine more efficient layouts for CMOS functional cells. However, since the number of embeddings of a planar graph is exponential, it is not clear that a polynomial-time algorithm can be found for this problem. Nevertheless, to the best of our knowledge it is still an open problem and has not been proven to be $N P$-complete.

## REFERENCES

[1] B. Carlson, Transistor chaining and transistor reordering in the design of CMOS complex gates, PhD thesis, Syracuse University, New York, 1991.
[2] J. Graver and M. Watkins, Combinatorics with emphasis on the theory of graphs, SpringerVerlag, New York, 1977.
[3] F. Harary, Graph theory, Addison-Wesley, Reading, MA, 1971.
[4] Y. Huang and M. Sarrafzadeh, A parallel algorithm for minimum dual-cover with application to cmos layout, J. Circuits, Systems Comput., 1 (1991), pp. 177-204.
[5] R. Maziasz and J. Hayes, Layout optimization of static cmos functional cells, IEEE Trans. on Computer-Aided Design of Integrated Circuits and Systems, 9 (1990), pp. 708-719.
[6] R. Nair, A. Bruss, and J. Reif, Linear time algorithms for optimal cmos layout, in VLSI: Algorithms and Architectures, P. Bertolazzi and F. Luccio, eds., Elsevier, North-Holland, Amsterdam, 1985, pp. 327-338.
[7] F. Preparata and R. Yeh, Introduction to discrete structures, Addison-Wesley, Reading, MA, 1973.
[8] T. Uehara and W. VanCleemput, Optimal layout of cmos functional arrays, IEEE Trans. Comput., C-30 (1981), pp. 305-314.
[9] S. Ueno, K. Tsuji, and Y. Kajitani, On dual eulerian paths and circuits in plane graphs, in Proc. of International Symposium on Circuits and Systems, 1988, pp. 1835-1838.
[10] S. Wimer, R. Pinter, and J. Feldman, Optimal chaining of cmos transistors in a functional cell, IEEE Trans. on Computer-Aided Design of Integrated Circuits and Systems, CAD-6 (1987), pp. 795-801.

# ENUMERATION OF CONCRETE REGULAR COVERING PROJECTIONS * 

M. HOFMEISTER ${ }^{\dagger}$


#### Abstract

Counting covering spaces of graphs is one of the rapidly progressing aspects within the enumerative branch of topological graph theory. A covering projection is said to be concrete if it is accompanied by an explicit partition of the vertex set of the covering graph into "sheets" such that each sheet meets each vertex fiber exactly once. The natural projection (subscript erasure) of the voltage graph construction is the prototype of a concrete projection. An isomorphism of concrete covering projections maps sheets to sheets. Pólya and DeBruijn enumerative methods and Moebius inversion are used to derive a formula to count the isomorphism classes of regular covering projections of a graph.
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1. Introduction. In this paper we consider simple undirected graphs and their corresponding symmetric digraphs. As usual, the vertex set and the edge set of the graph $G$ are denoted by $V(G)$ and $E(G)$, respectively; the set $A(G)$ is the arc set of the corresponding symmetric digraph. An $r$-to-one graph epimorphism $p: H \rightarrow G$ which sends the neighbors of each vertex $x \in V(H)$ bijectively to the neighbors of $p(x) \in V(G)$ is called an $r$-fold covering projection of $G$. The graph $H$ is the covering graph, and the graph $G$ is the base graph of $p$. Topologically speaking, $p$ is a local homeomorphism. For an introduction into the field of topological graph theory see, e.g., the famous textbook by Gross and Tucker [4].

The fibers of the $r$-fold covering projection $p: H \rightarrow G$ are the sets $p^{-1}(v)(v \in$ $V(G)$ ). Inspired by Riemann surfaces, the covering projection $p$ is called concrete, if it is accompanied by an explicit partition $\mathcal{P}=\left\{P_{1}, \ldots, P_{r}\right\}$ of the vertex set of $H$ such that every partition set $P_{i}$ meets every vertex fiber exactly once; we write ( $p, \mathcal{P}$ ) for short. The partition sets $P_{i}$ are the sheets of $p$.


Fig. 1.
There is a natural kind of isomorphism between covering projections of $G$, given by a commutative diagram with an isomorphism $\psi$ and $\gamma \in \operatorname{Aut}(G)$ (see Fig. 1). An isomorphism of concrete covering projections $(p, \mathcal{P})$ and $(\tilde{p}, \tilde{\mathcal{P}})$ is an isomorphism of $p$

[^4]and $\tilde{p}$ in the sense of Fig. 1 such that $\psi$ preserves sheets, that is, $\psi(P) \in \tilde{\mathcal{P}}$ for every sheet $P \in \mathcal{P}$; we write $(p, \mathcal{P}) \cong(\tilde{p}, \tilde{\mathcal{P}})$ for short.

The problem of enumerating $r$-fold covering projections of a graph $G$ up to isomorphism is still unsolved except in the cases of $r=2$ [6] or trivial automorphism group [7]; however, nonisomorphic concrete $r$-fold covering projections of $G$ are counted in [8]. This could be done by an extensive usage of permutation voltage assignments, i.e., mappings $F: A(G) \rightarrow \mathcal{S}_{r}$ (where $\mathcal{S}_{r}$ is the symmetric group on the set $\{1, \ldots, r\}$ ), such that inverse arcs obtain inverse assignments. From such an assignment one can construct the derived graph $G_{F}$ as follows. Its vertex set is $V(G) \times\{1, \ldots, r\}$; two vertices $(x, i)$ and $(y, j)$ are adjacent in $G_{F}$ iff $x$ and $y$ are adjacent in $G$ and $j=F(x, y)(i)$. Gross and Tucker showed that the natural projection $p_{F}: G_{F} \rightarrow G$ (sending vertex $(x, i)$ of $G_{F}$ to vertex $x$ of $G$ ) is an $r$-fold covering projection [3]. This projection can be understood to be concrete in an obvious way by considering the sets $P_{i}=\{(x, i) \mid x \in V(G)\}$ as sheets of $p_{F}$; the resulting concrete $r$-fold covering projection is denoted by ( $p_{F}, \mathcal{P}_{F}$ ).

For the enumeration of concrete $r$-fold covering projections of the graph $G$ the following theorem is essential (see [8], Thm. 1).

Theorem 1.1. Let ( $p, \mathcal{P}$ ) be a concrete $r$-fold covering projection of $G$. Then there is a permutation voltage assignment $F$ with voltages in $\mathcal{S}_{r}$ such that Fig. 2 is an isomorphism between $(p, \mathcal{P})$ and $\left(p_{F}, \mathcal{P}_{F}\right)$ for some isomorphism $\psi$.


Fig. 2.
For more interesting problems concerning covering projections of graphs we refer the reader to the articles [2], [10], [12]-[14].
2. Regular covering projections. A covering projection $p: H \rightarrow G$ is called regular if there is a group $\mathcal{A}$ acting freely on $H$ such that $H / \mathcal{A}$ is isomorphic to $G$. In fact, regular $r$-fold covering projections of $G$ can be obtained from ordinary voltage assignments with some (abstract) voltage group $\mathcal{A}$ of order $r$, i.e., mappings $F: A(G) \rightarrow \mathcal{A}$ such that inverse arcs have inverse assignments. The derived graph $G_{F}$ is defined very similar to the case of permutation voltage assignments: its vertex set is $V(G) \times \mathcal{A}$. Two vertices $(x, a)$ and $(y, b)$ are adjacent in $G_{F}$ iff $x$ and $y$ are adjacent in $G$ and $b=F(x, y) a$. The natural projection $p_{F}: G_{F} \rightarrow G$ is defined by setting $p_{F}(x, a)=x$.

Again, Gross and Tucker showed that every regular covering projection can be represented by a derived graph of an appropriate ordinary voltage assignment (see, e.g., [4, Thm. 2.2.2]). As for $r$-fold covering projections, the general counting problem for regular $r$-fold covering projections is still unsolved; only some exceptional cases are known. Since every 2 -fold covering projection of $G$ is regular, the result of [6] applies in this case, too. In [10] regular fourfold coverings of identity graphs are counted; in
[9] regular covering projections of identity graphs with voltages in finite vector spaces over finite fields are enumerated.

A concrete regular covering projection is a concrete covering projection $(p, \mathcal{P})$, such that $p: H \rightarrow G$ is regular and the members of the group $\mathcal{A}$ acting on $H$ preserve the sheets in $\mathcal{P}$. It is an easy exercise to show that every concrete regular covering projection is isomorphic to a concrete regular covering projection $\left(p_{F}, \mathcal{P}_{F}\right)$, where $p_{F}$ is a canonical projection that stems from an ordinary voltage assignment for $G$ in an appropriate voltage group $\mathcal{A}$, and $\mathcal{P}_{F}$ consists of the sets $P_{a}=\{(x, a) \mid x \in V(G)\}$ for $a \in \mathcal{A}$ as sheets; hence we may restrict attention on derived graphs.

As an example, consider the nonisomorphic concrete regular double covering projections of the complete graph $K_{3}$. It follows immediately from Fig. 3 that there exist regular covering projections which are isomorphic, but not in the concrete sense; for example, consider the first two covering projections of this figure, for which no sheet preserving isomorphism can be found. The purpose of this paper is to count nonisomorphic concrete regular $r$-fold covering projections. As an intermediate result, we give some Pólya-like formulas for ordinary voltage assignments.


Fig. 3. Concrete regular double covering projections of $K_{3}$.
3. A power group enumeration theorem. Let $D$ and $R$ be finite sets, and let $\Gamma$ and $\Phi$ be two finite groups acting on $D$ and $R$, respectively. Then $\Gamma \times \Phi$ acts on the set of functions $f: D \rightarrow R$ via $(\gamma, \phi)(f)=\phi \circ f \circ \gamma^{-1}$. The computation problem for the number of orbits of this action is well studied in the literature [1]; a useful formula is given by the classical power group enumeration theorem [5].

A slight modification of this problem is to assume that the sets $D$ and $R$ contain some additional "comparable" structure, where the functions $f$ are demanded to preserve this structure. An example that will be important in the context of counting concrete regular covering projections but is also interesting on its own is given by ordinary voltage assignments of a graph $G$ with voltage group $\mathcal{A}$. The first impression is that we have a certain kind of power group enumeration: the domain is the arc set $A(G)$, where $\operatorname{Aut}(G)$ acts in an obvious way on $A(G)$, and the range is the group $\mathcal{A}$ with the automorphism $\operatorname{group} \operatorname{Aut}(\mathcal{A})$ acting on it. The further structure that has to be preserved by ordinary voltage assignments is that inverse arcs must have inverse assignments. Let

$$
\begin{equation*}
\mathcal{F}(G ; \mathcal{A})=\left\{F: A(G) \rightarrow \mathcal{A} \mid \forall(x, y) \in A(G): F(x, y)=F(y, x)^{-1}\right\} \tag{1}
\end{equation*}
$$

be the set of ordinary voltage assignments of $G$ with voltage group $\mathcal{A}$, and let $\Gamma \leq$ $\operatorname{Aut}(G)$ and $\Phi \leq \operatorname{Aut}(\mathcal{A})$. Then $\Gamma \times \Phi$ acts on $\mathcal{F}(G ; \mathcal{A})$ via

$$
\begin{equation*}
(\gamma, \phi)(F)(x, y)=\phi\left(F\left(\gamma^{-1}(x), \gamma^{-1}(y)\right)\right) \tag{2}
\end{equation*}
$$

or $(\gamma, \phi)(F)=\phi \circ F \circ \gamma^{-1}$ for short. The number of the orbits of this action will be denoted by $\Omega(G|\Gamma ; \mathcal{A}| \Phi)$. In order to count the orbits of this action, we need some further notation concerning the automorphisms of $G$ and $\mathcal{A}$. We start with the automorphisms of $G$.

Let $\gamma \in \Gamma$. Then the automorphism $\gamma$ may be understood as a permutation of vertices, edges, and arcs, respectively. A vertex cycle $\sigma$ of $\gamma$ is called diagonal, if it is of even length, $2 q$ say, and for some (and hence for all) $x \in \sigma,\left[x, \gamma^{q}(x)\right] \in E(G)$. The corresponding edge (respectively, arc cycle) is called diagonal, too. For $i \in \mathbb{N}$ let $\mu_{i}(\gamma)$ be the number of diagonal edge cycles of $\gamma$ of length $i$, and let $\lambda_{i}(\gamma)$ be the number of edge cycles of length $i$ that are not diagonal. Set $\mathbf{s}=\left(s_{1}, s_{2}, \ldots\right)$ and $\mathbf{t}=\left(t_{1}, t_{2}, \ldots\right)$. We define the cycle index of the graph $G$ with automorphism group $\Gamma$ by setting

$$
\begin{equation*}
Z(G \mid \Gamma ; \mathbf{s}, \mathbf{t})=\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \prod_{i=1}^{m} s_{i}^{\lambda_{i}(\gamma)} t_{i}^{\mu_{i}(\gamma)} \tag{3}
\end{equation*}
$$

where $G$ is assumed to have $m$ edges. Note that $Z(G \mid \Gamma ; \mathbf{s}, \mathbf{t})$ reduces to the ordinary cycle index of the automorphism group of $G$, considered as a permutation group of edges of $G$, if $\Gamma=\operatorname{Aut}(G)$ and the automorphisms of $G$ do not contain diagonal cycles. The cycle indices of small complete graphs with full automorphism groups are tabulated in Table 1.

Table 1
Graph cycle indices for complete graphs.

| $n$ | $Z\left(K_{n} \mid \mathcal{S}_{n} ; \mathbf{s}, \mathbf{t}\right)$ |
| :--- | :---: |
| 2 | $\frac{1}{2}\left(s_{1}+t_{1}\right)$ |
| 3 | $\frac{1}{6}\left(s_{1}^{3}+3 s_{2} t_{1}+2 s_{3}\right)$ |
| 4 | $\frac{1}{24}\left(s_{1}^{6}+6 s_{1} s_{2}^{2} t_{1}+8 s_{3}^{2}+3 s_{2}^{2} t_{1}^{2}+6 s_{4} t_{2}\right)$ |
| 5 | $\frac{1}{120}\left(s_{1}^{10}+10 s_{1}^{3} s_{2}^{3} t_{1}+20 s_{1} s_{3}^{3}+15 s_{2}^{4} t_{1}^{2}+30 s_{4}^{2} t_{2}+20 s_{3} s_{6} t_{1}+24 s_{5}^{2}\right)$ |

Now consider an automorphism $\phi \in \Phi$ of $\mathcal{A}$. Since $\phi$ is a permutation of the members of $\mathcal{A}$, it decomposes into disjoint cycles. We distinguish three types of cycles of $\phi$. A cycle $\tau$ of $\phi$ is of
(i) type 1 , if $\forall a \in \tau: a^{-1} \notin \tau$. For $i \in \mathbb{N}$, let $\lambda_{i}(\phi)$ be the number of $i$-cycles of type 1 of $\phi$;
(ii) type 2 , if $\forall a \in \tau: a^{-1} \neq a \wedge a^{-1} \in \tau$. For $i \in \mathbb{N}$, let $\mu_{i}(\phi)$ be the number of $i$-cycles of type 2 of $\phi$;
(iii) type 3 , if $\forall a \in \tau: a^{-1}=a$. For $i \in \mathbb{N}$, let $\rho_{i}(\phi)$ be the number of $i$-cycles of type 3 of $\phi$.

We define, for $\phi \in \Phi$, the full cycle contribution sequence $\mathbf{C}(\phi)=\left(C_{1}(\phi), C_{2}(\phi), \ldots\right)$ and the diagonal cycle contribution sequence $\mathbf{D}(\phi)=\left(D_{1}(\phi), D_{2}(\phi), \ldots\right)$ by

$$
\begin{align*}
& C_{i}(\phi)=\sum_{d \mid i} d\left(\lambda_{d}(\phi)+\mu_{d}(\phi)+\rho_{d}(\phi)\right),  \tag{4}\\
& D_{i}(\phi)=\sum_{\frac{2 i}{d} \equiv 1 \bmod 2} d \mu_{d}(\phi)+\sum_{d \mid i} d \rho_{d}(\phi) . \tag{5}
\end{align*}
$$

Now we are ready to state and to prove our power group enumeration theorem for ordinary voltage assignments. Remember the definition of $\Omega(G|\Gamma ; \mathcal{A}| \Phi)$ above.

Theorem 3.1. The number of orbits of ordinary voltage assignments in $\mathcal{F}(G ; \mathcal{A})$ determined by the power group action described in (2) is

$$
\begin{equation*}
\Omega(G|\Gamma ; \mathcal{A}| \Phi)=\frac{1}{|\Phi|} \sum_{\phi \in \Phi} Z(G \mid \Gamma ; \mathbf{C}(\phi), \mathbf{D}(\phi)) \tag{6}
\end{equation*}
$$

Proof. According to Burnside's lemma (which in fact is due to Cauchy-Frobenius, as we know from [11]), we have to count the ordinary voltage assignments $F: A(G) \rightarrow$ $\mathcal{A}$ that are fixed under $(\gamma, \phi) \in \Gamma \times \Phi$. We conclude from (2) that the assignment $F$ is fixed under $(\gamma, \phi)$ iff

$$
\begin{equation*}
\phi(F(x, y))=F(\gamma(x), \gamma(y)) \tag{7}
\end{equation*}
$$

for every $(x, y) \in A(G)$. Let $\pi$ be the edge cycle of the automorphism $\gamma$ containing $[x, y]$, and let $s(\pi)$ denote the length of $\pi$. We distinguish two cases.

Case 1. Assume that the edge cycle $\pi$ is not diagonal. Then $\pi$ corresponds to two arc cycles where the one of them contains the inverse arcs of the other. Assign to $(x, y)$ a value $F(x, y) \in \mathcal{A}$. From (7) we obtain by successive iteration that

$$
\begin{equation*}
\phi^{s(\pi)}(F(x, y))=F(x, y) \tag{8}
\end{equation*}
$$

It follows that $F(x, y)$ has to be chosen from a cycle of the automorphism $\phi$ such that its length divides $s(\pi)$; hence there are $C_{s(\pi)}(\phi)$ possible choices for $F(x, y)$.

Case 2. If the edge cycle $\pi$ is diagonal, then it follows from (7) that

$$
\begin{equation*}
\phi^{s(\pi)}(F(x, y))=F(y, x)=F(x, y)^{-1} \tag{9}
\end{equation*}
$$

Hence the cycles of the automorphism $\phi$ from which $F(x, y)$ must be chosen cannot be of type 1 . If such a cycle is of type 2 , then $\frac{2 s(\pi)}{d} \equiv 1 \bmod 2$, where $d$ is the length of this cycle. If it is of type 3, then its length is a divisor of $s(\pi)$. Hence there are $D_{s(\pi)}(\phi)$ possible choices for $F(x, y)$.

Summarizing, we obtain

$$
\begin{aligned}
\Omega(G|\Gamma ; \mathcal{A}| \Phi) & =\frac{1}{|\Phi|} \frac{1}{|\Gamma|} \sum_{\phi \in \Phi} \sum_{\gamma \in \Gamma} \prod_{\pi \in \mathcal{C}(\gamma)} C_{s(\pi)}(\phi) \prod_{\pi \in \mathcal{D}(\gamma)} D_{s(\pi)}(\phi) \\
& =\frac{1}{|\Phi|} \sum_{\phi \in \Phi} Z(G \mid \Gamma ; \mathbf{C}(\phi), \mathbf{D}(\phi))
\end{aligned}
$$

where $\mathcal{C}(\gamma)$ and $\mathcal{D}(\gamma)$ are the sets of not diagonal and diagonal edge cycles of $\gamma$, respectively.

There are some conclusions that follow immediately. The first one we present is the case of classical power group enumeration, which appears if the automorphism group $\Gamma$ of $G$ does not contain automorphisms with diagonal edge cycles.

Corollary 3.2. If $\Gamma$ does not contain automorphisms with diagonal edge cycles, then

$$
\begin{equation*}
\Omega(G|\Gamma ; \mathcal{A}| \Phi)=\frac{1}{|\Phi|} \sum_{\phi \in \Phi} Z\left(\Gamma_{e} ; \mathbf{C}(\phi)\right) \tag{10}
\end{equation*}
$$

where the cycle index is the ordinary cycle index of the group $\Gamma ; \Gamma$ is to be understood as permutation group of edges, which is indicated by the e-index.

Another interesting case appears if the chosen automorphism group of $\mathcal{A}$ is trivial. This case corresponds to the classical Pólya theorem.

Corollary 3.3. Let $s$ be the number of self-inverse elements of $\mathcal{A}$, and let $r=|\mathcal{A}|$. Then

$$
\begin{equation*}
\Omega\left(G|\Gamma ; \mathcal{A}| \mathcal{I}_{\mathcal{A}}\right)=Z(G \mid \Gamma ; \mathbf{r}, \mathbf{s}), \tag{11}
\end{equation*}
$$

where $\mathbf{r}=(r, r, \ldots)$ and $\mathbf{s}=(s, s, \ldots)$.
As a further example, assume that $\mathcal{A}=\mathbb{Z}_{r}$, the cyclic group of order $r$, which is written additively. Then $\operatorname{Aut}\left(\mathbb{Z}_{r}\right)=\boldsymbol{Z}_{r}^{*}$, the (multiplicative) group of numbers in $\mathbb{Z}_{r}$ that are relatively prime to $r$. Let $\lambda \in \mathbb{Z}_{r}^{*}$. It is easy to see that $C_{i}(\lambda)$ is the number of solutions of $\lambda^{i} z=z$ in $\mathbb{Z}_{r}$, while $D_{i}(\lambda)$ is the number of solutions of the equation $\lambda^{i} z=-z$ in $\mathbb{Z}_{r}$; hence $C_{i}(\lambda)=\operatorname{gcd}\left(\lambda^{i}-1, r\right)$, while $D_{i}(\lambda)=\operatorname{gcd}\left(\lambda^{i}+1, r\right)$. Table 2 shows the numbers $\Omega\left(K_{n}\left|\mathcal{S}_{n} ; \mathbb{Z}_{r}\right| \mathbb{Z}_{r}^{*}\right)$ for small values of $n$ and $r$. For the computation we took the cycle indices of the complete graphs from Table 1.

Table 2
Some numbers $\Omega\left(K_{n}\left|\mathcal{S}_{n} ; \mathbb{Z}_{r}\right| \mathbb{Z}_{r}^{*}\right)$.

| $n \backslash^{r}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 1 | 2 | 2 | 3 | 2 | 4 | 2 | 4 | 3 | 4 |
| 3 | 1 | 4 | 6 | 13 | 10 | 16 | 16 | 42 | 33 | 40 |
| 4 | 1 | 11 | 30 | 148 | 205 | 1181 | 906 | 3154 | 3923 | 11021 |
| 5 | 1 | 34 | 342 | 5162 | 21240 | 259965 | 396593 | 2263962 | 4861983 | 20909774 |

It is often helpful for concrete computations to dispose of an effective encoding of the cycle types of group automorphisms. For this we introduce the cycle index of the group $\mathcal{A}$ with automorphism group $\Phi$ to be the polynomial

$$
\begin{equation*}
Z(\mathcal{A} \mid \Phi, \mathbf{s}, \mathbf{t}, \mathbf{u})=\frac{1}{|\Phi|} \sum_{\phi \in \Phi} \prod_{i=1}^{r} s_{i}^{\lambda_{i}(\phi)} t_{i}^{\mu_{i}(\phi)} u_{i}^{\rho_{i}(\phi)} \tag{12}
\end{equation*}
$$

where $\mathbf{s}=\left(s_{1}, s_{2}, \ldots\right), \mathbf{t}=\left(t_{1}, t_{2}, \ldots\right)$, and $\mathbf{u}=\left(u_{1}, u_{2}, \ldots\right)$. Remember that $\lambda_{i}(\phi)$, $\mu_{i}(\phi)$, and $\rho_{i}(\phi)$ are the numbers of $i$-cycles of type 1,2 , and 3 , respectively. Note that the classical cycle index of the automorphism group of $\mathcal{A}$ can be obtained by setting $\mathbf{s}=\mathbf{t}=\mathbf{u}$. Some examples of group cycle indices with full automorphism group are given in Table 3. Note that, for $i \in \mathbb{N}, \mathcal{D}_{i}$ is the dihedral group on $i$

Table 3
Some group cycle indices.

| $\mathcal{A}$ | $Z(\mathcal{A} \mid \operatorname{Aut}(\mathcal{A}) ; \mathbf{s}, \mathbf{t}, \mathbf{u})$ |
| :---: | :---: |
| $\mathbb{Z}_{2}^{2}$ | $\frac{1}{6}\left(u_{1}^{4}+3 u_{1}^{2} u_{2}+2 u_{1} u_{3}\right)$ |
| $\boldsymbol{Z}_{2} \times \mathbb{Z}_{4}$ | $\frac{1}{8}\left(s_{1}^{4} u_{1}^{4}+2 s_{1}^{2} t_{2} u_{1}^{2} u_{2}+2 t_{4} u_{1}^{2} u_{2}+2 s_{2}^{2} u_{1}^{4}+t_{2}^{2} u_{1}^{4}\right)$ |
| $\mathcal{D}_{3}$ | $\frac{1}{6}\left(s_{1}^{2} u_{1}^{4}+3 t_{2} u_{1}^{2} u_{2}+2 s_{1}^{2} u_{1} u_{3}\right)$ |
| $\mathcal{D}_{4}$ | $\frac{1}{4}\left(s_{1}^{2} u_{1}^{6}+s_{1}^{2} u_{1}^{2} u_{2}^{2}+2 t_{2} u_{1}^{4} u_{2}\right)$ |

vertices. Using the information encoded in Table 3 we can compute the numbers $\Omega\left(K_{n}\left|\mathcal{S}_{n} ; \mathcal{A}\right| \operatorname{Aut}(\mathcal{A})\right)$ presented in Table 4.

Table 4
Some numbers $\Omega\left(K_{n}\left|\mathcal{S}_{n} ; \mathcal{A}\right| \operatorname{Aut}(\mathcal{A})\right)$.

| $n \backslash \mathcal{A}$ | $\mathbb{Z}_{2}^{2}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ | $\mathcal{D}_{3}$ | $\mathcal{D}_{4}$ |
| :---: | ---: | ---: | ---: | ---: |
| 2 | 2 | 4 | 3 | 5 |
| 3 | 7 | 34 | 17 | 51 |
| 4 | 64 | 1896 | 469 | 3547 |
| 5 | 1908 | 1152547 | 88477 | 2295980 |



Fig. 4. A subgroup lattice and its abstract subgroup poset.

In the area of ordinary power group enumeration the question of counting orbits containing surjective functions arises in a natural way. Several counting formulas are known (see, e.g., [1]). The analogous problem for ordinary voltage assignments is to count orbits such that the image of the assignment generates the whole voltage group. More precisely, let

$$
\begin{equation*}
\overline{\mathcal{F}}(G ; \mathcal{A})=\{F \in \mathcal{F}(G ; \mathcal{A}) \mid\langle\operatorname{im} F>=\mathcal{A}\} \tag{13}
\end{equation*}
$$

Then $\Gamma \times \Phi$ acts on $\overline{\mathcal{F}}(G ; \mathcal{A})$ as described by (2). The number of orbits of this action will be denoted by $\bar{\Omega}(G|\Gamma ; \mathcal{A}| \Phi)$. Our purpose is to develop a formula for these numbers for automorphism groups $\Phi$ of $\mathcal{A}$ that satisfy a certain kind of regularity that will be explained now.

Let $\mathcal{L}(\mathcal{A})$ be the subgroup lattice of the finite group $\mathcal{A}$. Then the automorphism group $\Phi$ of $\mathcal{A}$ acts on $\mathcal{L}(\mathcal{A})$ in a canonical way; the orbits of subgroups $\mathcal{U}$ of $\mathcal{A}$ will be denoted by $\Phi(\mathcal{U})$. The subgroup relation which is the partial order of $\mathcal{L}(\mathcal{A})$ induces an ordering of the orbits of this action by setting $\Phi(\mathcal{U}) \leq \Phi(\mathcal{V})$ iff there exist $\tilde{\mathcal{U}} \in \Phi(\mathcal{U}), \tilde{\mathcal{V}} \in \Phi(\mathcal{V})$ such that $\tilde{\mathcal{U}} \leq \tilde{\mathcal{V}}$. The poset built up by this relation is denoted by $\mathcal{L}(\mathcal{A} / \Phi)$, which we will call the abstract subgroup poset of the group $\mathcal{A}$.

As an example, consider the subgroup lattice of $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$. The subgroups of $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ are $\mathcal{A}_{1}=<(1,0),(0,2)>\cong \mathbb{Z}_{2}^{2}, \mathcal{A}_{2}=<(0,1)>\cong \mathbb{Z}_{4}, \mathcal{A}_{3}=<(1,1)>\cong$ $\mathbb{Z}_{4}, \mathcal{B}_{1}=<(0,2)>\cong \mathbb{Z}_{2}, \mathcal{B}_{2}=<(1,0)>\cong \mathbb{Z}_{2}, \mathcal{B}_{3}=<(1,2)>\cong \mathbb{Z}_{2}$, and $\mathcal{I}$. The Hasse diagram of the subgroup lattice is depicted on the left side of Fig. 4.

Now assume that $\Phi=\operatorname{Aut}\left(\boldsymbol{Z}_{2} \times \boldsymbol{Z}_{4}\right)$. There are automorphisms mapping $\mathcal{A}_{2}$ onto $\mathcal{A}_{3}$ and $\mathcal{B}_{2}$ onto $\mathcal{B}_{3}$. The Hasse diagram of the abstract subgroup poset is depicted


Fig. 5.
on the right side of Fig. 4. We used abstract representations for the members of this poset. This notation is a bit sloppy but suggestive: $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ contains two subgroups $\mathbb{Z}_{2}$ that are essentially different in the sense that there is no automorphism in $\Phi$ mapping one of these subgroups onto the other.

We write $\Phi_{\mathcal{U}}$ to denote the fixed group of the $\operatorname{subgroup} \mathcal{U}$ of $\mathcal{A}$ in $\Phi$. We say that $\Phi$ preserves fixed groups, if

$$
\begin{equation*}
\mathcal{U} \leq \mathcal{V} \Rightarrow \forall \phi \in \Phi_{\mathcal{U}} \exists \tilde{\phi} \in \Phi_{\mathcal{V}}: \phi|\mathcal{U}=\tilde{\phi}| \mathcal{U} \tag{14}
\end{equation*}
$$

It is easy to see that every automorphism group $\Phi$ of $\mathcal{A}$ preserves fixed groups, if $\mathcal{L}(\mathcal{A})$ has dimension $\leq 2$.

Let $[\Phi(\mathcal{U})]$ be the order ideal of $\mathcal{L}(\mathcal{A} / \Phi)$ generated by $\Phi(\mathcal{U})$. We say that the automorphism group $\Phi$ of $\mathcal{A}$ is order ideal preserving if

$$
\begin{equation*}
[\Phi(\mathcal{U})] \cong \mathcal{L}\left(\mathcal{U} / \Phi_{\mathcal{U}}\right) \tag{15}
\end{equation*}
$$

for every subgroup $\mathcal{U}$ of $\mathcal{A}$. Clearly, cyclic groups are order ideal preserving, no matter what automorphism groups are considered; however, there exist groups together with automorphisms that are not. Consider for example the group $\mathbb{Z}_{2}^{3}$. For abbreviation we introduce the symbols $a=(1,0,0), b=(0,1,0)$, and $c=(0,0,1)$. We take the cyclic group generated by $(a b c)$ as automorphism group $\Phi$. The group $\Phi_{<a, b\rangle}$ is trivial; it follows that $\mathcal{L}\left(\langle a, b\rangle / \Phi_{\langle a, b\rangle}\right)$ looks like a diamond, while $[\Phi(\langle a, b\rangle)]$ is a chain of $\mathcal{L}\left(\mathbb{Z}_{2}^{3} / \Phi\right)$.

The Moebius function of $\mathcal{L}(\mathcal{A} / \Phi)$ is denoted by $\mu(\Phi(\mathcal{U}), \Phi(\mathcal{V}))$. Remember the previous definition of $\bar{\Omega}(G|\Gamma ; \mathcal{A}| \Phi)$.

Theorem 3.4. Let the automorphism group $\Phi$ of $\mathcal{A}$ preserve fixed groups and order ideals. Then the number of orbits of ordinary voltage assignments in $\overline{\mathcal{F}}(G ; \mathcal{A})$ determined by the power group action described by (2) is

$$
\begin{equation*}
\bar{\Omega}(G|\Gamma ; \mathcal{A}| \Phi)=\sum_{\Phi(\mathcal{U}) \in \mathcal{L}(\mathcal{A} / \Phi)} \mu(\Phi(\mathcal{U}), \Phi(\mathcal{A})) \Omega\left(G|\Gamma ; \mathcal{U}| \Phi_{\mathcal{U}}\right) \tag{16}
\end{equation*}
$$

Proof. Let $\mathcal{V} \leq \mathcal{A}$. We will develop an expression for $\Omega\left(G|\Gamma ; \mathcal{V}| \Phi_{\mathcal{V}}\right)$. Let $\mathcal{U} \leq$ $\mathcal{V}$. Assume that $\bar{F}, \tilde{F} \in \mathcal{F}(G ; \mathcal{V})$ are chosen so that $\langle\operatorname{im} F\rangle$ and $\langle\operatorname{im} \tilde{F}\rangle$ are isomorphic to $\mathcal{U}$ via automorphisms $\psi, \tilde{\psi} \in \Phi_{\mathcal{V}}$. If $\tilde{F}(\gamma(x), \gamma(y))=\phi(F(x, y))$ with $(\gamma, \phi) \in \Gamma \times \Phi_{\mathcal{V}}$, then Fig. 5 commutes with $\varphi=\tilde{\psi} \circ \phi \circ \psi^{-1} \in \Phi_{\mathcal{V}}$. Clearly, $\varphi \in \Phi_{\mathcal{U}}$. We conclude that $H=\psi(F)$ and $\tilde{H}=\tilde{\psi}(\tilde{F})$ are in the same orbit of power group action of $\Gamma \times \Phi_{\mathcal{U}}$ on $\overline{\mathcal{F}}(G, \mathcal{U})$. These arguments can be conversed by observing that
each $\varphi \in \Phi_{\mathcal{U}}$ can be chosen to be in $\Phi_{\mathcal{V}}$, since $\Phi$ preserves fixed groups. This gives rise to a bijection between orbits of ordinary voltage assignments $F \in \mathcal{F}(G ; \mathcal{V})$ under $\Gamma \times \Phi_{\mathcal{V}}$ such that $\langle\operatorname{im} F\rangle$ is isomorphic to $\mathcal{U}$ via a member of $\Phi_{\mathcal{V}}$ and orbits of ordinary voltage assignments in $\overline{\mathcal{F}}(G ; \mathcal{U})$ under $\Gamma \times \Phi_{\mathcal{U}}$. We conclude that

$$
\begin{aligned}
\Omega\left(G|\Gamma ; \mathcal{V}| \Phi_{\mathcal{V}}\right) & =\sum_{\Phi(\mathcal{U}) \in \mathcal{L}(\mathcal{V} / \Phi \mathcal{V})} \bar{\Omega}\left(G|\Gamma ; \mathcal{U}| \Phi_{\mathcal{U}}\right) \\
& =\sum_{\Phi(\mathcal{U}) \in[\Phi(\mathcal{V})]} \bar{\Omega}\left(G|\Gamma ; \mathcal{U}| \Phi_{\mathcal{U}}\right)
\end{aligned}
$$

where the last equation follows from the fact that $\Phi$ preserves order ideals. Applying Moebius inversion we obtain

$$
\begin{equation*}
\bar{\Omega}\left(G|\Gamma ; \mathcal{V}| \Phi_{\mathcal{V}}\right)=\sum_{\Phi(\mathcal{U}) \in[\Phi(\mathcal{V})]} \mu(\Phi(\mathcal{U}), \Phi(\mathcal{V})) \Omega\left(G|\Gamma ; \mathcal{U}| \Phi_{\mathcal{U}}\right) . \tag{17}
\end{equation*}
$$

The assertion follows by using the full group $\mathcal{A}$ for $\mathcal{U}$.
Again we consider the particular case of trivial automorphism group of $\mathcal{A}$. The corresponding formula for surjective functions can be obtained by the principle of inclusion and exclusion.

Corollary 3.5. Let $s_{\mathcal{U}}$ be the number of self-inverse elements of the subgroup $\mathcal{U}$ of $\mathcal{A}$, and let $r_{\mathcal{U}}=|\mathcal{U}|$. Then

$$
\begin{equation*}
\bar{\Omega}\left(G|\Gamma ; \mathcal{A}| \mathcal{I}_{\mathcal{A}}\right)=\sum_{\mathcal{U} \leq \mathcal{A}} \mu(\mathcal{U}, \mathcal{A}) Z\left(G \mid \Gamma ; \mathbf{r}_{\mathcal{U}}, \mathbf{s} \mathcal{U}\right) \tag{18}
\end{equation*}
$$

where $\mathbf{r}_{\mathcal{U}}=\left(r_{\mathcal{U}}, r_{\mathcal{U}}, \ldots\right), \mathbf{s}_{\mathcal{U}}=\left(s_{\mathcal{U}}, s_{\mathcal{U}}, \ldots\right)$, and $\mu$ is the Moebius function of $\mathcal{L}(\mathcal{A})$.
Table 5 contains numbers $\bar{\Omega}\left(K_{n}\left|\mathcal{S}_{n} ; \mathcal{A}\right| \operatorname{Aut}(\mathcal{A})\right)$ for small numbers $n$ and groups $\mathcal{A}$. Each of them is computed by the formula of Theorem 3.4 using the results of Tables 2 and 4.

> TABLE 5 Some numbers $\bar{\Omega}\left(K_{n}\left|\mathcal{S}_{n} ; \mathcal{A}\right| \operatorname{Aut}(\mathcal{A})\right)$

| $n \backslash \mathcal{A}$ | $\mathcal{I}$ | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{3}$ | $\mathbb{Z}_{4}$ | $\mathbb{Z}_{2}^{2}$ | $\mathbb{Z}_{5}$ | $\mathbb{Z}_{6}$ | $\mathcal{D}_{3}$ | $\mathbb{Z}_{7}$ | $\mathbb{Z}_{8}$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 |
| 3 | 1 | 3 | 5 | 9 | 3 | 9 | 7 | 8 | 15 | 29 |
| 4 | 1 | 10 | 29 | 137 | 53 | 204 | 1141 | 429 | 905 | 3006 |
| 5 | 1 | 33 | 341 | 5128 | 1874 | 21239 | 259590 | 88102 | 396592 | 2258800 |

4. Topological enumeration. Remember that our original problem was to count nonisomorphic concrete regular covering projections. We start with a theorem that describes how to characterize such concrete regular covering projections up to isomorphism by their ordinary voltage assignments and isomorphisms of subgroups of their voltage groups.

Theorem 4.1. Let $F \in \mathcal{F}(G ; \mathcal{A})$ and $\tilde{F} \in \mathcal{F}(G ; \tilde{\mathcal{A}})$ be ordinary voltage assignments. Then the following are equivalent:

1. $\left(p_{F}, \mathcal{P}_{F}\right) \cong\left(p_{\tilde{F}}, \mathcal{P}_{\tilde{F}}\right)$.
2. There exists a bijection $\varphi: \mathcal{A} \rightarrow \tilde{\mathcal{A}}$ and $\gamma \in \operatorname{Aut}(G)$ such that, for every $(x, y) \in A(G)$ and $a \in \mathcal{A}$,

$$
\begin{equation*}
\tilde{F}(\gamma(x), \gamma(y))=\varphi(F(x, y) a) \varphi(a)^{-1} \tag{19}
\end{equation*}
$$

Moreover, $\varphi$ can be chosen so that $\varphi$ restricted to $\langle\operatorname{im} F\rangle$ is an isomorphism between $<\operatorname{im} F>$ and $<\operatorname{im} \tilde{F}>$; in this case, $\varphi$ maps cosets of $\langle\operatorname{im} F\rangle$ to cosets of $<\operatorname{im} \tilde{F}>\operatorname{via} \varphi(<\operatorname{im} F>a)=<\operatorname{im} \tilde{F}>\varphi(a)$.

Proof. Let $\left(p_{F}, \mathcal{P}_{F}\right) \cong\left(p_{\tilde{F}}, \mathcal{P}_{\tilde{F}}\right)$. Then Fig. 1 commutes for $p_{F}$ and $p_{\tilde{F}}$ with an isomorphism $\psi$ and $\gamma \in \operatorname{Aut}(G)$. Since $\psi$ preserves sheets, we have $\psi(x, a)=$ $(\gamma(x), \varphi(a))$ for some bijection $\varphi: \mathcal{A} \rightarrow \tilde{\mathcal{A}}$. Since $\psi$ is an isomorphism, there is an edge between ( $x, a$ ) and ( $y, b$ ) in $G_{F}$ iff there is an edge between $(\gamma(x), \varphi(a)$ ) and $(\gamma(y), \varphi(b))$ in $G_{\tilde{F}}$. It follows from the definition of derived graphs that $b=F(x, y) a$ and $\varphi(b)=\tilde{F}(\gamma(x), \gamma(y)) \varphi(a)$. The first part of part (2) of the theorem can now be obtained by a simple substitution.

A short calculation shows that (19) is satisfied with $\tilde{\varphi}(a):=\varphi(a) \varphi(1)^{-1}$ instead of $\varphi(a)$, too; note that $\tilde{\varphi}(1)=1$. Clearly, $\tilde{\varphi}$ preserves multiplication; hence it is an isomorphism between $\langle\operatorname{im} F\rangle$ and $\langle\operatorname{im} \tilde{F}\rangle$ that maps the cosets as claimed by the theorem.

Conversely, it is easy to see that $\psi(x, a)=(\gamma(x), \varphi(a))$ is the desired graph isomorphism.

For $r \in \mathbb{N}$, we denote the set of nonisomorphic groups of order $r$ by $\mathcal{G}_{r}$. Remember that $\bar{\Omega}(G|\Gamma ; \mathcal{A}| \Phi)$ is the number of orbits of the action of $\Gamma \times \Phi$ on $\overline{\mathcal{F}}(G ; \mathcal{A})$. The classification given in Theorem 4.1 is the base of the following enumeration formula.

THEOREM 4.2. The number of nonisomorphic concrete regular r-covering projections of the graph $G$ is

$$
\begin{equation*}
\sum_{d \mid r} \sum_{\mathcal{U} \in \mathcal{G}_{d}} \bar{\Omega}(G|\operatorname{Aut}(G) ; \mathcal{U}| \operatorname{Aut}(\mathcal{U})) \tag{20}
\end{equation*}
$$

Proof. Let $\mathcal{A}, \tilde{\mathcal{A}} \in \mathcal{G}_{r}$. Assume that there are given $F \in \mathcal{F}(G ; \mathcal{A})$ and $\tilde{F} \in \mathcal{F}(G ; \tilde{\mathcal{A}})$ such that $\left(p_{F}, \mathcal{P}_{F}\right) \cong\left(p_{\tilde{F}}, \mathcal{P}_{\tilde{F}}\right)$. Set $\langle\operatorname{im} F>=\mathcal{V}$ and $<\operatorname{im} \tilde{F}\rangle=\tilde{\mathcal{V}}$. By Theorem 4.1 there exists an isomorphism $\varphi: \mathcal{V} \rightarrow \tilde{\mathcal{V}}$ such that $\tilde{F}(\gamma(x), \gamma(y))=\varphi(F(x, y))$ for some $\gamma \in \operatorname{Aut}(G)$. Assume that $|\mathcal{V}|=|\tilde{\mathcal{V}}|=d$, and let $\mathcal{U} \in \mathcal{G}_{d}$ such that $\mathcal{V}$ and $\tilde{\mathcal{V}}$ are isomorphic to $\mathcal{U}$ via isomorphisms $\chi$ and $\tilde{\chi}$, respectively. Setting $H=\chi(F)$, $\tilde{H}=\tilde{\chi}(\tilde{F})$, and $\phi=\tilde{\chi} \circ \varphi \circ \chi^{-1}$ we obtain two ordinary voltage assignments in $\overline{\mathcal{F}}(G ; \mathcal{U})$ that are in the same orbit of power group action by $\operatorname{Aut}(G) \times \operatorname{Aut}(\mathcal{U})$ via $(\gamma, \phi)$.

Table 6
Numbers of nonisomorphic concrete regular covering projections of complete graphs.

| $n \backslash^{r}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 1 | 2 | 2 | 3 | 2 | 4 | 2 |
| 3 | 1 | 4 | 6 | 16 | 10 | 24 | 16 |
| 4 | 1 | 11 | 30 | 201 | 205 | 1610 | 906 |
| 5 | 1 | 34 | 342 | 7036 | 21240 | 348067 | 396593 |

Conversely, if $H, \tilde{H} \in \overline{\mathcal{F}}(G ; \mathcal{U})$ are in the same orbit via $(\gamma, \phi)$, set $F=\chi^{-1}(H)$ and $\tilde{F}=\tilde{\chi}^{-1}(\tilde{H})$. Then part 2 of Theorem 4.1 is satisfied with $\varphi=\tilde{\chi}^{-1} \circ \phi \circ \chi$, extending $\varphi$ to the full group $\mathcal{A}$ in the following way. If $\left(c_{i}\right)$ and $\left(\tilde{c}_{i}\right)$ are representative
systems for the cosets of $\mathcal{V}$ and $\tilde{\mathcal{V}}$, respectively (excluding $\mathcal{V}$ and $\tilde{\mathcal{V}}$ ), then set $\varphi\left(c_{i}\right)=\tilde{c}_{i}$ and $\varphi\left(f c_{i}\right)=\varphi(f) \tilde{c}_{i}$ for $f \in \mathcal{V}$.

Hence there is a bijection between nonisomorphic concrete regular covering projections of $G$ such that the corresponding voltage assignments generate a group isomorphic to $\mathcal{U}$, and the orbits of power group action $\operatorname{Aut}(G) \times \operatorname{Aut}(\mathcal{U})$ on $\overline{\mathcal{F}}(G ; \mathcal{U})$, which proves the theorem.

Corollary 4.3. If $p$ is a prime, then the number of nonisomorphic concrete regular $p$-fold covering projections is $\Omega\left(G\left|\operatorname{Aut}(G) ; \mathbb{Z}_{p}\right| \mathbb{Z}_{p}^{*}\right)$.

Table 6 presents the numbers of nonisomorphic concrete regular $r$-fold covering projections of complete graphs $K_{n}$ for small numbers $r$ and $n$.
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# EXTREMAL CAYLEY DIGRAPHS OF FINITE CYCLIC GROUPS* 

XING-DE JIA ${ }^{\dagger}$


#### Abstract

Let Cay $(m, A)$ denote the Cayley digraph of $\mathbf{Z}_{m}$ generated by $A$, where $\mathbf{Z}_{m}$ is the cyclic group of residues modulo $m$. Let $r(m, A)$ denote the average distance of Cay $(m, A)$. For any $r \geq 1$ and $k \geq 1$ define $m^{*}(r, k)$ as the largest positive integer $m$ such that the average distance of the Cayley digraph $\operatorname{Cay}(m, A)$ is at most $r$ for some set $A$ with $k$ elements. In this paper, an asymptotic formula for $m^{*}(r, 2)$ is proved and a lower bound for $m^{*}(r, k)$ is also obtained for $k \geq 3$. Applications to the construction of optimal distributed loop networks are discussed in this paper. A lower bound of the average order of subsets for asymptotic bases in number theory is proved using the main theorem of this paper.
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1. Introduction. Let $\Gamma$ be a given nontrivial finite group with a generating set $A$. The Cayley digraph of $\Gamma$ with respect to $S$, denoted Cay $(\Gamma, A)$, is a digraph whose vertex set is $\Gamma$, and $(x, y)$ is a (directed) edge if and only if $x^{-1} y \in A$. Let $m$ be a positive integer. Let $\mathbf{Z}_{m}$ denote the additive group of residue classes modulo $m$. Let $A$ be a generating set of $\mathbf{Z}_{m}$. We use Cay $(m, A)$ to denote the Cayley digraph Cay $\left(\mathbf{Z}_{m}, A\right)$. In this paper, we focus on Cayley digraphs of $\mathbf{Z}_{m}$.

Let $x, y \in \mathbf{Z}_{m}$, and $d(x, y)$ denote the distance from $x$ to $y$, and $d(\operatorname{Cay}(m, A))$ denote the diameter of Cay $(m, A)$. For any integers $m \geq 2$ and $k \geq 2$, define

$$
d(m, k)=\max _{A \text { with }|A|=k} d(\operatorname{Cay}(m, A)),
$$

where $|A|$ denotes the cardinality of the set $A$. For any $d \geq 1$ and $k \geq 2$, define

$$
m(d, k)=\max \{m \mid d(\operatorname{Cay}(m, A)) \leq d \text { for some } A \text { with }|A|=k\}
$$

Wong and Coppersmith [22] proved that

$$
m(d, k) \geq\left(\frac{d}{k}+1\right)^{k}
$$

Hsu and Jia [13] proved among other results that

$$
m(d, 2)=\left\lfloor\frac{d(d+4)}{3}\right\rfloor+1
$$

for all $d \geq 2$, and as $d \rightarrow \infty$,

$$
\frac{1}{16} d^{3}+\frac{3}{8} d^{2}+O(d) \leq m(d, 3) \leq \frac{1}{14-3 \sqrt{3}}(d+3)^{3}
$$

Jia [18] recently proved that, for fixed $k \geq 4$ as $d \rightarrow \infty$,

$$
m(d, k) \geq \alpha_{k}\left(\frac{256}{125}\right)^{\lfloor k / 4\rfloor}\left(\frac{d}{k}\right)^{k}+O\left(d^{k-1}\right)
$$

[^5]where
\[

\alpha_{k}= $$
\begin{cases}1 & \text { if } k \equiv 0 \text { or } 1 \quad(\bmod 4) \\ \frac{4}{3} & \text { if } k \equiv 2 \quad(\bmod 4) \\ \frac{27}{16} & \text { if } k \equiv 3 \quad(\bmod 4)\end{cases}
$$
\]

Chen and Gu improved this lower bound in [6]. The best-known lower bound is due to Su [21], who proved that

$$
\begin{aligned}
n(d, k) & \geq \beta_{k}\left(\frac{5^{5} \cdot 7^{4}}{17^{5}}\right)^{\lfloor k / 5\rfloor}\left(\frac{d}{k}\right)^{k}+O\left(d^{k-1}\right) \\
& \approx \beta_{k}(5.2844)^{\lfloor k / 5\rfloor}\left(\frac{d}{k}\right)^{k}+O\left(d^{k-1}\right)
\end{aligned}
$$

where

$$
\beta_{k}= \begin{cases}1 & \text { if } k \equiv 0,1 \quad(\bmod 5) \\ 4 / 3 & \text { if } k \equiv 2 \quad(\bmod 5) \\ \frac{4752}{2197} \approx 2.163 & \text { if } k \equiv 3 \quad(\bmod 5) \\ \frac{165888}{50625}=3.2768 & \text { if } k \equiv 4 \quad(\bmod 5)\end{cases}
$$

Let $r(m, A)$ denote the average distance of $\operatorname{Cay}(m, A)$, that is

$$
r(m, A)=\frac{1}{m} \sum_{x \in \mathbf{Z}_{m}} d(0, x)
$$

where $d(x, y)$ is the distance from $x$ to $y$. It is obvious that the average distance is less than or equal to its diameter. In many cases, the average distance reflects more information about the Cayley digraph.

Given $m \geq 2$ and $k \geq 1$, define

$$
r(m, k)=\min _{|A|=k} r(m, A)
$$

On the other hand, given a real number $r \geq 1$ for any finite set $A$ of integers, let $m^{*}(r, A)$ denote the greatest positive integer $m$ such that the average distance $r(m, A)$ of the Cayley digraph Cay $(m, A)$ associated with $\mathbf{Z}_{m}$ and $A$ is less than or equal to $r$. For any real number $r \geq 1$ and any integer $k \geq 1$, define

$$
m^{*}(r, k)=\max _{|A|=k} m^{*}(r, A)
$$

In other words, $m^{*}(r, k)$ is the largest positive integer $m$ such that the average distance of the Cayley digraph $\operatorname{Cay}(m, A)$ is at most $r$ for some set $A$ with $k$ elements. In this paper, we are interested in these two extremal functions. We shall prove in $\S 2$ an asymptotic formula for $m^{*}(r, 2)$, namely

$$
m^{*}(r, 2)=\frac{27}{25} r^{2}+O(r) \quad \text { as } \quad r \rightarrow \infty
$$

We obtain in $\S 3$ the following lower bound for $m^{*}(r, 3)$ :

$$
m^{*}(r, 3) \geq \frac{256}{729} r^{3}+O\left(r^{2}\right) \approx 0.351 r^{3}+O\left(r^{2}\right)
$$

In $\S 4$, using the lower bounds for $m^{*}(r, 2)$ and $m^{*}(r, 3)$, we prove the following lower bound $m^{*}(r, k)$ for any fixed $k \geq 3$ as $r$ tends to infinity:

$$
m^{*}(r, k) \geq \gamma_{k}\left(\frac{4 \sqrt[3]{4}}{3}\right)^{k}\left(\frac{r}{k}\right)^{k}+O\left(r^{k-1}\right)
$$

where $\gamma_{k}$ is a constant defined as follows:

$$
\gamma_{k}= \begin{cases}1 & \text { if } k \equiv 0 \quad(\bmod 3) \\ \frac{3}{2 \sqrt[3]{4}} \approx 0.945 & \text { if } k \equiv 1 \quad(\bmod 3) \\ \frac{243}{200 \sqrt[3]{2}} \approx 0.964 & \text { if } k \equiv 2 \quad(\bmod 3)\end{cases}
$$

One fundamental goal in constructing a communication network is to minimize the transmission delay within the network when the number of nodes and the number of links are given. We often face the following problem when we design a network. Given a limit to the transmission delay and the number of links that a node can have, what is the maximal number of nodes a network may have and what is its structure? The Cayley digraph $\operatorname{Cay}(m, A)$ is often referred as a distributed loop network. Its vertices represent the nodes of the network, and the edges represent the links in the network. The diameter of the Cayley digraph corresponds to the transmission delay within the network, and the average distance of the Cayley digraph corresponds to the average transmission delay of the network. Distributed loop networks with minimal transmission delay have been studied extensively by a number of authors, see, for instance, Wong and Coppersmith [22], Fiol et al. [9], Erdös and Hsu [8], Hsu and Jia [13], Hsu and Shapiro [14], [15], and a recent survey by Bermond, Comellas, and Hsu [3]. In $\S 5$, we shall apply the results of this paper to obtain an infinite class of optimal double loop networks with respect to their average distances and an upper bound for $r(m, k)$ for $k \geq 3$, which improves that of Wong and Coppersmith [22]. In the last section of this paper, we study an application to a problem in additive number theory concerning the average order of subsets of asymptotic bases.
2. Asymptotic formula for $\boldsymbol{m}^{*}(\boldsymbol{r}, \mathbf{2})$. A subset $A$ of $\mathbf{Z}_{m}$ is called a basis of order $h$ if every element in $\mathbf{Z}_{m}$ is a sum of at most $h$ not necessarily distinct elements of $A$. For any $n \in \mathbf{Z}_{m}$, let $f(A, n)$ denote the least number of elements in $A$ with sum $n$. The average order of $A$ as a basis for $\mathbf{Z}_{m}$ is defined as

$$
\frac{1}{m} \sum_{n \in \mathbf{Z}_{n}} f(A, n)
$$

It is clear that $f(A, n)$ is the distance from 0 to $n$ in the Cayley digraph Cay $(m, A)$, and the average order of $A$ is the average distance $r(m, A)$ of $\operatorname{Cay}(m, A)$. A similar result can be found also in [9].

## Theorem 2.1.

$$
m^{*}(r, 2)=\frac{27}{25} r^{2}+O(r) \quad \text { as } \quad r \rightarrow \infty .
$$

Proof. First, we show that

$$
m^{*}(r, 2) \geq \frac{27}{25} r^{2}+O(r) \quad \text { as } \quad r \rightarrow \infty
$$

It suffices to construct a basis $A=\left\{a_{1}, a_{2}\right\}$ of average order at most $r$ for $\mathbf{Z}_{m}$, where $m=\frac{27}{25} r^{2}+O(r)$.

Let $r \geq 2$ be any positive real number. Let

$$
\lambda=\left\lfloor\frac{3 r}{5}\right\rfloor, \quad a=3 \lambda, \quad m=\lambda a+\lambda .
$$

Define $A=\{1, a\}$. We now calculate the average order $r(m, A)$ of $A$ as a basis for $\mathbf{Z}_{m}$. Let $n \in[0, m)$ be any integer. If $n \in[\lambda a, m)$, we write

$$
n=(n-\lambda a) \cdot 1+\lambda \cdot a .
$$

Hence

$$
\begin{equation*}
f(A, n) \leq(n-\lambda a)+\lambda \text { for } n \in[\lambda a, m) \tag{1}
\end{equation*}
$$

Now assume that $n \in[t a,(t+1) a)$ for some $t: 0 \leq t<\lambda$. Noticing that $a=3 \lambda$, we see that $(t+1) a-\lambda \in[t a,(t+1) a)$. When $n \in[t a,(t+1) a-\lambda), n$ can be represented as $n=(n-t a) \cdot 1+t \cdot a$. This implies that

$$
\begin{equation*}
f(A, n) \leq(n-t a)+t \text { for } n \in[t a,(t+1) a-\lambda) \tag{2}
\end{equation*}
$$

If $n \in[(t+1) a-\lambda,(t+1) a)$, then $n+m \in[(\lambda+t+1) a,(\lambda+t+1) a+\lambda)$. Hence we have

$$
n \equiv n+m=(n-(\lambda+t+1) a) \cdot 1+(\lambda+t+1) \cdot a \quad(\bmod m) .
$$

Hence

$$
\begin{equation*}
f(A, n) \leq(n-(\lambda+t+1) a)+(\lambda+t+1) \tag{3}
\end{equation*}
$$

for $n \in[(t+1) a-\lambda,(t+1) a)$. It then follows from (1), (2), and (3) that

$$
\begin{aligned}
\sum_{n=0}^{m-1} f(A, n) & =\sum_{n=0}^{\lambda a-1} f(A, n)+\sum_{n=\lambda a}^{m-1} f(A, n) \\
& =\sum_{t=0}^{\lambda-1}\left(\sum_{n=t a}^{(t+1) a-\lambda-1} f(A, n)+\sum_{n=(t+1) a-\lambda}^{(t+1) a-1} f(A, n)\right)+\sum_{n=\lambda a}^{m-1} f(A, n) \\
& \leq \sum_{t=0}^{\lambda-1}\left(\sum_{x=0}^{2 \lambda-1}(x+t)+\sum_{x=0}^{\lambda-1}(x+\lambda+1)\right)+\sum_{x=0}^{\lambda-1}(x+\lambda) \\
& =\sum_{t=0}^{\lambda-1}\left(\frac{7 \lambda^{2}}{2}-\frac{\lambda}{2}+3 \lambda t\right)+\frac{3 \lambda^{2}}{2}-\frac{\lambda}{2} \\
& =5 \lambda^{3}-\frac{\lambda^{2}}{2}-\frac{\lambda}{2} \\
& \leq 5 \lambda^{3} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
r(m, A) & =\frac{1}{m} \sum_{n=0}^{m-1} f(A, n) \leq \frac{5 \lambda^{3}}{\lambda a+\lambda} \\
& =\frac{5 \lambda^{3}}{3 \lambda^{2}+\lambda} \leq \frac{5}{3} \lambda \leq r,
\end{aligned}
$$

which implies that

$$
m^{*}(r, 2) \geq m^{*}(r, A)=m=3 \lambda^{2}+\lambda=\frac{27}{25} r^{2}+O(r)
$$

We now prove

$$
\begin{equation*}
m^{*}(r, 2) \leq \frac{27}{25} r^{2}+O(r) \tag{4}
\end{equation*}
$$

Let $A=\{a, b\}$ be a set such that

$$
m^{*}(r, A)=m^{*}(r, 2)=m
$$

Using a similar argument of Wong and Coppersmith [22], ${ }^{1}$ we can show that

$$
r(m, A) \geq \sqrt{\frac{25 m}{27}}-1
$$

which implies (4) because $r \geq r(m, A)$. The proof of Theorem 2.1 is complete.
3. Lower bound for $\boldsymbol{m}^{*}(\boldsymbol{r}, \mathbf{3})$. In this section, we shall construct a set $A$ of three elements, which gives the following lower bound for $m^{*}(r, 3)$.

Theorem 3.1.

$$
m^{*}(r, 3) \geq \frac{256}{729} r^{3}+O\left(r^{2}\right) \approx 0.351 r^{3}+O\left(r^{2}\right)
$$

Proof. Let $r \geq 3$. Define

$$
\begin{aligned}
\lambda & =\left\lfloor\frac{4 r}{9}\right\rfloor \\
b & =4 \lambda \\
c & =\lambda b+\lambda \\
m & =\lambda c+2 \lambda
\end{aligned}
$$

Let $A=\{1, b, c\}$. We now calculate the average order $r(m, A)$ of $A$ as a basis for $\mathbf{Z}_{m}$.
Let $1 \leq v \leq \lambda$ and $1 \leq w \leq \lambda$ be any integers. If $n \in[m+(v-1) b+w c, v b+$ $(r+w) c)$, then

$$
n=(n-m-(v-1) b-w c) \cdot 1+(v-1) \cdot b+w \cdot c,
$$

which implies

$$
f(A, n) \leq(n-(v-1) b-w c)+(v-1)+w .
$$

[^6]Noting that

$$
\{v b+(\lambda+w) c\}-\{m+(v-1) b+w c\}=2 \lambda,
$$

we see that

$$
\begin{aligned}
\sum_{m+(v-1) b+w c \leq n<v b+(\lambda+w) c} f(A, n) & \leq \sum_{t=0}^{2 \lambda-1}((v-1)+w+t) \\
& =2 \lambda(v+w)+2 \lambda^{2}-3 \lambda .
\end{aligned}
$$

It follows directly from the definition that the interval

$$
[v b+(\lambda+w) c, m+(\lambda+v) b+(w-1) c)
$$

contains $\lambda$ integers. If $n$ is one of these integers, then

$$
n=(n-v b-(\lambda+w) c) \cdot 1+v \cdot b+(\lambda+w) \cdot c,
$$

which implies that

$$
f(A, n) \leq(n-v b-(\lambda+w) c)+v+(\lambda+w) .
$$

Therefore,

$$
\begin{aligned}
\sum_{v b+(\lambda+w) c \leq n<m+(\lambda+v) b+(w-1) c} f(A, m) & \leq \sum_{t=0}^{\lambda-1}(v+\lambda+w+t) \\
& =\lambda(v+w)+\frac{3}{2} \lambda^{2}-\frac{1}{2} \lambda .
\end{aligned}
$$

Noting that

$$
\{m+v b+w c\}-\{m+(\lambda+v) b+(w-1) c\}=\lambda,
$$

and that every integer $n$ in $[m+(\lambda+v) b+(w-1) c, m+v b+w c)$ can be written as

$$
n=(n-m-(\lambda+v) b-(w-1) c) \cdot 1+(\lambda+v) \cdot b+(w-1) \cdot c,
$$

we have

$$
\begin{aligned}
\sum_{m+(\lambda+v) b+(w-1) c \leq n<m+v b+w c} f(A, n) & \leq \sum_{t=0}^{\lambda-1}(\lambda+v+w-1+t) \\
& =\lambda(v+w)+\frac{3}{2} \lambda^{2}-\frac{3}{2} \lambda .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\sum_{m+(v-1) b+w c \leq n<m+v b+w c} f(A, n)= & \sum_{m+(v-1) b+w c \leq n<v b+(\lambda+w) c} f(A, n) \\
& +\sum_{v b+(\lambda+w) c \leq n<m+(\lambda+v) b+(w-1) c} f(A, m)
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{m+(\lambda+v) b+(w-1) c \leq n<m+v b+w c} f(A, n) \\
\leq & \left\{2 \lambda(v+w)+2 \lambda^{2}-3 \lambda\right\} \\
& +\left\{\lambda(v+w)+\frac{3}{2} \lambda^{2}-\frac{1}{2} \lambda\right\} \\
& +\left\{\lambda(v+w)+\frac{3}{2} \lambda^{2}-\frac{3}{2} \lambda\right\} \\
= & 4 \lambda(v+w)+5 \lambda^{2}-5 \lambda .
\end{aligned}
$$

Since $v$ is arbitrary on $[1, \lambda]$, we see that

$$
\begin{aligned}
\sum_{m+w c \leq n<m+\lambda b+w c} f(A, n) & =\sum_{v=1}^{\lambda} \sum_{m+(v-1) b+w c \leq n<m+v b+w c} f(A, n) \\
& \leq \sum_{v=1}^{\lambda}\left(4 \lambda(v+w)+5 \lambda^{2}-5 \lambda\right) \\
& =4 \lambda^{2} w+7 \lambda^{3}-3 \lambda^{2} .
\end{aligned}
$$

It is easy to see that the length of the interval $[m+\lambda b+w c, m+(w+1) c)$ is $\lambda$, and that every integer $n$ is this interval can be written as

$$
n=(n-m-\lambda b-w c) \cdot 1+\lambda \cdot b+w \cdot c .
$$

## Hence

$$
\begin{aligned}
\sum_{m+\lambda b+w c \leq n<m+(w+1) c} f(A, n) & \leq \sum_{t=0}^{\lambda-1}(\lambda+w+t) \\
& =\lambda w+\frac{3}{2} \lambda^{2}-\frac{1}{2} \lambda .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\sum_{m+w c \leq n<m+(w+1) c} f(A, n) & =\sum_{m+w c \leq n<m+\lambda b+w c}+\sum_{m+\lambda b+w c \leq n<m+(w+1) c} \\
& \leq\left\{4 \lambda^{2} w+7 \lambda^{3}-3 \lambda^{2}\right\}+\left\{\lambda w+\frac{3}{2} \lambda^{2}-\frac{1}{2} \lambda\right\} \\
& =4 \lambda^{2} w+7 \lambda^{3}-\frac{3}{2} \lambda^{2}+\lambda w-\frac{1}{2} \lambda .
\end{aligned}
$$

Since $w$ is arbitrary on $[1, \lambda]$, we have

$$
\begin{aligned}
\sum_{m+c \leq n<m+(\lambda+1) c} f(A, n) & =\sum_{w=1}^{\lambda} \sum_{m+w c \leq n<m+(w+1) c} f(A, n) \\
& \leq \sum_{w=1}^{\lambda}\left\{4 \lambda^{2} w+7 \lambda^{3}-\frac{3}{2} \lambda^{2}+\lambda w-\frac{1}{2} \lambda\right\} \\
& =9 \lambda^{4}-3 \lambda^{3}-\lambda^{2} .
\end{aligned}
$$

Similarly,

$$
\sum_{m+(\lambda+1) c \leq n<2 m+c} f(A, n) \leq \sum_{t=0}^{2 \lambda-1}(\lambda+1+t)=4 \lambda^{2}+\lambda,
$$

because the length of the interval $[m+(\lambda+1) c, 2 m+c)$ is $2 \lambda$, and every integer $n$ in this interval has representation

$$
n=(n-m-(\lambda+1) c) \cdot 1+(\lambda+1) \cdot c .
$$

Therefore,

$$
\sum_{m+c \leq n<2 m+c} f(A, n) \leq 9 \lambda^{4}-3 \lambda^{3}+3 \lambda^{2}+\lambda .
$$

Finally, we have

$$
\begin{aligned}
r(m, A) & =\frac{1}{m} \sum_{m+c \leq n<2 m+c} f(A, n) \\
& \leq \frac{9 \lambda^{4}-3 \lambda^{3}+3 \lambda^{2}+\lambda}{4 \lambda^{3}+\lambda^{2}+2 \lambda} \\
& \leq \frac{9}{4} \lambda \leq r
\end{aligned}
$$

that is, $A$ is a basis of average order at most $r$ for $\mathbf{Z}_{m}$. Therefore,

$$
m^{*}(r, 3) \geq m=4 \lambda^{3}+\lambda^{2}+2 \lambda=\frac{256}{729} r^{3}+O\left(r^{2}\right)
$$

The proof is complete. $\quad$
4. Lower bound for $\boldsymbol{m}^{*}(\boldsymbol{r}, \boldsymbol{k})$.

Theorem 4.1. For any $k \geq 1$,

$$
m^{*}(r, k) \geq \gamma_{k}\left(\frac{4 \sqrt[3]{4}}{3}\right)^{k}\left(\frac{r}{k}\right)^{k}+O\left(r^{k-1}\right)
$$

where

$$
\gamma_{k}= \begin{cases}1 & \text { if } k \equiv 0 \quad(\bmod 3) \\ \frac{3}{2 \sqrt[3]{4}} \approx 0.945 & \text { if } k \equiv 1 \quad(\bmod 3) \\ \frac{243}{200 \sqrt[3]{2}} \approx 0.964 & \text { if } k \equiv 2 \quad(\bmod 3)\end{cases}
$$

To prove Theorem 4.1, we need the following lemma, which is analogous to Lemma 1 in [18].

Lemma 4.2. Let $r_{1} \geq 1$ and $r_{2} \geq 1$ be any real numbers, $k_{1}$ and $k_{2}$ any positive integers. Then

$$
m^{*}\left(r_{1}+r_{2}, k_{1}+k_{2}\right) \geq m^{*}\left(r_{1}, k_{1}\right) \cdot m^{*}\left(r_{2}, k_{2}\right)
$$

Proof. Assume $A_{s}=\left\{a_{s 1}, a_{s 2}, \ldots, a_{s k_{s}}\right\}$ is such that

$$
m^{*}\left(r_{s}, A_{s}\right)=m^{*}\left(r_{s}, k_{s}\right) \quad \text { for } \quad s=1,2 .
$$

Let $n$ be any integer. Let $p=f\left(A_{1}, n\right)$. Suppose

$$
n \equiv a_{1 i_{1}}+\cdots+a_{1 i_{p}} \quad\left(\bmod m_{1}\right)
$$

thus,

$$
n=n^{\prime} m_{1}+a_{1 i_{1}}+\cdots+a_{1 i_{p}}
$$

for some $n^{\prime}$. Suppose $q=f\left(A_{2}, n^{\prime}\right)$ and

$$
n^{\prime} \equiv a_{2 i_{1}}+\cdots+a_{2 i_{q}} \quad\left(\bmod m_{2}\right)
$$

Hence,

$$
n \equiv a_{1 i_{1}}+\cdots+a_{1 i_{p}}+m_{1} a_{2 i_{1}}+\cdots+m_{1} a_{2 i_{q}} \quad\left(\bmod m_{1} m_{2}\right) .
$$

Let $A=A_{1} \cup\left\{m_{1} a_{21} \ldots, m_{1} a_{2 k_{2}}\right\}$; then

$$
f(A, n) \leq p+q=f\left(A_{1}, n\right)+f\left(A_{2}, n^{\prime}\right)
$$

Since

$$
r_{s} \geq r\left(m_{s}, A_{s}\right)=\frac{1}{m_{s}} \sum_{x=1}^{m_{s}} f\left(A_{s}, x\right)
$$

we see that $A$, as a basis for $\mathbf{Z}_{m_{1} m_{2}}$, has average order

$$
\begin{aligned}
r(m, A) & =\frac{1}{m_{1} m_{2}} \sum_{n=1}^{m_{1} m_{2}} f(A, n) \\
& \leq \frac{1}{m_{1} m_{2}} \sum_{n=1}^{m_{1} m_{2}}\left(f\left(A_{1}, n\right)+f\left(A_{2}, n^{\prime}\right)\right) \quad\left(\text { where } n=n^{\prime} m_{1}+n_{0}, 0 \leq n_{o}<m_{1}\right) \\
& =\frac{1}{m_{1} m_{2}}\left(m_{2} \sum_{x=1}^{m_{1}} f\left(A_{1}, x\right)+m_{1} \sum_{x=1}^{m_{2}} f\left(A_{2}, x\right)\right) \\
& =\frac{1}{m_{1}} \sum_{x=1}^{m_{1}} f\left(A_{1}, x\right)+\frac{1}{m_{2}} \sum_{x=1}^{m_{2}} f\left(A_{2}, x\right) \\
& \leq r_{1}+r_{2}
\end{aligned}
$$

The proof of the lemma is complete.
Proof of Theorem 3.1. If $k=3 q$, we write $u=r / q$. It follows from Theorem 4.1 and Lemma 4.2 that

$$
\begin{aligned}
m^{*}(r, k) & =m^{*}(q u, 3 q) \geq m^{*}(u, 3)^{q} \\
& \geq\left(\frac{256}{729} u^{3}+O\left(u^{2}\right)\right)^{q} \\
& =\left(\frac{256}{729}\right)^{q}\left(\frac{r}{q}\right)^{3 q}+O\left(u^{2 q-1}\right) \\
& \geq\left(\frac{4 \sqrt[3]{4}}{3}\right)^{k}\left(\frac{r}{k}\right)^{k}+O\left(r^{k-1}\right) .
\end{aligned}
$$

It is easy to see that

$$
\begin{equation*}
m^{*}(r, 1)=\lfloor 2 r\rfloor . \tag{5}
\end{equation*}
$$

We now assume that $k \equiv 1$ or $2(\bmod 3)$. Write $k=k^{\prime}+u$, where $u=1$ or 2 . Let $q=r / k$. It follows from the above argument and (5), Theorem 2.1, and Lemma 4.2 that

$$
\begin{aligned}
m^{*}(r, k) & =m^{*}\left(q k^{\prime}+q u, k^{\prime}+u\right) \\
& \geq m^{*}\left(q k^{\prime}, k^{\prime}\right) m^{*}(q u, u) \\
& \geq\left\{\left(\frac{4 \sqrt[3]{4}}{3}\right)^{k^{\prime}}\left(\frac{q k^{\prime}}{k^{\prime}}\right)^{k^{\prime}}+O\left(\left(q k^{\prime}\right)^{k^{\prime}-1}\right)\right\} \cdot m^{*}(q u, u) \\
& =\gamma_{k}\left(\frac{4 \sqrt[3]{4}}{3}\right)^{k}\left(\frac{r}{k}\right)^{k}+O\left(r^{k-1}\right),
\end{aligned}
$$

where $\gamma_{k}$ is as defined in the theorem. The proof of Theorem 4.1 is complete.
We end this section with the following problem. Is it true that, for any fixed integer $r \geq 1$,

$$
\lim _{k \rightarrow \infty} \frac{m^{*}(r, k)}{n(r, k)}=1
$$

where $n(r, k)$ denotes the greatest positive integer $m$ such that there exists a subset $A$ of $\mathbf{Z}_{m}$ for which the diameter $d(m, A)$ of the Cayley digraph $\operatorname{Cay}(m, A)$ is no more than $r$. This is clearly true for $r=1$. For more results about $n(r, k)$, see [10], [13], [18], and [12].
5. Minimal average distance of distributed loop networks. Distributed loop networks that are optimal or nearly optimal with respect to their diameters have been studied extensively (see a survey by Bermond, Comellas, and Hsu [3]). Since the average distance of a network reflects its global performance, the investigation of loop networks that are optimal with respect to their average distances is of great interest and importance.

It is easy to see that

$$
r(m, 1)=\frac{m-1}{2}
$$

For $k=2$, Wong and Coppersmith [22] proved that

$$
\frac{5}{3 \sqrt{3}} \sqrt{m}-1 \leq r(m, 2) \leq \sqrt{m}-1
$$

where the lower bound holds for all $m$, whereas the upper bound holds for an infinite family of positive integers $m$. Theorem 2.1 leads to an infinite family of positive integers $m$ such that

$$
r(m, 2)=\frac{5}{3 \sqrt{3}}(1+o(1)) \sqrt{m}
$$

This infinite class of directed double loop networks is asymptotically optimal with respect to average distances. In fact, we can construct several other infinite classes
of asymptotically optimal double loop networks. For $k \geq 3$, Wong and Coppersmith proved that

$$
\frac{k}{k+1} \sqrt[k]{k!m} \leq r(m, k) \leq \frac{k}{2} \sqrt[k]{m}-\frac{k}{2}
$$

where the lower bound holds for all $m$, whereas the upper bound holds for an infinite family of positive integers $m$. Theorem 4.1 implies the following.

Theorem 5.1. Let $k \geq 1$ be an integer. Then there exists an infinite class of positive integers $m$, for which

$$
r(m, k) \leq(1+o(1)) \frac{3 k}{4 \sqrt[3]{4}} \sqrt[k]{\delta_{k} m} \approx 0.472 k \sqrt[k]{\delta_{k} m}
$$

where

$$
\delta_{k}=\frac{1}{\gamma_{k}}= \begin{cases}1 & \text { if } k \equiv 0 \quad(\bmod 3) \\ \frac{2 \sqrt[3]{4}}{3} \approx 1.058 & \text { if } k \equiv 1 \quad(\bmod 3) \\ \frac{200 \sqrt[3]{2}}{243} \approx 1.037 & \text { if } k \equiv 2 \quad(\bmod 3)\end{cases}
$$

This improves the lower bound of Wong and Conpersmith. Moreover, from the proofs of Lemma 4.2 and Theorems 3.1 and 4.1, we have the precise construction of the basis corresponding to each $m$ in the infinite class. We list, to each $1 \leq k \leq 5$, the infinite class of integers $\left\{m_{t}\right\}$, the corresponding generating set $A_{t}$, and the average distance $r\left(m_{t}, A_{t}\right)$

$$
\begin{array}{ll}
k=1: & m_{t}=t \text { for } t=1,2, \ldots, \\
& A_{t}=\{1\} \text { for } t=1,2, \ldots, \\
& r\left(m_{t}, A_{t}\right)=\frac{t-1}{2} ; \\
k=2: & m_{t} \leq 3 t^{2}+t \text { for } t=1,2, \ldots, \\
& A_{t}=\{1,3 t\} \text { for } t=1,2, \ldots, \\
& r\left(m_{t}, A_{t}\right)=\frac{5 t}{3} ; \\
k=3: & m_{t}=4 t^{3}+t^{2}+2 t \text { for } t=1,2, \ldots, \\
& A_{t}=\left\{1,4 t, 4 t^{2}+t\right\} \text { for } t=1,2, \ldots, \\
& r\left(m_{t}, A_{t}\right)=\frac{9 t}{4} ; \\
k=4: & m_{t}=4 t^{4}+t^{3}+2 t^{2} \text { for } t=1,2, \ldots, \\
& A_{t}=\left\{1, t, 4 t^{2}, 4 t^{3}+t^{2}\right\} \text { for } t=1,2, \ldots, \\
& r\left(m_{t}, A_{t}\right)=\frac{11 t-2}{4} ; \\
k=5: & m_{t}=12 t^{5}+7 t^{4}+7 t^{3}+2 t^{2} \text { for } t=1,2, \ldots, \\
& A_{t}=\left\{1,3 t, 3 t^{2}+t, 12 t^{3}+4 t^{2}, 12 t^{4}+7 t^{3}+t^{2}\right\} \text { for } t=1,2, \ldots, \\
& r\left(m_{t}, A_{t}\right)=\frac{47 t}{12} .
\end{array}
$$

From our proofs, it is easy to construct many other infinite classes of integers and corresponding generating sets that give similar average distances. For $k \geq 2$, it is of great interest to find an infinite class of optimal loop networks with respect to their average distance, that is, to find an infinite class of positive integers $m_{t}$ and $k$-element-generating sets $A_{t}$ such that

$$
r\left(m_{t}, k\right)=r\left(m_{t}, A_{t}\right) \quad \text { for all } t .
$$

6. Average order of subsets of asymptotic bases. Theorems 2.1, 3.1, and 4.1 can be applied to a problem in number theory concerning the average order of subsets of asymptotic bases. A set $A$ of nonnegative integers is called an asymptotic basis of order $h$ if a very large integer is a sum of at most $h$ elements in $A$. Let $g(A)$ denote the least such positive integer $h$. For any $h \geq 2$ and $k \geq 1$, define

$$
G_{k}(h)=\max _{g(A) \leq h|F|=k, F \subset A}^{g(A \backslash F)<\infty}<\max _{\substack{\mid=k}} g(A \backslash F) .
$$

This extremal function has been studied extensively by many authors (see, for instance, Erdös and Graham [7], Nathanson [20], Nash[19], Jia [16], [17], and Chen and $\mathrm{Gu}[6])$. In this section, we consider the analogue problem with respect to the average order.

Let $A$ be an asymptotic basis. ${ }^{2}$ The average order $r(A)$ of $A$ is defined as follows:

$$
r(A)=\limsup _{m \rightarrow \infty} \frac{1}{m} \sum_{n=N_{0}}^{m+N_{0}} f(A, n),
$$

where $N_{0}$ is such that every integer $n \geq N_{0}$ is a sum of elements in $A$.
Let $A$ be an asymptotic basis of average order $r$ and $F$ a subset of $A$. We are interested in the growth of the average order $r(A \backslash F)$ of $A \backslash F$ in terms of $r$, the average order of $A$. Let $r \geq 1$ be a real number and $k$ a positive integer. Define

$$
G_{k}^{*}(r)=\max _{r(A) \leq r|F|=k, F \subset A}^{r(A \backslash F)<\infty}<1 .
$$

Theorem 6.1. For any integer $k \geq 1$,

$$
G_{k}^{*}(r) \geq \lambda_{k}\left(\frac{4 \sqrt[3]{4}}{3}\right)^{k}\left(\frac{r}{k+1}\right)^{k+1}+O\left(r^{k}\right)
$$

where

$$
\lambda_{k}= \begin{cases}\frac{2 \sqrt[3]{4}}{3} \approx 1.058 & \text { if } k \equiv 0 \quad(\bmod 3) \\ 1 & \text { if } k \equiv 1 \quad(\bmod 3) \\ \frac{81 \sqrt[3]{2}}{100} \approx 1.021 & \text { if } k \equiv 2 \quad(\bmod 3)\end{cases}
$$

In particular, we have

$$
G_{1}^{*}(r) \geq \frac{27}{50} r^{2}+O(r)
$$

Given a real number $r \geq 1$ and an integer $k \geq 1$, let $m_{1}^{*}(r, k)$ denote the greatest positive integer $m$ such that the average distance of the Cayley digraph Cay $(m, A)$ is no more than $r$ for some set $A=\left\{a_{1}=1, a_{2}, \ldots, a_{k}\right\}$ of integers. It is clear that

[^7]$m_{1}^{*}(r, k) \leq m^{*}(r, k)$ for any $r$ and $k$. From the proof of Theorem 4.1, the lower bound for $m^{*}(r, k)$ is also valid for $m_{1}^{*}(r, k)$. Therefore, Theorem 6.1 follows immediately from the following theorem and Theorem 4.1.

Theorem 6.2. For any integers $r \geq 2$ and $k \geq 1$,

$$
G_{k}^{*}(r) \geq \frac{1}{2} m_{1}^{*}(r-1, k+1) .
$$

Proof. Let $m=m_{1}^{*}(r-1, k+1)$. Let $A_{k+1}=\left\{a_{0}=1<a_{1}<\cdots<a_{k}\right\}$ be a set such that $m^{*}\left(r-1, A_{k+1}\right)=m^{*}(r-1, k+1)$.

Define $F=\left\{a_{1}, \ldots, a_{k}\right\}$, and $A=\{1, i m \mid i=0,1, \ldots\} \cup F$. It is clear that the average order of $A \backslash F$ is $\frac{m}{2}$. Therefore, it suffices to show that the average order $r(A) \leq r$.

If $q$ is sufficiently large, it is clear that $n \in[q m,(q+1) m)$ has representation with the least number of elements

$$
n=p m+a_{i_{1}}+\cdots+a_{i_{t}}
$$

if and only if

$$
n \equiv a_{i_{1}}+\cdots+a_{i_{t}} \quad(\bmod m)
$$

is a representation of $n \in \mathbf{Z}_{m}$ as a sum of elements in $A_{k+1}$ with the least number of summands. Since $f(A, p m+n)=f(A, q m+n)$ if $p, q$ are sufficiently large, we see that, for some $q$ sufficiently large,

$$
\begin{aligned}
r(A) & =\frac{1}{m} \sum_{n=0}^{m-1} f(A, q m+n)=1+\frac{1}{m} \sum_{n=0}^{m-1} f\left(A_{k+1}, n\right) \\
& =1+r\left(m, A_{k+1}\right) \leq 1+(r-1)=r .
\end{aligned}
$$

The proof is complete.
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#### Abstract

It is possible to view communication complexity as the minimum solution of an integer programming problem. This integer programming problem is relaxed to a linear programming problem and from it information regarding the original communication complexity question is deduced. A particularly appealing avenue this opens is the possibility of proving lower bounds on the communication complexity (which is a minimization problem) by exhibiting upper bounds on the maximization problem defined by the dual of the linear program.

This approach works very neatly in the case of nondeterministic communication complexity. In this case a special case of Lovász's fractional cover measure is obtained. Through it the amortized nondeterministic communication complexity is completely characterized. The power of the approach is also illustrated by proving lower and upper bounds on the nondeterministic communication complexity of various functions.

In the case of deterministic complexity the situation is more complicated. Two attempts are discussed and some results using each of them are obtaied. The main result regarding the first attempt is negative: one cannot use this method for proving superpolynomial lower bounds for formula size. The main result regarding the second attempt is a "direct-sum" theorem for two-round communication complexity.
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1. Introduction. Many combinatorial optimization problems can be expressed as integer programming problems. Relaxing an integer programming problem to a linear programming problem often gives useful information regarding the original one. In this paper we apply this technique to the study of communication complexity.

We consider communication complexity in the wide context of computing relations: we have two players $P_{1}$ and $P_{2}$, holding $n$-bit input strings, $x$ and $y$ respectively. They wish to find a value $z$ satisfying a relation $R(x, y, z) .{ }^{1}$ The goal of the players is to communicate as few bits as possible. This general communication complexity problem contains as special cases the communication complexity of functions, as defined by Yao [Y79] (and studied in numerous works later on), and the relations defined by Karchmer and Wigderson [KW88], which are important because of their close relationship with boolean circuit depth.

It is convenient to count the number of different histories of the protocol. It is well known (see [K89]) that the logarithm of this quantity is equal (up to a constant factor) to the communication complexity. In the case of relations corresponding to circuit depth of boolean functions, this measure gives exactly the formula size. We

[^8]may thus view the communication problem as a covering problem: cover the whole space of possible inputs by possible histories. As an integer programming problem this becomes the following: assign $0-1$ weights to the possible histories of a communication protocol such that each possible input is covered with weight 1.

We formalize this integer programming problem and then study the linear programming relaxation of it. Two of the most intriguing features of this approach are

- It allows one to study the dual linear programming problem. In particular, one can give lower bounds to the original problems by providing upper bounds to their dual problems.
- It turns out that the linear programming relaxation often has "direct sum" properties; i.e., the complexity of solving two independent problems simultaneously is exactly equal to the sum of the separate complexities. These results then imply similar results for the original complexity measure.
In this paper we study three different formalizations and relaxations. The first formalization deals with the nondeterministic case. It is presented first since it is the most elegant and successful case. Two formalizations for the deterministic case are also presented, neither of them without problems.

Our first formalization, for nondeterministic communication complexity, is studied in §2. The main results we obtain in this case are

- The linear relaxation gives exactly Lovász's "fractional cover" measure [L75]. On the other hand it has a natural interpretation in communication complexity terms.
- The linear relaxation is always very close to the "true" nondeterministic communication complexity.
- We get direct-sum results for nondeterministic communication complexity, re-proving and strengthening the recent results of [FKN91]. In particular we show that the linear relaxation completely characterizes the amortized nondeterministic communication complexity.
- Various known upper and lower bounds are given new simple proofs using the linear programming relaxations.
- Some connections are shown with the private-coins vs. public-coins question in randomized communication complexity.
Our second formalization, studied in $\S 3$, considers the "natural" approach to describing deterministic communication complexity as integer and then linear programs. Our main concern in this section is with communication complexity of relations that correspond to boolean circuit depth and formula size (as in [KW88]). The main results we obtain using this approach are
- We give a surprising new proof of Khrapchenko's quadratic lower bound [K71] on the formula size of the parity function.
- We show that this approach cannot give superquadratic lower bounds for the formula size of any boolean function. In particular, the solution of the integer program may be vastly different from the solution of the linear program.
- We give some indication that for monotone circuit depth and formula size, this approach may yield exponential lower bounds.
The basic failure of the "natural" approach to deterministic communication complexity led us to consider the third formalization, discussed in $\S 4$. This formalization uses a round-by-round approach to communication complexity, and we were only able to obtain results for one-round and two-round protocols. The main results we obtain are
- Direct-sum results for deterministic one-round and two-round communication complexity.
- En route we generalized some of Lovász's results regarding fractional covers to the weighted case, results that may be of independent interest. (Generalizations of some of the results were already known [C79].)
The three different sections of this paper are technically nearly independent of each other. Each section contains an introduction which describes the formalization studied in the section and mentions the basic results obtained.


## 2. Nondeterministic complexity.

2.1. Introduction. In the nondeterministic model of communication complexity the two players may act nondeterministically, but once they reach an answer, they must be sure of its correctness. It is well known that the nondeterministic communication complexity of a relation $R$, denoted $C_{N}(R)$, is simply the logarithm (base 2) of the number of monochromatic rectangles needed to cover the matrix associated with the function.

Definition 2.1. Given a relation $R \subseteq\{0,1\}^{n} \times\{0,1\}^{n} \times Z$ we denote by $M_{R}$ the matrix representing this relation. That is, each row of $M_{R}$ corresponds to an input $x$ of $P_{1}$, and each column corresponds to an input $y$ of $P_{2}$. The entry $(x, y)$ contains the set of all $z$ 's that satisfy $R(x, y, z)$. A rectangle of $M_{R}$ is a submatrix of the form $A \times B$ where $A, B \subseteq\{0,1\}^{n}$. A rectangle $A \times B$ is called monochromatic if there exists some element $z$ which is a member of all entries of the rectangle.

DEfinition 2.2. The nondeterministic cover number of a relation $R$, denoted $N(R)$, is the minimum number of monochromatic rectangles that cover $M_{R}$, allowing overlaps.

We associate with every relation $R$ a hypergraph $H_{R}=(V, E)$ as follows. The vertices of $H_{R}$ are all possible inputs (i.e., $\left.V=\{0,1\}^{n} \times\{0,1\}^{n}\right)$. The hyperedges are all monochromatic rectangles. We can write the nondeterministic cover number as an integer programming problem. Let $R$ be a relation, and let $H_{R}=(V, E)$ be the corresponding hypergraph. A nondeterministic cover of $R$ can be viewed as a boolean function $\phi: E \rightarrow\{0,1\}$, such that

$$
\forall v \in V: \sum_{e \in E: v \in e} \phi(e) \geq 1
$$

The cover number $N(R)$ is defined as $\min _{\phi} \sum_{e \in E} \phi(e)$ where $\phi$ ranges over all nondeterministic covers of $H_{R} \cdot{ }^{2}$ We now define the relaxation of $N(R)$.

DEfinition 2.3. A nondeterministic fractional cover of $H_{R}$ is a real function $\phi: E \rightarrow[0,1]$, such that

$$
\forall v \in V: \sum_{e \in E: v \in e} \phi(e) \geq 1
$$

The fractional cover number of $R$, denoted $N^{*}(R)$, is defined as $\min _{\phi} \sum_{e \in E} \phi(e)$ where $\phi$ ranges over all nondeterministic fractional covers of $H_{R}$.

[^9]As mentioned, this definition is just a special case of Lovász's definition of fractional covers [L75], and therefore we may apply his more general results. In particular, Lovász shows (see Theorem 2.6 below) that the fractional cover number $N^{*}$ can never be much smaller than the cover number $N$ (clearly, $N^{*}(R) \leq N(R)$, for every $R$ ). Thus, the linear program will give us much information regarding the original nondeterministic communication complexity problem. We use this approach to obtain some very simple proofs of (basically known) upper and lower bounds to nondeterministic communication complexity.

We now give a simple interpretation for the fractional cover number in the case of communication complexity: a simple way to give a lower bound to $N(R)$ is to give an upper bound to the size of any monochromatic rectangle. This can of course be done relative to any distribution $P$ on $X \times Y$ : let $\operatorname{Bound}_{P}(R)=\max _{e} \operatorname{Pr}_{P}(e)$, where $e$ ranges over all monochromatic rectangles of $R$. It is clear that for any distribution $P, 1 / \operatorname{Bound}_{P}(R)$ is a lower bound for $N(R)$. It turns out that the best bound one can obtain this way is exactly $N^{*}(R)$.

Lemma 2.4. $\quad N^{*}(R)=\max _{P} \frac{1}{\operatorname{Bound}(R)}$, where $P$ ranges over all probability distributions on $X \times Y$.

Proof. By the same argument as above, $N^{*}(R) \geq \frac{1}{\operatorname{Bound}_{P}(R)}$, for every $P$. Therefore one direction follows immediately. For the second direction we use the primal-dual theorem for linear programming. The dual of the linear program defining $N^{*}(R)$ is

$$
\max _{\xi} \sum_{x, y} \xi(x, y)
$$

where $\xi$ is any real function $\xi: V \rightarrow[0,1]$, such that

$$
\forall e \in E \quad \sum_{(x, y) \in e} \xi(x, y) \leq 1 .
$$

The lemma can be verified by associating with every $\xi$ a distribution $P_{\xi}, P_{\xi}(x, y)=$ $\xi(x, y) / \sum_{x^{\prime}, y^{\prime}} \xi\left(x^{\prime}, y^{\prime}\right)$.

The main result we obtain regarding the fractional cover number is that this measure captures completely the cost of solving simultaneously several problems on independent inputs. In particular, we show that $N^{*}$ is multiplicative with respect to the direct sum.

Theorem. Let $R, R_{1}, \ldots, R_{k}$ be arbitrary relations. Then,

- $\log N^{*}(R) \leq C_{N}(R) \leq \log N^{*}(R)+O(\log n)$,
- $\prod_{i} N^{*}\left(R_{i}\right)=N^{*}\left(R_{1} \times \cdots \times R_{k}\right)$

These results immediately imply the "direct sum" results in [FKN91]. In fact the following corollary gives the underlying reason for these "direct sum" results. Let $k$ be an integer and let $R^{k}$ denote the "direct sum" of $R k$ times. Namely, to compute $R^{k}$ we need to compute simultaneously $R$ on $k$ independent inputs. Denote by $\tilde{C}_{N}(R)$ the amortized communication complexity of $R$ [FKN91], i.e., $\limsup _{k \rightarrow \infty}, C_{N}\left(R^{k}\right) / k$.

Corollary. Let $R$ be any relation. Then, $\tilde{C}_{N}(R)=\log N^{*}(R) \geq C_{N}(R)-$ $O(\log n)$.

A similar theorem holds for the "one-sided" version of nondeterministic complexity of boolean functions, where the players have to be sure about the output only if they output 1. In this case, the problem is to cover the 1's of the function using 1-monochromatic rectangles. (We denote by $C_{N P}(f), \tilde{C}_{N P}(f)$, and $N P^{*}(f)$ the analogues of $C_{N}(f), \tilde{C}_{N}(f)$, and $N^{*}(f)$, for this case.)

To demonstrate the tightness of our results we exhibit a simple function which has a large gap between $N P(f)$ and $N P^{*}(f)$, and thus also between $C_{N P}(f)$ and $\tilde{C}_{N P}(f)$. Let $N E(x, y)$ be the nonequality function giving " 1 " iff the $n$-bit strings $x$ and $y$ are not equal. We show

$$
C_{N P}(N E)=\Theta(\log n) \text { but } \tilde{C}_{N P}(N E)=\Theta(1) .
$$

It is interesting to note that for this function the complexity difference between $C_{N P}(f)$ and $\tilde{C}_{N P}(f)$ mirrors the complexity difference between the "private-coins" and "public-coins" variants of randomized complexity. We explain this phenomena (that randomization in the public-coins model is more powerful than nondeterminism) and prove that while the (one-sided error) randomized complexity in the public-coins model can be smaller than $C_{N P}(f)$, it is always at least $\tilde{C}_{N P}(f)=\log N P^{*}(f)$.
2.2. Direct sums. We start by defining the product of two hypergraphs.

Definition 2.5. Given two hypergraphs $H_{1}$ and $H_{2}$ we define their product $H_{1} \times H_{2}$ by $V\left(H_{1} \times H_{2}\right)=V\left(H_{1}\right) \times V\left(H_{2}\right)$ and $E\left(H_{1} \times H_{2}\right)=\left\{e_{1} \times e_{2} \mid e_{1} \in E\left(H_{1}\right), e_{2} \in\right.$ $\left.E\left(H_{2}\right)\right\}$.

The following result of Lovász is crucial.
Theorem 2.6 ([L75]). Let $H, H_{1}$, and $H_{2}$ be any hypergraphs then

1. $N^{*}(H) \geq \frac{N(H)}{\ln |V(H)|}$;
2. $N^{*}\left(H_{1} \times H_{2}\right)=N^{*}\left(H_{1}\right) \cdot N^{*}\left(H_{2}\right)$.

The first statement directly yields the following corollary.
Corollary 2.7. Let $R$ be any relation. Then, $\log N^{*}(R) \leq C_{N}(R) \leq \log N^{*}(R)+$ $\log n+O(1)$.

Definition 2.8. Given two relations $R$ and $S$, their direct sum, denoted $R \times S$, is the problem of solving both $R$ and $S$ simultaneously on independent inputs.

Note that usually, for two relations $R$ and $S$, the hypergraph $H_{R \times S}$ is not the same as the hypergraph obtained by the product $H_{R} \times H_{S}$. However, the following lemma claims that both have the same nondeterministic fractional cover number.

Lemma 2.9. Let $R$ and $S$ be two relations. Then $N^{*}\left(H_{R \times S}\right)=N^{*}\left(H_{R} \times H_{S}\right)$.
Proof. For proving that $N^{*}\left(H_{R \times S}\right) \leq N^{*}\left(H_{R} \times H_{S}\right)$, note that if $e_{R}$ is a monochromatic rectangle of $M_{R}$ and $e_{S}$ is a monochromatic rectangle of $M_{S}$, then $e_{R} \times e_{S}$ is a monochromatic rectangle of $M_{R \times S}$. Therefore, $E\left(H_{R} \times H_{S}\right) \subseteq E\left(H_{R \times S}\right)$. This implies that every nondeterministic fractional cover $\phi$ defined for $H_{R} \times H_{S}$ can be extended with zeroes to a nondeterministic fractional cover of $H_{R \times S}$, and thus the inequality follows.

On the other hand, given the optimal nondeterministic fractional cover $\phi$ defined on $E\left(H_{R \times S}\right)$, we can take every hyperedge $e=X \times Y \subseteq V\left(H_{R}\right) \times V\left(H_{S}\right)$ with $\phi(e)>0$, and define $X_{R}, X_{S}, Y_{R}$, and $Y_{S}$ to be the projections of $X$ and $Y$ on the first and second coordinates respectively (i.e., the projections on $V\left(H_{R}\right)$ and $V\left(H_{S}\right)$ respectively). Now, define $e_{R}=X_{R} \times Y_{R}$ and $e_{S}=X_{S} \times Y_{S}$. These are monochromatic rectangles of $M_{R}$ and $M_{S}$ (respectively) and thus $e_{R} \times e_{S}$ is a hyperedge of $H_{R} \times H_{S}$. Define, for every $e, \phi^{\prime}\left(e_{R} \times e_{S}\right)=\phi(e)$ (if more than one hyperedge correspond to the same $e_{R}, e_{S}$ then $\phi^{\prime}\left(e_{R} \times e_{S}\right)$ is the sum of $\phi(e)$ for all those $e^{\prime}$ s). We get that $\phi^{\prime}$ is a nondeterministic fractional cover of $H_{R} \times H_{S}$ (since the monochromatic rectangle $e_{R} \times e_{S}$ contains the monochromatic rectangle $e$ ) and therefore $N^{*}\left(H_{R} \times H_{S}\right) \leq$ $N^{*}\left(H_{R \times S}\right)$.

We can now get the following set of "direct sum" results.
Theorem 2.10. Let $R, R_{1}, \ldots, R_{k}$ be the arbitrary relations:

- $N^{*}\left(\times_{i=1}^{k} R_{i}\right)=\prod_{i=1}^{k} N^{*}\left(R_{i}\right) ;$
- $\sum_{i=1}^{k} \log N^{*}\left(R_{i}\right) \leq C_{N}\left(\times_{i=1}^{k} R_{i}\right) \leq \sum_{i=1}^{k} \log N^{*}\left(R_{i}\right)+\log k n+O(1)$;
- $\tilde{C}_{N}(R)=\log N^{*}(R)$.

Proof. The lower bounds on $C_{N}$ follow from Theorem 2.6 and Lemma 2.9. The upper bounds follow from Theorem 2.6 and Corollary 2.7. The bound for $\tilde{C}_{N}$ is obtained by taking $k$ copies of $R$ and letting $k$ approach infinity.

By using Corollary 2.7 we can eliminate $N^{*}$ from the statement, getting as a corollary the somewhat weaker results of [FKN91].

Corollary 2.11. Let $R, R_{1}, \ldots, R_{k}$ be the arbitrary relations:

- $\sum_{i=1}^{k} C_{N}\left(R_{i}\right)-k \log n-O(1) \leq C_{N}\left(\times_{i=1}^{k} R_{i}\right) \leq \sum_{i=1}^{k} C_{N}\left(R_{i}\right)$
- $C_{N}(R)-\log n-O(1) \leq \tilde{C}_{N}(R) \leq C_{N}(R)$
2.3. One-sided nondeterministic complexity. In the case that boolean functions are computed, one is frequently only interested in the "NP"-version of nondeterministic complexity, i.e., where the players need only be sure of the answer in the case where $f(x, y)=1$. We denote this complexity by $C_{N P}(f)$. It is not difficult to see that the corresponding covering problem is simply to cover all the 1-inputs of $f$ by 1-monochromatic rectangles.

It is straightforward to carry over all of our results to this case as well, where in the direct sum of $f$ and $g$, we need only cover the joint 1 's of $f$ and $g$, i.e., cover the 1 's of $f \wedge g$. In particular we get the following corollaries.

Theorem 2.12. Let $f_{1}, \ldots, f_{k}$ be any $k$ functions. Then

$$
\sum_{i=1}^{k} C_{N P}\left(f_{i}\right)-k \log n-O(1) \leq C_{N P}\left(f_{1} \wedge \cdots \wedge f_{k}\right) \leq \sum_{i=1}^{k} C_{N P}\left(f_{i}\right)
$$

The following example shows how the above results can be used for proving lower bounds on the nondeterministic communication complexity.

Example 1. Let the "disjointness" function be defined as follows: $\operatorname{DISJ}_{n}(x, y)$ is defined for every $x, y \in\{0,1\}^{n}$ as 1 if there is no index $i$ such that $x_{i}=y_{i}=1$ (and 0 otherwise). Clearly,

$$
\operatorname{DISJ}_{n}(x, y)=\bigwedge_{i=1}^{n} \operatorname{DISJ}_{1}\left(x_{i}, y_{i}\right)
$$

Therefore, $N P\left(\mathrm{DISJ}_{n}\right) \geq N P^{*}\left(\mathrm{DISJ}_{n}\right)=\left(N P^{*}\left(\mathrm{DISJ}_{1}\right)\right)^{n}=2^{n}$, where the last equality follows by noting that $N P^{*}\left(\mathrm{DISJ}_{1}\right)=2$. Thus we have

$$
C_{N}\left(\mathrm{DISJ}_{n}\right)=C_{N P}\left(\mathrm{DISJ}_{n}\right)=n
$$

2.4. Fractional covers and randomized complexity. The following theorem relates $N P^{*}(f)$ to $C_{R-\text { pub }}(f)$-the communication complexity of computing $f$ by a probabilistic one-side error protocol (i.e., a protocol that might err only if $f(x, y)=1$ with probability smaller than, say, $\frac{1}{2}$ ) in the public coins model. ${ }^{3}$ It is known that $C_{R-\text { pub }}(f)$ is smaller than $C_{R-\text { priv }}(f)$ (one-sided error protocols in the private-coins model) by at most an additive factor of $\log n$. Clearly, $C_{N P}(f) \leq C_{R-\text { priv }}(f) .{ }^{4}$ We

[^10]already proved that $\log N P^{*}(f)$ is smaller than $C_{N P}(f)$ by at most an additive term of $\log n$. To complete the picture we give the following theorem.

Theorem 2.13. Let $f$ be a function. Then $\log N P^{*}(f) \leq C_{R-\mathrm{pub}}(f)+1$.
Proof. Given $F$, a probabilistic one-sided error protocol for $f$ in the public-coins model, we will construct a fractional cover for the 1 's of $M_{f}$, as needed. Let $r$ be a possible (public) random string and let $p(r)$ be its probability. Fixing $r$, then $F$ is just a deterministic protocol and therefore induces a cover of the 1 's of $M_{f}$ by at most $2^{C_{R-\text { pub }}(f)}$ monochromatic rectangles. We add to the cover all the rectangles in which the output is " 1. ." As the protocol has only one-sided errors then these rectangles cover only " 1 "-entries. With each such rectangle $e$ we associate a value $\phi(e)=2 p(r)$. We repeat this process for every possible random string $r$. We claim that the obtained cover is what we aim for. First, note that for every $(x, y)$ such that $f(x, y)=1$ we have

$$
\sum_{e:} \sum_{(x, y) \in e} \phi(e)=2 \cdot \operatorname{Prob}(F \text { outputs } 1 \text { on input }(x, y)) \geq 2 \cdot \frac{1}{2}=1
$$

Finally, note that the cover we construct satisfies

$$
\sum_{e} \phi(e) \leq \sum_{r} 2 p(r) \cdot 2^{C_{R-\mathrm{pub}}(f)}=2 \cdot 2^{C_{R-\mathrm{pub}}(f)}
$$

We now show that the above theorem can be used to estimate $N P^{*}(f)$.
Example 2. Let the "nonequality" function be defined as follows: $N E_{n}(x, y)$ is defined for every $x, y \in\{0,1\}^{n}$ as 1 if $x \neq y$ and 0 otherwise. It is known that $C_{D}\left(N E_{n}\right)=n$, and that $C_{N}\left(N E_{n}\right)=\Theta(\log n) .^{5}$ On the other hand, $C_{R-\mathrm{pub}}\left(N E_{n}\right)=$ $O(1) .{ }^{6}$ By Theorem 2.13, we get that $N P^{*}\left(N E_{n}\right)=O(1)$. (Note that for this function $C_{R-\text { pub }}$ is less than $N P$.)

In the following example we show how to use these techniques to derive nontrivial upper bounds on the nondeterministic communication complexity. Interestingly, this is done without describing explicitly protocols that compute the functions.

Example 3. Let $n$ be a perfect square. Let $f_{n}$ be the following function: view each input string as $\sqrt{n}$ substrings of length $\sqrt{n}$ (i.e., $x=\bar{x}_{1} \bar{x}_{2} \ldots \bar{x}_{\sqrt{n}}$ and $y=$ $\bar{y}_{1} \bar{y}_{2} \ldots \bar{y}_{\sqrt{n}}$, where $\bar{x}_{i}, \bar{y}_{i} \in\{0,1\}^{\sqrt{n}}$, for every $i$ ). Let $f_{n}$ be defined as follows: $f_{n}(x, y)$ is 1 if there exists an $i$ such that $\bar{x}_{i}=\bar{y}_{i}$. This function was studied in [MS82], [F87], and a (tight) $O(\sqrt{n})$ upper bound was proved for its nondeterministic communication complexity, using a complex protocol. Here we give a very simple proof for this upper bound. Clearly, $C_{N P}\left(f_{n}\right)=O(\sqrt{n}) .{ }^{7}$ Therefore to prove that $C_{N}\left(f_{n}\right)=O(\sqrt{n})$ it is enough to prove that $C_{N P}\left(\bar{f}_{n}\right)=O(\sqrt{n}) .{ }^{8}$ For this, we write $\bar{f}_{n}(x)=\bigwedge_{i=1}^{\sqrt{n}} N E_{\sqrt{n}}\left(\bar{x}_{i}, \bar{y}_{i}\right)$. Therefore, $N P^{*}\left(\bar{f}_{n}\right)=\left(N P^{*}\left(N E_{\sqrt{n}}\right)\right)^{\sqrt{n}}$ which equals by the previous example to $(O(1))^{\sqrt{n}}$. This implies that $C_{N P}\left(\bar{f}_{n}\right)=O(\sqrt{n})$.

[^11]
## 3. Deterministic complexity: disjoint cover.

3.1. Introduction. As shown, our approach works well for nondeterministic complexity. In the case of computing functions we do get some nontrivial information regarding deterministic complexity, as [AUY83] showed that there can be at most a quadratic gap between deterministic and nondeterministic complexity. In the case of relations we may get no information at all, as the gap between deterministic and nondeterministic complexity can be exponential. However, we will show that the suggested approach leads to some results.

A natural approach to present deterministic communication complexity as a covering problem is simply to forbid overlap of any two rectangles in the monochromatic cover.

Definition 3.1. The deterministic cover number of a relation $R$, denoted $D(R)$, is the minimum number of monochromatic rectangles in a disjoint (nonoverlapping) cover of the set of inputs.

As opposed to the nondeterministic case where the nondeterministic complexity, $C_{N}(R)$, was always $\Theta(\log N(R))$, it is still an open problem whether the deterministic complexity, $C_{D}(R)$, is always $\Theta(\log D(R))$. However, it is still true that $\log D(R) \leq$ $C_{D}(R)$. Furthermore, it is implicit in [AUY83] that $\log D(R) \geq \sqrt{C_{D}(R)}$, and thus these two measures are quite close. Let us also mention that if $R_{g}$ is a relation associated with the circuit depth of a boolean function $g$ (à la [KW88]) then $D\left(R_{g}\right)$ yields a lower bound to the formula size complexity.

Therefore it is important to understand the measure $D(R)$. This measure has the advantage of being more combinatorial than $C_{D}(R)$. As previously, we can express $D(R)$ as an integer program. For a relation $R$, let $H_{R}=(V, E)$ be the corresponding hypergraph. A deterministic cover of $H_{R}$ is a boolean function $\phi: E \rightarrow\{0,1\}$, such that

$$
\forall v \in V: \sum_{e \in E: v \in e} \phi(e)=1
$$

The deterministic cover number of $R$, denoted $D(R)$, is $\min _{\phi} \sum_{e \in E} \phi(e)$ where $\phi$ is a deterministic cover. Again, we can relax the integrality condition. Thus, we get the following definition.

Definition 3.2. A deterministic fractional cover of the hypergraph $H_{R}$ is a real function $\phi: E \rightarrow[0,1]$, such that

$$
\forall v \in V: \sum_{e \in E: v \in e} \phi(e)=1
$$

$D^{*}(R)$ is defined as $\min _{\phi} \sum_{e \in E} \phi(e)$ where $\phi$ is a deterministic fractional cover.
Our goal is to prove lower bounds on $D(R)$ by proving lower bounds for $D^{*}(R)$. For this, we look at the dual linear program which is defined as follows. Let $R$ be a relation, and let $H_{R}$ be the corresponding hypergraph. Then, by the duality theorem,

$$
D^{*}(R)=\max _{w} \sum_{v \in V} w(x, y)
$$

where $w$ ranges over all real functions that satisfy

$$
\forall e \in E \quad \sum_{v \in E} w(x, y) \leq 1
$$

It is important to notice that, as opposed to the nondeterministic case, there may be a huge gap between $D(R)$ and $D^{*}(R)$ (we will present an example below). Still, lower bounds for $D^{*}(R)$ do give lower bounds to $D(R)$. Our first result does exactly that, giving a new proof to Khrapchenko's quadratic lower bound for the formula size of the parity function, by proving a lower bound for $D^{*}\left(R_{\oplus_{n}}\right)$, where $R_{\oplus_{n}}$ is the relation associated (à la [KW88]) with parity. ${ }^{9}$ The new proof is achieved by exhibiting an upper bound to the dual problem.

Theorem. Let $R_{\oplus_{n}}$ be the relation associated with the parity function (as above) then $D^{*}\left(R_{\oplus_{n}}\right)=\Theta\left(n^{2}\right)$.

Our major result regarding this approach is negative though. We show that this method cannot prove superquadratic lower bounds to the formula size of any boolean function.

Theorem. Let $f$ be any boolean function and let $R_{f}$ be the relation associated with it. Then $D^{*}\left(R_{f}\right)=O\left(n^{2}\right)$.

Note that for most boolean functions $f, D\left(R_{f}\right)=2^{\Theta(n)}$. This result specifically suggests that anyone aiming to prove lower bounds for the circuit depth of boolean functions should abandon this approach. However, we do give some indication that proving lower bounds to monotone circuit depth might be possible using this approach. This gives another example of the big difference between monotone and nonmonotone computation.
3.2. Khrapchenko's lower bound. Khrapchenko [K71] gives the only known general lower bound for search problems. Let $R \subseteq X \times Y \times Z$ be any relation, and let $M$ be the corresponding matrix. Let $A \subseteq X \times Y$ be any set with the following properties:

1. $\forall(x, y) \in A,\left|M_{x, y}\right|=1$.
2. $\forall x \in X$ and $z \in Z$ there is at most one $y \in Y$ such that $(x, y) \in A$ and $M_{x, y}=\{z\}$.
3. $\forall y \in Y$ and $z \in Z$ there is at most one $x \in X$ such that $(x, y) \in A$ and $M_{x, y}=\{z\}$.
Theorem 3.3 ([K71]). $D(R) \geq \frac{|A|^{2}}{|X| \cdot|Y|}$.
As an example of an application of Theorem 3.3 consider the matrix of $R_{\oplus_{n}}$ indexed by $\left\{x: \oplus_{i} x_{i}=1\right\} \times\left\{y: \oplus_{i} y_{i}=0\right\}$ and whose $(x, y)$ entry is $\left\{i: x_{i} \neq y_{i}\right\}$.

Corollary 3.4. $D\left(R_{\oplus_{n}}\right) \geq n^{2}$.
Proof. Let $A=\{(x, y) \in X \times Y$ such that $d(x, y)=1\} .{ }^{10}$ It is easy to see that $A$ has the required properties and provides the desired lower bound.

We prove a slight strengthening of this result.
Theorem 3.5. $D^{*}(R) \geq \frac{|A|^{2}}{|X| \cdot|Y|}$.
Corollary 3.6. $D^{*}\left(R_{\oplus_{n}}\right) \geq n^{2}$, with equality for $n=2^{k}$.
We give here the proof of the corollary. The same ideas with some technical algebraic calculations can be used to prove Theorem 3.5 in its full generality. In §3.2.1, we give some general heuristics that can help in such proofs. In §3.2.2, we use these heuristics for proving the corollary.
3.2.1. Heuristics for proving an upper bound for the dual. To prove a lower bound for $D^{*}(R)$, we only have to exhibit a solution to the dual program. For

[^12]this, we have at our disposal the powerful paradigm of trial and error. The following heuristics can be quite helpful in our quest for a solution for the dual problem. After presenting these heuristics we will use them for the proof of Corollary 3.6.

- Let $\Pi\left(H_{R}\right)$ be the automorphism group of $H_{R}$. A solution $\vec{w}$ for the dual problem is invariant under $\Pi\left(H_{R}\right)$ if $w_{(x, y)}=w_{\pi(x, y)}$ for every $(x, y)$ and $\pi \in$ $\Pi\left(H_{R}\right)$. Similarly, we can define invariant solutions for $D^{*}$. A symmetrization argument can be used to show that, without loss of generality, the optimal solutions to both $D^{*}$ and its dual are invariant under $\Pi\left(H_{R}\right)$. This clearly reduces the size of both linear programs.
- Intuitively, it is worthwhile to give $(x, y)$ a positive weight if it does not appear in many monochromatic rectangles. This is because such a positive weight does not affect many rectangles. Conversely, if $(x, y)$ appears in lots of monochromatic rectangles then we could benefit by making $w_{(x, y)}$ negative, thus helping many rectangles without lowering by much the value of $D^{*}$.
- Having decided which pairs $(x, y)$ will get positive weights, we could test this decision by asking whether the following modified version of $M$ has the same $D^{*}$ :

$$
\tilde{M}_{x, y}= \begin{cases}M_{x, y} & \text { if } w_{(x, y)} \text { is positive }, \\ Z & \text { otherwise }\end{cases}
$$

where $Z$ is the set of all possible solutions. In a sense, this means that we have to assign positive weights to the hardest pairs. Conversely, if we have a solution for the dual problem, we will get information about the core of the problem.

- Given an optimal solution to $D^{*}$, the theory of linear programming tells us which of the inequalities of the dual have to be saturated. In particular, if for a given monochromatic rectangle $e, \phi(e)$ is positive then the corresponding inequality in the dual has to be saturated. That is, the sum of the weights of the entries in $e$ have to add up to one. Given that we suspect that a given solution to $D^{*}$ is optimal, we can use this information to try to construct a suitable solution for the dual.
3.2.2. Proof of Corollary 3.6. We will assume that $n=2^{k}$. For general $n$ the corollary follows from the theorem. The upper bound follows from the protocol attaining $\Gamma\left(R_{\oplus_{n}}\right) \leq n^{2}$, where $\Gamma$ denotes the number of different histories in the protocol. We describe it here: let $I=\{1, \ldots, n / 2\}$. The players start by exchanging the parities of their vectors on $I$. That is, $\oplus_{i \in I} x_{i}$ and $\oplus_{i \in I} y_{i}$. The players then continue recursively in either $I$ or $[n] \backslash I$ depending on whether $\oplus_{i \in I} x_{i} \neq \oplus_{i \in I} y_{i}$ or not. It is easy to see that this is a correct protocol with $n^{2}$ different histories.

The lower bound will follow by providing a specific function $w$ for the dual problem which add up to $n^{2}$. At this point we could provide $w$ and finish in two more lines. Instead, we will reason using our heuristics and derive the desired solution. We therefore can get away with some informality.

First, we start with a belief that the upper bound just described is optimal. If so, we know that the inequalities associated with the chosen rectangles have to be saturated. We therefore have to understand better our upper bound. Let $A=$ $\{(x, y) \in X \times Y$ such that $d(x, y)=1\}$. A closer look at the protocol reveals that each of its histories is followed by the same number of entries from $A$. Furthermore, each history defines a square rectangle with exactly one entry from $A$ in each row and column. Note that the set of histories partition $M_{R_{\oplus n}}$.

Following our first heuristic, $w(x, y)$ will depend only on $d(x, y)$. Following our second heuristic, it is worthwhile to give entries from $A$ a positive weight. Let us try

$$
w(x, y)= \begin{cases}a & \text { if }(x, y) \in A \\ -b & \text { otherwise }\end{cases}
$$

for some $a$ and $b$. We will finish the proof if we find $a$ and $b$ which respect all inequalities and saturate those associated with histories from our upper bound. This is because we have $n^{2}$ saturated rectangles which partition the whole matrix.

Let us look now at the monochromatic rectangles. In each one there is at most one entry from $A$ in every row or column. Therefore, the heaviest rectangles are the square ones with exactly one entry from $A$ in each row and column. For a $k \times k$ such square we have the inequality

$$
k a-k(k-1) b \leq 1
$$

with equality when $k=|A| / n^{2}=N$ (the size of the rectangles in the optimal solution). Writing the above inequalities as $-b k^{2}+(a+b) k-1 \leq 0$ we have one root of the lefthand side, namely $k=N$. Noticing that the inequality is only restricted to integral $k$, we can let the second root be $N-1$ and solve for $a$ and $b$. This finishes our proof. For the skeptic, we provide the final values $a=2 / N$ and $b=1 / N(N-1)$.
3.3. The linear programming bound and boolean relations. Let $f:\{0,1\}^{n}$ $\mapsto\{0,1\}$ be a boolean function and let $R_{f}$ be indexed by $f^{-1}(1) \times f^{-1}(0)$, and for $(x, y) \in f^{-1}(1) \times f^{-1}(0)$ let the corresponding entry be $\left\{i: x_{i} \neq y_{i}\right\}$. We call relations of the form $R_{f}$ boolean relations. For example, $R_{\oplus_{n}}$ is a boolean relation. The relevance of this definition comes from the following theorem.

Theorem 3.7 ([KW88]). For every $f, d(f)=C\left(R_{f}\right)$ and $L(f)=\Gamma\left(R_{f}\right)$.
Here, $d(f)$ and $L(f)$ are the depth and formula size of $f$ respectively. For definitions of circuits and related material concerning the above theorem see [BS90], [K89].

Let $U_{n}$ be the relation indexed by $\{0,1\}^{n} \times\{0,1\}^{n}$ and for $(x, y) \in\{0,1\}^{n} \times\{0,1\}^{n}$, $x \neq y$, let the corresponding entry be $\left\{i: x_{i} \neq y_{i}\right\}$. If $x=y$, the corresponding entry remains undefined. The following claim is trivial and explains why we call $U_{n}$ the universal relation [K89].

Claim 3.8. For every $f:\{0,1\}^{n} \mapsto\{0,1\}, D\left(R_{f}\right) \leq D\left(U_{n}\right)$ and $D^{*}\left(R_{f}\right) \leq$ $D^{*}\left(U_{n}\right)$.

We will show that the best lower bound for boolean relations attainable via the linear programming bound is very weak by proving the following theorem.

Theorem 3.9. $D^{*}\left(U_{n}\right)=O\left(n^{2}\right)$.
Proof. We will use some of the ideas behind the logarithmic randomized protocol for $U_{n}[\mathrm{~K} 89]$. For $S \subseteq[n]$, let $A_{S}=\left\{x: \oplus_{i \in S} x_{i}=1\right\} \times\left\{y: \oplus_{i \in S} y_{i}=0\right\}$ and $B_{S}=\left\{x: \oplus_{i \in S} x_{i}=0\right\} \times\left\{y: \oplus_{i \in S} y_{i}=1\right\}$. The upper bound of Corollary 3.6 implies that both $D\left(A_{S}\right)$ and $D\left(B_{S}\right)$ are at most $n^{2}$. Let $P_{S}$ be an optimal partition of $A_{S}$ and $B_{S}$ into monochromatic rectangles.

It is easy to see that for every $x \neq y,(x, y) \in A_{S} \cup B_{S}$ for exactly half the subsets $S$. We will give a weight of $2^{-(n-1)}$ to every rectangle from $\cup_{S \subseteq[n]} P_{S}$. Each pair ( $x, y$ ) with $x \neq y$ is covered by $2^{n-1}$ such rectangles with total unit weight. Also, the total weight is $2^{n} \cdot\left(2 n^{2}\right) \cdot 2^{-(n-1)}=4 n^{2}$.
3.4. The linear programming bound and monotone boolean relations. Let $f:\{0,1\}^{n} \mapsto\{0,1\}$ be a monotone boolean function. We denote by $\min (f)$ and $\max (f)$ the set of minterms and maxterms of $f$ respectively (see [K89] for definitions). Note that each minterm and each maxterm, as a set of variables, intersect. Let $R_{f}^{m}$ be a relation indexed by $\min (f) \times \max (f)$ and for $(p, q) \in \min (f) \times \max (f)$ let the corresponding entry be $p \cap q$. We call matrices of the form $R_{f}^{m}$ monotone boolean relations. The following theorem is the monotone analogue of Theorem 3.7.

Theorem 3.10 ([KW88]). For every monotone function $f, d_{m}(f)=C\left(R_{f}^{m}\right)$ and $L_{m}(f)=\Gamma\left(R_{f}^{m}\right)$.

Here, $d_{m}$ and $L_{m}$ denote monotone depth and monotone formula size (see [K89] for definitions).

As in the preceding section, we define a monotone universal relation. Let $U_{n}^{m}$ be a relation indexed by $\mathcal{P}([n]) \times \mathcal{P}([n])$ and for $p, q \in \mathcal{P}([n])$ with $p \cap q \neq \emptyset$ let the corresponding entry be $p \cap q$. If $p \cap q=\emptyset$ the entry of $U_{n}^{m}$ remains undefined. We have the following claim.

Claim 3.11. For every monotone function $f:\{0,1\}^{n} \mapsto\{0,1\}$ we have $D\left(R_{f}^{m}\right) \leq$ $D\left(U_{n}^{m}\right)$ and $D^{*}\left(R_{f}^{m}\right) \leq D^{*}\left(U_{n}^{m}\right)$.

The main reason to define universal relations is to try on them new ideas to prove lower bounds. The fact that $D^{*}\left(U_{n}\right)=O\left(n^{2}\right)$ means that the best lower bound for boolean relations attainable with the linear programming bound is at most quadratic. The following theorem gives evidence to the fact that the linear programming bound may give exponential lower bounds for monotone boolean relations.

Theorem 3.12. $D^{*}\left(U_{n}^{m}\right) \geq d^{n}$ for some constant $d>1$.
Proof. We will construct a feasible solution to the dual problem whose value is the desired bound. Following our first heuristic, $w(p, q)$ depends only on $|p \cap q|$. It is natural to try the Hadamard matrix $\left((-1)^{|p \cap q|}\right)_{p, q \in \mathcal{P}([n])}$ as the sign pattern for our weights. We want to give a positive weight to those entries $(p, q)$ with $|p \cap q|=1$ and we must give zero weights to the undefined entries. Let us try

$$
w(p, q)= \begin{cases}0 & \text { if } p \cap q=\emptyset \\ -(-1)^{|p \cap q|} c & \text { otherwise }\end{cases}
$$

for some constant $c$ to be specified later. Using the fact that

$$
\sum_{p, q \in \mathcal{P}([n])}(-1)^{|p \cap q|}=2^{n}
$$

we get

$$
\sum_{p, q \in \mathcal{P}([n])} w(p, q)=c \cdot|\{(p, q): p \cap q=\emptyset\}|=c \cdot\left(3^{n}-2^{n}\right)
$$

We now look at the monochromatic rectangles. Let $R_{i}=\{p: i \in p\} \times\{q: i \in q\}$. Every monochromatic rectangle is a subrectangle of $R_{i}$ for some $i$. The pattern of signs of weights of entries from $R_{i}$ constitute an $2^{n-1} \times 2^{n-1}$ Hadamard matrix. We will use the following lemma of Lindsey [ES74, p. 88] which says that minors of a Hadamard matrix are balanced.

Lemma 3.13. Let $H$ be an $N \times N$ Hadamard matrix and let $S$ and $T$ be subsets of rows and columns respectively. Then,

$$
\sum_{i \in S, j \in T} H_{i, j} \leq \sqrt{N \cdot|S| \cdot|T|}
$$

In our case, we use the lemma to show that for every subrectangle $R$ of $R_{i}$

$$
\sum_{(p, q) \in R} w_{(p, q)} \leq c \cdot \sqrt{2^{n-1} 2^{n-1} 2^{n-1}} \leq c \cdot \sqrt{2^{3 n}} \leq c \cdot(\sqrt{8})^{n}
$$

which is less than 1 if $c=(\sqrt{8})^{-n}$. We have therefore found a feasible solution whose value is $(\sqrt{8})^{-n}\left(3^{n}-2^{n}\right) \geq d^{n}$ for any $d<3 / \sqrt{8}$.

## 4. Deterministic communication: two rounds.

4.1. Introduction. The previous approach tried to look at the protocol globally, and failed. Our next approach deals with the protocol in a round-by-round fashion. We will associate a covering problem with every round of the protocol. Unfortunately, we are not able to carry our results to protocols having an arbitrary number of rounds, but only succeed for one-round and two-round protocols.

To best explain our approach let us first limit ourselves to one-round protocols. ${ }^{11}$ Intuitively, in a one-round protocol, $P_{2}$ partitions the columns of the matrix in a way that enables $P_{1}$ to decide on the answer. Formally, we associate with any relation $R$ the following covering problem. Let $X$ denote the space of all possible inputs to $P_{1}$, and $Y$ the space of inputs to $P_{2}$. A set $A \subseteq Y$ is called compatible if for every $x \in X$ there exists an answer $z$ that is a legal answer for all $y \in A$ (i.e., such that $R(x, y, z)$ holds for all $y \in A) . D_{1}(R)$ is defined to be the minimum number of compatible sets that are needed in order to cover $Y$.

It is not difficult to see that $\log D_{1}(R)$ gives the one-round communication complexity of $R$ (denoted by $C_{D_{1}}(R)$ ). It is also not difficult to see that in this case the disjoint and nondisjoint covers are the same, and thus when we relax the integer problem to a linear one, giving $D_{1}{ }^{*}(R)$, we will be able to use Lovász's results regarding fractional covers. At this point we will already be able to reprove the "direct sum" results for one-round deterministic complexity obtained in [FKN91], specifically $C_{D_{1}} \geq \tilde{C}_{D_{1}} \geq C_{D_{1}}-O(\log n)$. In [KRW91] it was conjectured that for every $R, \tilde{C}_{D}(R) \geq C_{D}(R)-O(\log n)$. In [FKN91] it was proved that $\tilde{C}_{D}(R) \geq$ $\sqrt{C_{D}(R)}-O(\log n)$. Here we show that the conjecture is true for two-round protocols.

We look at two-round protocols ${ }^{12}$ in the following way: in the first round, $P_{1}$ partitions the rows of the matrix, and then the parties continue with a one-round protocol on the subdomain. This can be expressed as the following weighted covering problem. Our aim is to cover $X$, where we are allowed to use any subset of $X$ in the cover, and the cost of using a subset $A \subseteq X$ is the one-round complexity of solving $R$ given that $x \in A$, denoted $D_{1}(A)$.

Definition 4.1. A cover of $X$ is a boolean function $\phi: P(X) \rightarrow\{0,1\}$, such that

$$
\forall x \in X: \sum_{A \in P(X): x \in A} \phi(A) \geq 1
$$

[^13]The weighted cover number of $R$, denoted $D_{2}(R)$, is defined as

$$
D_{2}(R)=\min _{\phi} \sum_{A \in P(Y)} \phi(A) D_{1}(A),
$$

where $\phi$ is a cover.
It is not difficult to see that $\log D_{2}(R)$ is equal (up to a constant factor) to the two-round deterministic complexity, $C_{D_{2}}(R)$. Again, we relax the integrality conditions and look at the resulting linear program giving $D_{2}{ }^{*}$. We can now no longer use Lovász's results, as we have a "weighted" covering problem. This problem was already considered by Chvátal [C79] who extended the first part of Theorem 2.6 to the "weighted" case. We prove that the second part of Theorem 2.6 can be generalized as well. We believe that these generalizations are of independent interest. Using these generalization we can prove a direct-sum result for two-round communication complexity. In particular, let $\tilde{C}_{D_{2}}(R)$ denote the amortized two-round communication complexity of $R$.

Theorem 4.2. For every two relations $R$ and $S$,

- $D_{2}(R) D_{2}(S) / \operatorname{poly}(n) \leq D_{2}(R \times S) \leq D_{2}(R) D_{2}(S)$;
- $\tilde{C}_{D_{2}}(R)=\Theta\left(C_{D_{2}}(R)\right)-O(\log n)$.
4.2. Weighted fractional covers. In this subsection we present the new notion of weighted fractional covers. This notion will be later used in the proof of Theorem 4.2.

Definition 4.3. Let $H$ be a hypergraph and let $w$ be a weight function defined on $E(H)$ such that $w(e) \geq 1$, for every hyperedge $e$. Given a deterministic/nondeterministic integral/fractional cover $\phi$ the weight function $w$ gives it a weight $w(\phi)=\sum_{e \in E(H)} w(e) \phi(e)$. The weighted cover numbers $D(H, w), D^{*}(H, w), N(H, w)$, and $N^{*}(H, w)$ are defined as the minimum of $w(\phi)$ over all appropriate covers $\phi$. (Note that the original definitions, as presented in §2.1, are special cases of the new definitions with $w \equiv 1$.)

The next theorem is an extension of Theorem 2.6.
Theorem 4.4. Let $H, H_{1}$, and $H_{2}$ be any hypergraphs, and let $w, w_{1}$, and $w_{2}$ be weight functions on $E(H), E\left(H_{1}\right)$, and $E\left(H_{2}\right)$ (respectively) that give weights $\geq 1$ for every hyperedge (i.e., $w(e) \geq 1$, for all $e \in E(H)$ ). Then

1. $N^{*}(H, w) \geq \frac{N(H, w)}{\ln |V(H)|}$.
2. $N^{*}\left(H_{1} \times H_{2}, w_{1} \times w_{2}\right)=N^{*}\left(H_{1}, w_{1}\right) \cdot N^{*}\left(H_{2}, w_{2}\right)$, where $w_{1} \times w_{2}$ is defined as $w_{1} \times w_{2}\left(e_{1} \times e_{2}\right)=w_{1}\left(e_{1}\right) \cdot w_{2}\left(e_{2}\right)$.

Proof. Part (1) of the theorem was proved in [C79]. ${ }^{13}$ To prove (2) we first prove that $N^{*}\left(H_{1} \times H_{2}, w_{1} \times w_{2}\right) \leq N^{*}\left(H_{1}, w_{1}\right) \cdot N^{*}\left(H_{2}, w_{2}\right)$. Let $\phi_{1}$ and $\phi_{2}$ be the optimal-weight fractional covers for $H_{1}$ and $H_{2}$ (i.e., those that give the minimum for $N^{*}\left(H_{1}, w_{1}\right)$ and $N^{*}\left(H_{2}, w_{2}\right)$ respectively). Define $\phi\left(e_{1} \times e_{2}\right)=\phi_{1}\left(e_{1}\right) \cdot \phi_{2}\left(e_{2}\right)$. We show that $\phi$ is a nondeterministic fractional cover of $H_{1} \times H_{2}$ and that its weight is the multiplication of the weights of $\phi_{1}$ and $\phi_{2}$. Clearly, $\phi$ is a function from $E \triangleq E\left(H_{1} \times H_{2}\right)$ to $[0,1]$. In addition, every vertex $\left(v_{1}, v_{2}\right) \in V\left(H_{1} \times H_{2}\right)$ is covered as needed:

$$
\sum_{e_{1} \times e_{2} \in E} \phi\left(e_{1} \times e_{2}\right)=\sum_{\left.e_{1}, v_{2}\right) \in e_{1} \times e_{2}: v_{1} \in e_{1}} \sum_{e_{2} \in E_{2}: v_{2} \in e_{2}} \phi\left(e_{1} \times e_{2}\right)
$$

[^14]\[

$$
\begin{aligned}
& =\sum_{e_{1} \in E_{1}: v_{1} \in e_{1}} \sum_{e_{2} \in E_{2}: v_{2} \in e_{2}} \phi_{1}\left(e_{1}\right) \phi_{2}\left(e_{2}\right) \\
& =\sum_{\substack{e_{1} \in E_{1}: v_{1} \in e_{1}}} \phi_{1}\left(e_{1}\right) \sum_{e_{2} \in E_{2}: v_{2} \in e_{2}} \phi_{2}\left(e_{2}\right) \\
& \geq 1 \cdot 1=1 .
\end{aligned}
$$
\]

Thus, $\phi$ is a legal cover and we get

$$
\begin{aligned}
N^{*}\left(H_{1} \times H_{2}, w_{1} \times w_{2}\right) & \leq \sum_{e_{1} \times e_{2} \in E} w_{1} \times w_{2}\left(e_{1} \times e_{2}\right) \cdot \phi\left(e_{1} \times e_{2}\right) \\
& =\sum_{e_{1} \times e_{2} \in E} w_{1}\left(e_{1}\right) w_{2}\left(e_{2}\right) \phi_{1}\left(e_{1}\right) \phi_{2}\left(e_{2}\right) \\
& =\sum_{e_{1} \in E_{1}} w_{1}\left(e_{1}\right) \phi_{1}\left(e_{1}\right) \cdot \sum_{e_{2} \in E_{2}} w_{2}\left(e_{2}\right) \phi_{2}\left(e_{2}\right) \\
& =N^{*}\left(H_{1}, w_{1}\right) \cdot N^{*}\left(H_{2}, w_{2}\right) .
\end{aligned}
$$

For proving the other direction, that is $N^{*}\left(H_{1} \times H_{2}, w_{1} \times w_{2}\right) \geq N^{*}\left(H_{1}, w_{1}\right)$. $N^{*}\left(H_{2}, w_{2}\right)$, it is convenient to use again the dual program

$$
N^{*}(H, w)=\max \left\{\overrightarrow{1}^{T} \Phi \mid A \Phi \leq w, \Phi \geq \overrightarrow{0}\right\} .
$$

We can think about every such vector $\Phi$ as a real function defined over $V(H)$. Let $\Phi_{1}$ and $\Phi_{2}$ be the functions that give the maximum for $N^{*}\left(H_{1}, w_{1}\right)$ and $N^{*}\left(H_{2}, w_{2}\right)$ (respectively), at the above linear program. Define $\Phi\left(v_{1}, v_{2}\right)=\Phi_{1}\left(v_{1}\right) \cdot \Phi_{2}\left(v_{2}\right)$. We show that $\Phi$ satisfies the conditions in the linear program for $H_{1} \times H_{2}$ and that its value (i.e, $\sum_{v \in V\left(H_{1} \times H_{2}\right)} \Phi(v)$ ) is the multiplication of the values of $\Phi_{1}$ and $\Phi_{2}$. Clearly, $\Phi$ is a nonnegative function defined over $V \triangleq V\left(H_{1} \times H_{2}\right)$. In addition, for every hyperedge $e_{1} \times e_{2} \in E\left(H_{1} \times H_{2}\right)$

$$
\begin{aligned}
\sum_{\left(v_{1}, v_{2}\right) \in V:\left(v_{1}, v_{2}\right) \in e_{1} \times e_{2}} \Phi\left(v_{1}, v_{2}\right) & =\sum_{v_{1} \in V_{1}: v_{1} \in e_{1}} \sum_{v_{2} \in V_{2}: v_{2} \in e_{2}} \Phi\left(v_{1}, v_{2}\right) \\
& =\sum_{v_{1} \in V_{1}: v_{1} \in e_{1}} \sum_{v_{2} \in V_{2}: v_{2} \in e_{2}} \Phi_{1}\left(v_{1}\right) \Phi_{2}\left(v_{2}\right) \\
& =\sum_{v_{1} \in V_{1}: v_{1} \in e_{1}} \Phi_{1}\left(v_{1}\right) \sum_{v_{2} \in V_{2}: v_{2} \in e_{2}} \Phi_{2}\left(v_{2}\right) \\
& \leq w_{1}\left(e_{1}\right) \cdot w_{2}\left(e_{2}\right) \\
& =w_{1} \times w_{2}\left(e_{1} \times e_{2}\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
N^{*}\left(H_{1} \times H_{2}, w_{1} \times w_{2}\right) & \geq \sum_{\left(v_{1}, v_{2}\right) \in V} \Phi\left(v_{1}, v_{2}\right) \\
& =\sum_{\left(v_{1}, v_{2}\right) \in V} \Phi_{1}\left(v_{1}\right) \Phi_{2}\left(v_{2}\right) \\
& =\sum_{v_{1} \in V_{1}} \Phi_{1}\left(v_{1}\right) \cdot \sum_{v_{2} \in V_{2}} \Phi_{2}\left(v_{2}\right) \\
& =N^{*}\left(H_{1}, w_{1}\right) \cdot N^{*}\left(H_{2}, w_{2}\right) .
\end{aligned}
$$

This completes the proof of the theorem.
4.3. Proof of Theorem 4.2. Now, we can come back to the proof of Theorem 4.2. To analyze the two-round deterministic communication complexity of a relation $R$, we define the following hypergraph $H_{R}^{2}$. The vertices are again all the pairs in $\{0,1\}^{n} \times\{0,1\}^{n}$. The hyperedges are all the rectangles of the form $A \times\{0,1\}^{n}$, where $A \subseteq\{0,1\}^{n}$. Now, for each such hyperedge $e$ we define its weight to be $D_{1}(e)$, the one-way deterministic communication complexity of computing $R$ on the subdomain $e$.

Note that for every relation $R$, the definitions of $H_{R}^{2}$ and of $D_{1}$ imply that $D\left(H_{R}^{2}, D_{1}\right)=N\left(H_{R}^{2}, D_{1}\right)$ and $D^{*}\left(H_{R}^{2}, D_{1}\right)=N^{*}\left(H_{R}^{2}, D_{1}\right)$.

We are interested in the relations between $D\left(H_{R \times S}^{2}, D_{1}\right)$ and $D\left(H_{R}^{2}, D_{1}\right), D\left(H_{S}^{2}\right.$, $\left.D_{1}\right)$. Again, it can be easily verified that $D\left(H_{R \times S}^{2}, D_{1}\right) \leq D\left(H_{R}^{2}, D_{1}\right) \cdot D\left(H_{S}^{2}, D_{1}\right)$. For proving connections in the opposite direction, let us concentrate for a while on the case of computing functions. We need the following lemma.

Lemma 4.5. Let $e \in E\left(H_{f \times g}^{2}\right)$. That is, $e=A \times\left(\{0,1\}^{n} \times\{0,1\}^{n}\right)$, where $A \subseteq\left(\{0,1\}^{n} \times\{0,1\}^{n}\right)$. Let $A_{f}$ and $A_{g}$ be the projection of $A$ on the first and second coordinates (respectively). Then,

1. $D_{1}\left(\left(A_{f} \times A_{g}\right) \times\left(\{0,1\}^{n} \times\{0,1\}^{n}\right)\right)=D_{1}\left(A_{f} \times\{0,1\}^{n}\right) \cdot D_{1}\left(A_{g} \times\{0,1\}^{n}\right) ;$
2. $D_{1}(e)=D_{1}\left(\left(A_{f} \times A_{g}\right) \times\left(\{0,1\}^{n} \times\{0,1\}^{n}\right)\right)$.

Proof. (1) was proved in [FKN91]. We now prove (2): As $A \subseteq A_{f} \times A_{g}$ then one direction is trivial. Therefore, it is enough to prove that for any $B \subseteq\left(\{0,1\}^{n} \times\{0,1\}^{n}\right)$, if the submatrix $A \times B$ is constant in each row then so is the bigger submatrix $\left(A_{f} \times A_{g}\right) \times B$. By the definitions if $A \times B$ in constant in each row then for every $\left(x_{1}, x_{2}\right) \in A$ and every $\left(y_{1}, y_{2}\right),\left(y_{1}^{\prime}, y_{2}^{\prime}\right) \in B$ we have $f \times g\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=$ $f \times g\left(\left(x_{1}, x_{2}\right),\left(y_{1}^{\prime}, y_{2}^{\prime}\right)\right)$. In particular, this means that for every $x_{1} \in A_{f}, x_{2} \in A_{g}$ and every $\left(y_{1}, y_{2}\right),\left(y_{1}^{\prime}, y_{2}^{\prime}\right) \in B$ we have $f\left(x_{1}, y_{1}\right)=f\left(x_{1}, y_{1}^{\prime}\right)$ and $g\left(x_{2}, y_{2}\right)=g\left(x_{2}, y_{2}^{\prime}\right)$, which gives us what we need.

The following theorem is an analogue of Lemma 2.9.
Theorem 4.6. Let $f$ and $g$ be two functions. Then $N^{*}\left(H_{f \times g}^{2}, D_{1}\right)=N^{*}\left(H_{f}^{2} \times\right.$ $\left.H_{g}^{2}, D_{1} \times D_{1}\right)$.

Proof. The proof that $N^{*}\left(H_{f \times g}^{2}, D_{1}\right) \leq N^{*}\left(H_{f}^{2} \times H_{g}^{2}, D_{1} \times D_{1}\right)$ is similar to the proof of Theorem 2.9 (second direction), together with the first part of Lemma 4.5 that guarantees that $D_{1}\left(e_{f} \times e_{g}\right)=D_{1}\left(e_{f}\right) \cdot D_{1}\left(e_{g}\right)$.

The proof that $N^{*}\left(H_{f \times g}^{2}, D_{1}\right) \geq N^{*}\left(H_{f}^{2} \times H_{g}^{2}, D_{1} \times D_{1}\right)$ is similar to the proof of Theorem 2.9 (first direction), together with the second part of Lemma 4.5 that guarantees that $D_{1}(e)=D_{1}\left(e_{f}\right) \cdot D_{1}\left(e_{g}\right)$.

Using the last two theorems, we get

$$
D\left(H_{f}^{2}, D_{1}\right) \cdot D\left(H_{g}^{2}, D_{1}\right) \geq D\left(H_{f \times g}^{2}, D_{1}\right) \geq \frac{D\left(H_{f}^{2}, D_{1}\right) \cdot D\left(H_{g}^{2}, D_{1}\right)}{c n^{2}}
$$

for some constant $c$.
Let us now briefly discuss the case of computing general relations and not necessarily functions. The equality in Lemma 4.5 part (1) does not hold anymore. However, by [FKN91] the two sides cannot be too far. As a result, Theorem 4.6 is changed as well and it claims: let $R$ and $S$ be two relations. Then

$$
\begin{aligned}
\frac{N^{*}\left(H_{R}^{2} \times H_{S}^{2}, D_{1} \times D_{1}\right)}{\ln \left|V\left(H_{R \times S}\right)\right|} & \leq N^{*}\left(H_{R \times S}^{2}, D_{1}\right) \\
& \leq N^{*}\left(H_{R}^{2} \times H_{S}^{2}, D_{1} \times D_{1}\right)
\end{aligned}
$$

which implies

$$
D\left(H_{R}^{2}, D_{1}\right) \cdot D\left(H_{S}^{2}, D_{1}\right) \geq D\left(H_{R \times S}^{2}, D_{1}\right) \geq \frac{D\left(H_{R}^{2}, D_{1}\right) \cdot D\left(H_{S}^{2}, D_{1}\right)}{c n^{4}}
$$
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#### Abstract

Lotteries with the unique maximum property and the unique winner property are considered. Tight lower bounds are proven on the domain size of such lotteries.
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1. Introduction. A lottery is a collection of discrete, independent random variables $\Pi_{1}, \ldots, \Pi_{N}$ defined over a set $\{1, \ldots, B\}$. Sometimes, we associate with each random variable $\Pi_{i}$ a player $P_{i}$ and think of a lottery as a subset of players choosing numbers, each player $P_{i}$ according to the corresponding $\Pi_{i}$. A lottery has the unique maximum property if for every subset of the random variables $\Pi_{1}, \ldots, \Pi_{N}$, with constant probability (say $2 / 3$ ), the maximum value of the random variables is chosen by exactly one random variable. (Formally, for every non-empty subset $S \subseteq\{1, \ldots, N\}$, define the random variable $M_{S}=\max _{\{i \in S\}} \Pi_{i}$. Let $p_{S}$ be the probability that $\left|\left\{i \in S: \Pi_{i}=M_{S}\right\}\right|=1$. The unique maximum property states that $p_{S} \geq 2 / 3$ for every $S$.)

A lottery has the unique winner property if for every subset of random variables, with constant probability, there exists a value that is chosen by exactly one random variable. (Formally, let $q_{S}$ be the probability that there exists a $j \in\{1, \ldots, B\}$ such that $\left|\left\{i \in S: \Pi_{i}=j\right\}\right|=1$. The unique winner property states that $q_{S} \geq 2 / 3$ for every $S$.)

Lotteries with these properties have many applications in computer science, especially in cases where symmetry breaking is required. Examples include randomized mutual exclusion algorithms [7,5], broadcast in radio networks [1], elections in anonymous networks [6], and various CRCW-PRAM algorithms [2].

A trivial way to achieve these properties is by letting the participants draw numbers uniformly in the set $\{1, \ldots, B\}$, where $B$ is "large enough" (compare to $N$ ). For $B=N$ with constant probability, the maximum is unique (and with much higher probability there exists a uniquely chosen value). Unfortunately, in the applications it is important that $B$ is as small as possible, as this value corresponds to important complexity measures such as time (in the case of radio broadcast) and space (in the case of mutual exclusion).

Rabin [7] described and analyzed the following geometric lottery: Let $B=$ $\log _{2} N+4$. All players use the same probability distribution; for every $i, 1 \leq i \leq B-1$,

[^15]the value $i$ is chosen with probability $1 / 2^{i}$. The value $B$ is chosen with probability $1 / 2^{B-1}$. Rabin proved that this lottery has the unique maximum property.

This research was initiated with the motivation of discovering whether this construction can be improved or if it is optimal (in the sense of the number of values, i.e., $B$ ). The results of this note show that it is optimal (up to constants).

A critical point is that the number of actual participants, $t$, is not known in advance. If $t$ was known beforehand, we would be able to use the following lottery: choose the value 1 with probability $1-1 / t$ and the value 2 with probability $1 / t$. One can verify that if $t$ numbers are chosen according to this lottery, then with probability of about $1 / e$ the maximum is unique. (This probability can easily be improved to $2 / 3$.) This way we get a lottery whose number of values $B$ is independent of $N$. However, we prove that this cannot be the case when $t$ is not known in advance. ${ }^{2}$ Namely, we show that every lottery with either the unique maximum property or the unique winner property requires $B=\Omega(\log N) .{ }^{3}$

A different line of research is to give lower bounds for the problems in which those lotteries are used. Following this research, a significant progress was made in this direction; in [4], a lower bound for randomized mutual exclusion is proven. From this lower bound, one can get a lower bound for lotteries with the unique maximum property, in which all players use the same random variable $\Pi$. In [3], a lower bound for broadcast in radio networks is proven. From this lower bound, the results of this note can be derived. However, the direct proofs in this note are much simpler and give a better understanding of the problem as well as much better constants than those that can be obtained indirectly by using the results of [3].
2. Lotteries with the unique maximum property. In this section we prove that any lottery with the unique maximum property requires $\Omega(\log N)$ values.

Theorem 2.1. Let $B$ be an integer. Let $\Pi_{1}, \ldots, \Pi_{N}$ be a lottery for $N$ players $P_{1}, \ldots, P_{N}$ over the set $\{1,2, \ldots, B\}$. If the lottery has the unique maximum property, then $B \geq \log _{6} N$.

Proof. We use the following notation: Let $A$ be a set of participants, and let $E$ be an event; then $\operatorname{Pr}(E \mid A)$ denotes the probability that the event $E$ happens given that $A$ is the set of the participants in the lottery (and each participant $P_{i} \in A$ uses the corresponding random variable $\Pi_{i}$ ). We use the following definitions: Let $A \subseteq\left\{P_{1}, \ldots, P_{N}\right\}$ be a non-empty set of participants. We define

$$
m(A) \triangleq \max _{1 \leq j \leq B}\left[\operatorname{Pr}(\max \geq j \mid A)>\frac{1}{2}\right]
$$

That is, $m(A)$ is the maximal value $j$, such that if $A$ is the set of participants in the lottery, the probability that the maximum number drawn is at least $j$ is greater than $1 / 2$. We also define for every $1 \leq t \leq N$,

$$
m(t) \triangleq \min _{A:|A|=t} m(A)
$$

This definition satisfies the following trivial properties:

- For every $A, m(A)$ is well defined (as at least $j=1$ satisfies the condition).

[^16]- For every $A, 1 \leq m(A) \leq B$; and therefore for every $1 \leq t \leq N, 1 \leq m(t) \leq$ $B$.
- If $A^{\prime} \subseteq A$, then $m\left(A^{\prime}\right) \leq m(A)$. This follows immediately from the definition of $m$ and by the fact that for every $j, \operatorname{Pr}(\max \geq j \mid A) \geq \operatorname{Pr}\left(\max \geq j \mid A^{\prime}\right)$. This implies that if $t^{\prime}<t$, then $m\left(t^{\prime}\right) \leq m(t)$ (take $A$ to be a set that gives the minimum for $m(t)$ and $A^{\prime}$ a subset of $A$ of size $t^{\prime}$, then $m\left(t^{\prime}\right) \leq m\left(A^{\prime}\right) \leq$ $m(A)=m(t))$.
The following claim says that $m(t)$ is not only non-decreasing but should be strictly increasing from time to time.

Claim. Assume $t$ is divided by 6. Then $m(t / 6)<m(t)$.
Proof of Claim. Assume, by way of contradiction, that $m(t)=m(t / 6)=j_{0}$. Let $A$ be a set of size $t$ such that $m(A)=j_{0}$ (i.e., $A$ gives the minimum for $m(t)$ ). Partition the set $A$ into six disjoint subsets, $A_{1}, \ldots, A_{6}$ each of size $t / 6$. For each of these $A_{i}$ 's, since $A_{i} \subseteq A$, it follows that $m\left(A_{i}\right) \leq m(A)=j_{0}$. On the other hand, since $\left|A_{i}\right|=t / 6, m\left(A_{i}\right) \geq m(t / 6)=j_{0}$. Thus, $m\left(A_{i}\right)=j_{0}$. This in particular implies that $\operatorname{Pr}\left(\max \geq j_{0} \mid A_{i}\right)>1 / 2$.

Let $M$ be the random variable that is the number of $A_{i}$ 's for which the maximum is at least $j_{0}$, and let $M^{\prime}$ be the number of $A_{i}$ 's for which the maximum is exactly $j_{0}$ or $M^{\prime}=0$ in the case that any of these maximum values is greater than $j_{0}$ (i.e., $M$ and $M^{\prime}$ take values in $\{0,1, \ldots, 6\}$ ). Note that if $M^{\prime} \geq 2$, then the lottery fails. Also note that

$$
\operatorname{Pr}\left[M^{\prime} \geq 2 \mid A\right] \geq \operatorname{Pr}[M \geq 2 \mid A]-\operatorname{Pr}\left[\max \geq j_{0}+1 \mid A\right]
$$

Since $m(A)=j_{0}$, we have $\operatorname{Pr}\left[\max \geq j_{0}+1 \mid A\right] \leq 1 / 2$. By the independence of choices between the $A_{i}$ 's and since for each of the $A_{i}$ 's $\operatorname{Pr}\left(\max \geq j_{0} \mid A_{i}\right)>1 / 2$, we get $\operatorname{Pr}[M \geq 2 \mid A]>57 / 64$. All together we get that $\operatorname{Pr}\left[M^{\prime} \geq 2 \mid A\right] \geq 57 / 64-1 / 2=$ $25 / 64>1 / 3$. This contradicts the assumption that the algorithm succeeds with probability $2 / 3$ for any number of participants.

As $m(N) \leq B$ and $m(1) \geq 1$, the above claim implies $B \geq \log _{6} N$. This completes the proof of the theorem.
3. Lotteries with the unique winner property. In this section we prove that any lottery with the unique winner property requires $\Omega(\log N)$ values. We start by proving it for the case that all players use the same probability distribution. Then we prove the general case by reducing it to this special case.

Theorem 3.1. Let $B$ be an integer. Let $\Pi_{1}, \ldots, \Pi_{N}$ be a lottery for $N$ players, over the set $\{1,2, \ldots, B\}$, such that $\Pi_{1}=\cdots=\Pi_{N} \triangleq \Pi$. If the lottery has the unique winner property, then $B \geq\left(\frac{1}{2} \log _{6} N\right)-2$.

Proof. Let $p_{j}$ be the probability, according to $\Pi$, of picking the number $j$. We consider the probabilities $p_{1}, p_{2}, \ldots, p_{B}$ and prove that for every $t(1 \leq t \leq N)$ there must be one of the $p_{j}$ 's that is "close" to $1 / t$. Otherwise, if all the $p_{j}$ 's are either "much bigger" than $1 / t$ or "much smaller" than $1 / t$ and there are $t$ participants that choose numbers according to these probabilities, then with a high probability each number is either picked at least twice or is not picked at all. In such a case there is no number that is chosen by a single participant (i.e., no unique winner). Therefore, for every $t$ there must be (at least) one of the $p_{j}$ 's that is "close" to $1 / t$, and this implies the result.

More formally, suppose that $B<\left(\frac{1}{2} \log _{6} N\right)-2$ (otherwise, we are done). Let $m=2 B+3$ and $0<\alpha<1$ be some small enough constant (e.g., $\alpha=1 / 6$ ). We
associate with every probability $p_{j}(1 \leq j \leq B)$ a subinterval $I_{j}=\left[\ell_{j}, u_{j}\right]$ of $[0,1]$ that contains $p_{j}$, in the following way: Let $i(\geq 1)$ be the smallest integer such that $p_{j} \leq \alpha^{i}$ and such that $\alpha^{i}$ is not the right point of any $I_{j^{\prime}}$, for $j^{\prime}<j$. If such an $i$ exists, then $u_{j}=\alpha^{i}$; otherwise $u_{j}=1$. Let $i(\leq m)$ be the largest integer such that $p_{j} \geq \alpha^{i}$ and such that $\alpha^{i}$ is not the left point of any $I_{j^{\prime}}$, for $j^{\prime}<j$. If such an $i$ exists, then $\ell_{j}=\alpha^{i}$; otherwise $\ell_{j}=0$. As $m=2 B+3$, by the way of constructing the subintervals $I_{j}(1 \leq j \leq B)$ there exists an index $1<i<m$ such that $\alpha^{i}$ does not belong to any of these subintervals. Consider the case where $t=1 / \alpha^{i}$ numbers are chosen. In this case we prove that with a "high probability" each "big" $j$ (i.e., $j$ such that $p_{j} \geq \alpha^{i-1}$ ) is chosen at least once and each "small" $j$ (i.e., $j$ such that $p_{j} \leq \alpha^{i+1}$ ) is not chosen at all:

$$
\begin{aligned}
\operatorname{Pr}(\text { no "small" } j \text { is picked } \mid t) & =1-\operatorname{Pr} \text { (some "small" } j \text { is picked } \mid t) \\
& \geq 1-\sum_{j: p_{j} \leq \alpha^{i+1}} \operatorname{Pr}(j \text { is picked } \mid t) \\
& \geq 1-\sum_{j: p_{j} \leq \alpha^{i+1}} t \cdot p_{j} \\
& =1-t \cdot \sum_{j: p_{j} \leq \alpha^{i+1}} p_{j} .
\end{aligned}
$$

By the construction of the subintervals $I_{j}$ we can bound the $p_{j}$ 's in the above sum by the corresponding $u_{j}$ 's that form a geometric progression. Thus the sum is bounded by $\alpha^{i+1} \cdot 1 /(1-\alpha)$. Therefore,

$$
\operatorname{Pr}(\text { no "small" } j \text { is picked } \mid t) \geq 1-\frac{t \cdot \alpha^{i+1}}{1-\alpha}
$$

By the choice of $t$, this is equal to $(1-2 \alpha) /(1-\alpha)$. By the choice of $\alpha=1 / 6$, this is at least $4 / 5$. Similarly, we have

$$
\begin{aligned}
\operatorname{Pr}(\text { every "big" } j \text { is picked } \mid t) & =1-\operatorname{Pr}(\text { some "big" } j \text { is not picked } \mid t) \\
& \geq 1-\sum_{j: p_{j} \geq \alpha^{i-1}} \operatorname{Pr}(j \text { is not picked } \mid t) \\
& =1-\sum_{j: p_{j} \geq \alpha^{i-1}}\left(1-p_{j}\right)^{t} .
\end{aligned}
$$

By the construction of the subintervals $I_{j}$ we can bound the $p_{j}$ 's in the above sum by the corresponding $\ell_{j}$ 's. Thus we have

$$
\sum_{j: p_{j} \geq \alpha^{i-1}}\left(1-p_{j}\right)^{t} \leq \sum_{j: p_{j} \geq \alpha^{i-1}}\left(1-\ell_{j}\right)^{t}
$$

In addition, all the $\ell_{j}$ 's in the last sum are of the form $\alpha^{k}, k<i$, and $t=1 / \alpha^{i}$. Therefore, the last sum is less than

$$
\sum_{j=1}^{i-1} e^{-\left(\frac{1}{\alpha}\right)^{j-i}}
$$

By the choice of $\alpha=1 / 6$ this sum is at most $1 / 5$; therefore, the above probability is at least $4 / 5$. Therefore, with probability at least $3 / 5$ each "big" $j$ is chosen at least
once and each "small" $j$ is not chosen at all. Hence, when there are $2 t$ participants, with probability $\geq 9 / 25>1 / 3$ each "big" $j$ is chosen at least twice and each "small" $j$ is not chosen at all. Therefore, with probability $>1 / 3$ no number is chosen by a single participant-contradicting the requirement about the lottery. The only item remaining to be verified is that $2 t \leq N$ (otherwise there are not enough players). This follows from our choice of parameters: as $t=1 / \alpha^{i}, \alpha=1 / 6, i<m, m=2 B+3$, and by assumption $B<\left(\frac{1}{2} \log _{6} N\right)-2$, it follows that $t=1 / \alpha^{i}=6^{i} \leq 6^{m-1}=6^{2 B+2}=$ $6^{\log _{6} N-2}<N / 2$. The theorem follows.

In the following theorem we extend the result of the previous theorem to the case where each player $P_{i}$ may use a different distribution $\Pi_{i}$. The proof is by a reduction to the case where all players use the same distribution.

Theorem 3.2. Let $B$ be an integer. Let $\Pi_{1}, \ldots, \Pi_{N}$ be a lottery for $N$ players, over the set $\{1,2, \ldots, B\}$. If the lottery has the unique winner property, then $B \geq$ $d \cdot \log _{6} N$, for some constant $d$.

Proof. Assume toward a contradiction that there exist distributions $\Pi_{1}, \ldots, \Pi_{N}$ defined over the set $\{1, \ldots, B\}$, for $B=d \log _{6} N$, such that the unique winner property, holds (and $d$ is some constant). We construct a distribution $\Pi$ over the same set that guarantees the unique winner property (with almost the same success probability ${ }^{4}$ ) for any $1 \leq \ell \leq N^{1 / 4}$ participants. By Theorem 3.1 the result follows. The distribution $\Pi$ is defined as follows:

Choose, uniformly at random $i \in\{1, \ldots, N\}$.
Choose a number in $\{1, \ldots, B\}$ according to $\Pi_{i}$.
Let $1 \leq \ell \leq N^{1 / 4}$ participants choose numbers according to $\Pi$. We say that the choice is good if each participant $P_{j}$ chooses a different distribution $\Pi_{i}$. The first claim says that this happens with a high probability.

Claim. For any $1 \leq \ell \leq N^{1 / 4}$, the choice is good with probability at least 1 $1 / \sqrt{N}$.

Proof. The probability that a pair of participants $P_{j_{1}}$ and $P_{j_{2}}$ choose the same $\Pi_{i}$ is exactly $1 / N$. Therefore, the probability that among $\ell$ participants there exists a pair that choose the same $\Pi_{i}$ is no more than $\binom{\ell}{2} \cdot 1 / N$. As $\ell \leq N^{1 / 4}$ it implies that the choice is good with probability at least $1-1 / \sqrt{N}$.

Claim. For any $1 \leq \ell \leq N^{1 / 4}$, the probability of having a unique winner is at least $\frac{2}{3} \cdot(1-1 / \sqrt{N})$.

Proof. Clearly,
$\operatorname{Pr}($ unique winner $) \geq \operatorname{Pr}($ unique winner $\mid$ choice is good $) \cdot \operatorname{Pr}($ choice is good $)$.
The probability that the choice is good is at least $1-1 / \sqrt{N}$, by the previous claim. In such a case we are exactly in the same situation as in the original lottery. By assumption, this lottery guarantees a unique winner with probability at least $2 / 3$ for any set of $\ell$ participants; hence, this is certainly true for a random set of $\ell$ participants. The claim follows.

We defined a lottery for $N^{1 / 4}$ identical players that has the unique winner property. Therefore, by Theorem $3.1, B \geq c \log _{6} N^{1 / 4}$, for some constant $c$, which completes the proof of the theorem.

[^17]
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#### Abstract

The $n$th power ( $n \geq 1$ ) of a graph $G=(V, E)$, written $G^{n}$, is defined to be the graph having $V$ as its vertex set with two vertices $u, v$ adjacent in $G^{n}$ if and only if there exists a path of length at most $n$ between them. Similarly, graph $H$ has an $n$th root $G$ if $G^{n}=H$. For the case of $n=2, G^{2}$ is the square of $G$ and $G$ is the square root of $G^{2}$. This paper presents a linear time algorithm for finding the tree square roots of a given graph and a linear time algorithm for finding the square roots of planar graphs. A polynomial time algorithm for finding the square roots of subdivision graphs, which is equivalent to the problem of the inversion of total graphs, is also presented. Further, the authors give a linear time algorithm for finding a Hamiltonian cycle in a cubic graph and prove the NP-completeness of finding the maximum cliques in powers of graphs and the chordality of powers of trees.
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1. Introduction. Given an undirected graph $G$, the distance between vertices $u$ and $v$, denoted by $d_{G}(u, v)$, is the length of the shortest path from $u$ to $v$ in $G$. The $n$th power ( $n \geq 1$ ) of $G$, written $G^{n}$, is defined to be the graph having $V(G)$ as its vertex set with two vertices $u, v$ adjacent in $G^{n}$ if and only if there exists a path of length at most $n$ between them, i.e., $d(u, v) \leq n$. Similarly, graph $H$ has an $n$th root $G$ if $G^{n}=H$. For the case of $n=2$, we say that $G^{2}$ is the square of $G$ and $G$ is the square root of $G^{2}$.

Mukhopadhyay [21] found that a connected undirected graph $G$ with vertices $v_{1}, \ldots, v_{n}$ has a square root if and only if $G$ contains a collection of $n$ complete subgraphs $G_{1}, \ldots, G_{n}$ such that for all $1 \leq i, j \leq n$ :

1. $\bigcup_{1 \leq i \leq n} G_{i}=G$,
2. $v_{i} \in \bar{G}_{i}$,
3. $v_{i} \in G_{j}$ if and only if $v_{j} \in G_{i}$.

Characterizations of squares of digraphs were given by Geller [13], and characterizations of $n$th power of graphs and digraphs were given by Escalante, Montejano, and Rojano [7]. Ross and Harary [23] showed that a graph has an unique tree square root (up to isomorphism) if it has a tree as its square root.

Although many properties of the square roots of graphs have been discovered, no efficient algorithms for finding the square root of a graph was known. One reason is that the mathematical characterization of the squares of graphs involve the concept of clique, which is an NP-complete problem in general. Furthermore, note that the characterization given by Mukhopadhyay deals with some $n$ cliques of $G$ which will have exponentially many candidate cliques. Indeed, Motwani and Sudan [20] showed that recognizing the general square graphs is an NP-complete problem.

Fleischner [8] proved that the square of a biconnected graph is always Hamiltonian. Although the Hamiltonian cycle problem is NP-complete for general graphs

[^18]

Fig. 1. A tree and its square.
[10], the biconnectivity of a graph can be tested in linear time [25]. Thus an efficient algorithm for finding the square root of some special classes of graphs could be useful for finding Hamiltonian cycles in these graphs. Unfortunately, Underground [27] had shown that finding a Hamiltonian cycle in $G^{2}$ given $G$ is also NP-complete.

In the first part of this paper, we concentrate on the problem of finding the square roots of graphs. We give an $O(m)$ time algorithm for finding the tree square roots of a graph in $\S 2$ and a linear time algorithm for finding the square roots of a planar graph in $\S 3$. In $\S 4$, we propose an $O\left(m^{2}\right)$ time algorithm for inversion of total graphs, which are the square of subdivided graphs.

Optimization problems concerning the square, and more generally the powers, of graphs are discussed in $\S 5$. We prove the following results:

- Finding the maximum clique, the minimum independent set, the minimum dominating set, the minimum clique partition, and the chromatic number in $G^{k}$ are all NP-complete for any fixed $k \geq 1$. Also, we show that when $G$ is a tree, $G^{k}$ is a chordal graph for any $k \geq 1$, implying these five optimization problems in $G^{k}$ can all be determined in linear time [14].
- A Hamiltonian cycle in $G^{k}, k \geq 3$, can be found in linear time given $G$. When $G$ is a tree, the existence of a Hamiltonian cycle in $G^{2}$ can be determined in linear time.
We conclude with open problems.

2. Tree square roots. Tree square roots were first considered by Ross and Harary [23], who showed that they are unique up to isomorphism. Figure 1 presents a tree and its square. In this section, we present an $O(|V|+|E|)$ algorithm for finding the tree square root of a given graph $G=(V, E)$. We will show that the leaves of the tree square root can be readily identified, and, after all leaves of its square root have been found, we can trim all leaves from the graph, resulting in a graph that is the square of a smaller tree. If we repeat this process and build appropriate edges between the different levels of leaves, the ultimate structure of its tree square root follows.

Now consider a graph $T^{2}=(V, E)$ which is known to be the square of some tree $T=\left(V, E^{\prime}\right)$. The degree of a vertex $v$ in $G$, written $\operatorname{deg}_{G}(v)$, is the size of its neighborhood. A vertex $v$ is a leaf (or endpoint) of a graph $G$ if $\operatorname{deg}_{G}(v)=1$.

The longest distance among all vertices of a graph is called its diameter. A tree with diameter less than or equal to two is called a star. Note that the square of a star is a complete graph. Recall that a vertex $v$ is simplicial if its neighborhood forms a
clique.
Lemma 2.1. $v$ is a simplicial point of $T^{2}$ if and only if $v$ is a leaf of $T$ or $T$ is a star.

Proof. Assume that $v$ is a leaf of $T$. Since $N_{T^{2}}^{\prime}(v)=\left\{u: d_{T}(u, v) \leq 2\right\}$, graph $\left\langle N_{T^{2}}^{\prime}(v)\right\rangle_{T}$ can be obtained by starting from a leaf $V$ and walking at most two steps in $T$. The resulting graph has a diameter less than or equal to two, i.e., $\left\langle N_{T^{2}}^{\prime}(v)\right\rangle_{T}$ is a star. The square of a star is a complete graph, so $\left\langle N_{T^{2}}^{\prime}(v) T^{2}\right.$ is complete, i.e., $v$ is simplicial. Now assume $v$ is not a leaf and $T$ is not a star. Then there must be a path $(x, v, y, z)$ in $T$. Since $d_{T}(x, z)=3$ implies $x z \notin E\left(T^{2}\right)$ and $x, z \in N_{T^{2}}(v), v$ is not simplicial.

For each leaf $v$ of $T$, we can partition $N_{T^{2}}(v)$ into two sets $L_{v}$ and $M_{v}$, where $L_{v}$ denotes all leaves of $T$ in $N_{T^{2}}(v)$ and $M_{v}$ the set $N_{T^{2}}(v)-L_{v}$. According to Lemma 2.1, a leaf node has the lowest degree of any vertex in its neighborhood of $T^{2}$. The following lemma characterizes when the degree of a leaf will be strictly less than the degree of its neighboring internal node.

Lemma 2.2. Let $T$ be a nonstar tree and $v$ a leaf of $T$, then

1. For all $u \in L_{v}, \operatorname{deg}_{T^{2}}(u)=\operatorname{deg}_{T^{2}}(v)$.
2. For all $w \in M_{v}, \operatorname{deg}_{T^{2}}(w)>\operatorname{deg}_{T^{2}}(v)$.

Proof. For part 1, let $u \in L_{v}$. Since $\left\langle N_{T^{2}}^{\prime}(v)\right\rangle_{T}$ is a star, we know that $N_{T^{2}}^{\prime}(v)=$ $N_{T^{2}}^{\prime}(u)$. So $\operatorname{deg}_{T^{2}}(u)=\operatorname{deg}_{T^{2}}(v)$. For part 2, let $w \in M_{v}$. Since $T$ is not a star, without loss of generality, there is either a path $(v, w, x, y)$ or a path $(v, x, w, y)$ in $T$. For either case, $y \in N_{T^{2}}(w)$ but $y \notin N_{T^{2}}(v)$. We conclude that $N_{T^{2}}^{\prime}(w) \not \subset N_{T^{2}}^{\prime}(v)$, Since, by Lemma 2.1, $N_{T^{2}}^{\prime}(v) \subset N_{T^{2}}^{\prime}(w), \operatorname{deg}_{T^{2}}(w)>\operatorname{deg}_{T^{2}}(v)$.

The center of star $T$ is the central vertex $v$ such that for all other vertices $u$ in $T, d_{T}(u, v)=1$. If $|T| \neq 2$, since there is only one center $v$ in $T$, we can denote $v$ by center $(T)$. Let $K_{n}$ denote the complete graph of size $n$. The size of $M_{v},\left|M_{v}\right|$, provides some valuable information.

Lemma 2.3. Let $v$ be a leaf of $T$, then

1. if $\left|M_{v}\right| \leq 1, T$ is a star;
2. if $\left|M_{v}\right|=2$, say $M_{v}=\{x, y\}$, then $x y \in E(T)$;
3. if $\left|M_{v}\right| \geq 3,\left(v\right.$, center $\left.\left(M_{v}\right)\right) \in E(T)$.

Proof. For part 1, either $\left|M_{v}\right|=0$ meaning $T=K_{2}$ or $\left|M_{v}\right|=1$, where again, $T$ is a star. For part 2 , let $M_{v}=\{x, y\}$. Since $v$ is a leaf, Lemma 2.1 showed that $\left\langle N_{T^{2}}^{\prime}(v)\right\rangle_{T}$ is a star. Since $\left|N_{T^{2}}(v)\right| \geq\left|M_{v}\right|=2$ meaning $\left|N_{T^{2}}^{\prime}(v)\right| \geq 3$, center $\left(\left\langle N_{T^{2}}^{\prime}(v) T\right)\right.$ is well defined. Further, center $\left(\left\langle N_{T^{2}}^{\prime}(v) T\right) \notin L_{v}\right.$. So, without loss of generality, we can let $x$ be the center of $\left\langle N_{T^{2}}^{\prime}(v)\right\rangle_{T}$. Again, since $\left\langle N_{T^{2}}^{\prime}(v)\right\rangle_{T}$ is a star, $y$ must be connected to $x$. So $x y \in E(T)$. For part $3,\left|M_{v}\right| \geq 3$. Since $\left\langle N_{T^{2}}(v)\right\rangle_{T}$ is a star and $v$ is the center, we know that center $\left(\left\langle N_{T^{2}}(v)\right\rangle_{T}\right)=\operatorname{center}\left(\left\langle M_{v}\right\rangle_{T}\right)$. Clearly, $\left(v, \operatorname{center}\left(\left\langle N_{T^{2}}(v)\right\rangle_{T}\right)\right) \in E(T)$.

Given a tree $T$, we can delete all the leaves of $T$ resulting in a smaller tree $T^{\prime}$. This trimming operation defines a function $\operatorname{trim}(T)=T^{\prime}$. The trimming operation can be repeated until the remaining subgraph $T^{\prime}$ is empty. Since each vertex $v$ in $T$ will eventually be trimmed, we can associate an integer with $v$ specifying the number of trimming operation taken before $v$ becomes a leaf. This function from $V(T)$ to $[0 . .\lfloor(n-1) / 2\rfloor]$ is recursively defined as follows:

$$
\operatorname{level}(v)= \begin{cases}0 & \text { if } v \text { is a leaf of } T \\ k & \text { if } v \text { is a leaf of } \operatorname{trim}^{k}(T)\end{cases}
$$

Lemma 2.1 shows that a leaf has the lowest degree in its neighborhood. The following
lemma shows the opposite direction. A vertex having the lowest degree in its neighborhood is not always a leaf but we can easily distinguish a low-degree internal node from a leaf.

Lemma 2.4. Let $T$ be a nonstar tree and $v$ a nonleaf vertex of $T$. If $\operatorname{deg}_{T^{2}}(v) \leq$ $\min \left\{\operatorname{deg}_{T^{2}}(u): u \in N_{T^{2}}(v)\right\}$, then level $(v)>2$ and for all $x \in N_{T^{2}}(v), N_{T^{2}}(v) \not \subset$ $N_{T^{2}}^{\prime}(x)$.

Proof. Since $v$ is not a leaf, level $(v) \geq 1$. Suppose level $(v) \leq 2$, then there must exist a $u$, a leaf of $T$, such that $u v \in E\left(T^{2}\right)$. By Lemma 2.2, we know that $\operatorname{deg}_{T^{2}}(u)<\operatorname{deg}_{T^{2}}(v)$, a contradiction. Let $x \in N_{T^{2}}(v)$. The second part has two cases:

Case 1. $d_{T}(x, v)=1$. Since $T$ is not a star and level $(v)>2$, there exists a path $(x, v, y, z)$ in $T$. Now, $z \in N_{T^{2}}(v)$ but $z \notin N_{T^{2}}^{\prime}(x)$.

Case 2. $d_{T}(x, v)=2$. Since $v$ is not a leaf, there must be a path $(x, y, v, z)$ in $T$. Again, $z \in N_{T^{2}}(v)$ but $z \notin N_{T^{2}}^{\prime}(x)$.

Lemma 2.5. Given a tree square $T^{2}=(V, E)$, we can identify all leaves of $T$ by examining $T^{2}$ in a total time of $O(|E|)$ time.

Proof. Assume that the graph $T^{2}$ is given in form of adjacency lists. Let $|V|=n$ and $|E|=m$. First, we can calculate the degree of each vertex totally in $O(m)$ time. Also, we will maintain a boolean array $B$, indexed by the vertices $V$, with size $n$, and initialize it by all zeros in $O(n)$ time. Then, for each vertex $v$ of $T^{2}$, first we will check whether $v$ has the lowest degree among its neighborhoods in $O\left(\operatorname{deg}_{T^{2}}(v)\right)$ time. If not, $v$ cannot be a leaf in $T$; otherwise, we can mark $B_{u}=1$ for each $u$ in $N_{T^{2}}(v)$ within $O\left(\operatorname{deg}_{T^{2}}(v)\right)$ time, and choosing $u$ such that $u$ has the lowest degree in $N_{T^{2}}(v)$, we can check whether $N_{T^{2}}(v) \subset N_{T^{2}}(u)$ in $O\left(\operatorname{deg}_{T^{2}}(u)\right)$ time, by polling each elements of $N_{T^{2}}(u)$ in $B_{v}$. If this condition does not hold, by Lemma 2.5, no vertex of $N_{T^{2}}^{\prime}(v)$ is a leaf; otherwise, $v$ and those vertices in $N_{T^{2}}(v)$ with same degree as $v$ are all leaves of $T$. Note that the total time spent on admitting leaves is bounded by $\Sigma_{\operatorname{level}(v) \in\{0,1\}} \operatorname{deg}_{T^{2}}(v)$. Also note that, since we are picking $u$, the lowest degree vertex in $N_{T^{2}}(v)$, the time spent on asking $N_{T^{2}}(v) \subset N_{T^{2}}(u)$ for those failed (nonleaf) $v$ is bounded by $\operatorname{deg}_{T^{2}}(x)$ for any vertex $x \in N_{T}(v)$. Further, if $v_{1}$ and $v_{1}$ both failed this test, it implies that $d_{T}\left(v_{1}, v_{2}\right)>2$, and, for each leaf $y$ of $T$, both $d\left(y, v_{1}\right)$ and $d_{T}\left(y, v_{2}\right)$ are greater than two. That is, the amount of time failing the $N_{T^{2}}(v) \subset N_{T^{2}}(u)$ test is bounded by $\Sigma_{u v \in F} \operatorname{deg}_{T^{2}}(u)+\operatorname{deg}_{T^{2}}(v)$ for some $F \subset E(T)$, where $F$ is an independent set of edges, i.e., a matching. It follows that the total time is bounded by $\Sigma_{v \in T^{2}} \operatorname{deg}_{T^{2}}(v)$ or $O(|E|)$.

Theorem 2.6. The tree square root of a graph can be found in $O(m)$ time, where $m$ denotes the number of edges of the given tree square graph.

Proof. Let the given graph be $G=(V, E)$ with $|V|=n$ and $|E|=m$. Now assume that there is a tree $T$ such that $G=T^{2}$. By Lemma 2.5, we can identify all leaves of $T$ in $O(m)$ time. Then we repeat the following procedures.

Let $L F(T)$ denote the set of all leaves of tree $T$. Trimming $T^{2}$ by removing all vertices in $L F(T)$ results in a proper induced subgraph of $T^{2}$, say $T^{\prime 2}$. This process takes $O\left(\sum_{v \in L F(T)} \operatorname{deg}_{G}(v)\right)$ time. For all leaf $v$, we can partition its neighborhood into two sets $L_{v}$ and $M_{v}$ totally in $O\left(\sum_{v \in L F(T)} \operatorname{deg}_{G}(v)\right)$ time. If for all $v, M_{v}<2$, we will conclude that $T$ is a star and terminate the process. Else, if for all $v, M_{v}>2$, then $G$ is not a square of a tree; otherwise, we have some $v \in L F(T)$ such that $M_{v}=\{x, y\}$, a set of size two. According to the second part of Lemma 2.3, we can
report that edge $x y$ contains in $T$. Further, we claim that

$$
L F\left(T^{\prime}\right) \subset \bigcup_{v \in L F(T) \wedge\left|M_{v}\right|=2} M_{v}
$$

To prove this claim, assume that $p$ is a leaf of $T^{\prime}$, meaning there exists exactly one vertex, say $q$, in $T^{\prime}$ such that $p q \in T^{\prime}$. Since $p$ is a leaf, there must be a leaf $v$ in $T$ adjacent to $p$; otherwise, $p$ will be a leaf of $T$ meaning $p \notin T^{\prime}$, a contradiction. That is, $\{p, q\}=M_{v}$. Our claim is proven.

Our claim means that we can find all the leaves of $T^{\prime}$ in $O(|L F(T)|)$ time by Lemma 2.4, since we will now only need to check which vertex of $\{p, q\}$ has lower degree. Treat $T^{\prime}$ as $T$ and repeat the process above until $T^{\prime 2}$ becomes a complete graph, implying $T^{\prime}$ a star. Each pass takes $O\left(\sum_{v \in L F(T)} \operatorname{deg}_{G}(v)\right)$ to identify the leaves of $T$ and establish the set of possible leaves of $T^{\prime}$. If $G$ is a tree square, eventually each vertex $v$ of $G$ becomes a leaf during the trimming process. That is, we will spend $O\left(\sum_{v \in V(G)} \operatorname{deg}_{G}(v)\right)$ or $O(m)$ total time finding all internal edges (those edges which are not adjacent with leaves) of $T$.

At this point, only the original leaves have not yet been linked to other vertices. This problem can be solved by recording the internal nodes, $M_{v}$, of each original leaf $v$ of $T$. Along with the trimming process, the trimmed level of each vertex $v$ of $T$, level $(v)$, is recorded. In detail, we maintain a counter, say $k$, initialized by zero. Every time the trimming process is repeated, $k$ is increased by one. Each time a vertex $v$ is eliminated from the tree, we will record level $(v)$ as $k$. Note that this fulfills our definition of level function and takes a total of $O(n)$ time.

Recall that the structure of the internal tree has already been determined at this point. If $G$ is complete, $T$ is just a star, which we have already dealt with when we tried to find the leaves. Now we may assume that $G$ is not complete, meaning $\left|M_{v}\right| \geq 2$. More precisely, the size of $M_{v}$ can be as follows.

Case 1. $\left|M_{v}\right|=2$ or $M_{v}=\{x, y\}$. If level $(x)=\operatorname{level}(y)=1$, there will be exactly two set of leaves, say $L_{1}$ and $L_{2}$, and we can either link $x$ to $L_{1}$ and $y$ to $L_{2}$ or $y$ to $L_{1}$ and $x$ to $L_{2}$. Otherwise, exactly one of $x$ and $y$ is in the level 1 . Without loss of generality, we say level $(x)=1$, then $v$ and $x$ are linked. This case takes constant time.

Case 2. $\left|M_{v}\right| \geq 3$. By Lemma 2.3, we shall link $v$ to center $\left(M_{v}\right)$. Now we show how the center $\left(M_{v}\right)$ is found. First choose two arbitrary $x, y$ from $M_{v}$. If $x y \in T^{\prime}$, pick another $z$ from $M_{v}$, and since $\left\langle M_{v}\right\rangle_{T^{\prime}}$ is a star, $z$ is adjacent to, say, $x$. That is, $x$ is the center, if $x y \notin T^{\prime}$. Keep picking $z$ from $M_{v}$ and eventually, since $\left\langle M_{v}\right\rangle_{T^{\prime}}$ is a star, we will find a $z$ such that $z x$ and $z y \in T^{\prime} . z$ is the center and the search takes $\left|M_{v}\right|$ or $O\left(\operatorname{deg}_{G}(v)\right)$ time.

The process of linking the leaves of $T$ to $T^{\prime}$ takes $O\left(\sum_{v \in L F(T)} \operatorname{deg}_{G}(v)\right)$, also bounded by $O(m)$. After the tree $T$ has been found, we will now double check whether $G=T^{2}$. This can be done by examining each vertex $v$ of $T$ and seeing whether $\bigcup_{u \in N_{T}} N_{T}(u) \cup N_{T}(v)=N_{G}(v)$ in $O\left(\operatorname{deg}_{G}(v)\right)$ time, since the time needed for finding $\bigcup_{u \in N_{T}} N_{T}(u)$ is bounded by $2 \operatorname{deg}_{G}(v)$ using a boolean array, as we have shown in Lemma 2.5. So totally, it will take $O(m)$ time to finish the last check.

Now we have completed the analysis and description of the algorithm. In summary, it takes $O(m)$ time to identify all leaves of $T$, and another $O(m)$ time to trim the tree and find the structure of $T$. Finally, to make sure $T$ is indeed the square root of $G$, it needs another $O(m)$. We now conclude that the tree square root of a square graph can be found in linear time.
3. Square roots of planar graphs. In this section, we present an $O(n)$ algorithm for finding the square root of a given planar graph based on the characterization of planar squares found by Harary, Karp, and Tutte [16] and the linear time triconnected components algorithm given by Hopcroft and Tarjan [18].

A vertex $v$ is an articulation vertex (or cut point) of a connected graph $G$ if the removal of $v$ from $G$ results in a disconnected graph. A bridge of a connected graph $G$ is an edge $e \in E(G)$ whose removal disconnects $G$. A block or biconnected component of $G$ is a maximal connected induced subgraph of $G$ without articulation vertices. An $n$-connected graph $G$ is a graph with at least $n+1$ vertices such that the removal of any $n-1$ vertices does not disconnect $G$ [26]. Note that the complete graph $K_{n}$ is ( $n-1$ )-connected but not $n$-connected. A graph is biconnected (triconnected) if it is 2 -connected (3-connected.)

Theorem 3.1 (Harary, Karp, and Tutte [16] ). A graph $G$ has a planar square if and only if

1. every point of $G$ has degree less than or equal to three,
2. every block of $G$ with more than four points is a cycle of even length, and
3. $G$ does not have three mutually adjacent articulation vertices.

The following discussion concerns the definition of triconnected components given by Hopcroft and Tarjan [18]. Let $G=(V, E)$ be a biconnected graph. A pair of vertices $\{a, b\}$ in $G$ is called a separation pair of $G$ if the removal of $\{a, b\}$ disconnect $G$. Let $S=\left\{H_{i}: H_{i}\right.$ is a connected component of $\left.\langle V-\{a, b\}\rangle_{G}\right\}$. and $\mathcal{S}=\left\{G_{i}=\right.$ $\left\langle V\left(H_{i}\right) \cup\{a, b\}\right\rangle_{G}$ with $a b$ linked: for each $\left.H_{i} \in S\right\}$. Each element $G_{i}$ of $\mathcal{S}$ is called the split graph of $G$ with respect to $\{a, b\}$. The newly added edge $a b$, called virtual edge, is not necessarily in $G$. Given a biconnected but not triconnected or complete graph $G$, we can find one of its separation pairs, $\{a, b\}$ and split it into split graphs. If any split graph $G_{i}$ of $G$ is not triconnected or complete, the splitting process is repeated until each split graph is either triconnected or complete. The ultimate split graphs are called the split components of $G$. The split components are not necessarily unique. Given a set of split graphs, partition it into two classes: $\mathcal{A}=\left\{G_{i}\right.$ : $G_{i}$ a triconnected split component $\}$ and $\mathcal{T}=\left\{G_{i}: G_{i}\right.$ a split component and $G_{i}=$ $\left.K_{3}\right\}$. Merge those split components in $\mathcal{T}$ that share edges into a polygon. Let $\mathcal{P}$ denote the collection of the resulting in components. $\mathcal{A} \cup \mathcal{P}$ is called the triconnected components of $G$. Triconnected components are unique and the following theorem applies.

Theorem 3.2 (Hopcroft and Tarjan [18] ). The triconnected components of a graph can be found in $O(m+n)$ time.

An endline of $G$ is an edge $u v$ of $G$ such that either $u$ or $v$ is a leaf. A burr of $G$ is a maximal connected (induced) subgraph of $G$ in which every bridge is an end line. By removing all leaves of a burr $B$ in $G$, the remaining subgraph $B^{\prime}$ is called the central block of $B$. Since $B$ does not contain inner bridge, $B^{\prime}$ must be a block or a single vertex. As shown in Theorem 3.1, if $G^{2}$ is a planar graph, then for each burr $B$ of $G$, either of the following cases is true.

Case 1. The central block $B^{\prime}$ is an even length cycle with more than four vertices. Let $C_{n}$ denote a chordless cycle of length $n$. That is, $B^{\prime}=C_{2 n}$, for some $n$ greater than 2. Further, each vertex of $B^{\prime}$ is adjacent to at most one endline.

Case 2. The central block $B^{\prime}$ is a block of size at most four. Each vertex of $B^{\prime}$ can be linked with at most one leaf, providing it does not violate the conditions of Theorem 3.1. Such kind of burr has at most eight vertices. That is, a burr consists of a central block $C_{4}$ with each vertex adjacent to exactly one leaf.

Case 3. The central block $B^{\prime}$ consists of a single vertex $v$, which can be adjacent to at most three other leaves. That is, $B$ is a star of size at most four.

Lemma 3.3. The square of a burr is triconnected or complete. Further, each triconnected component of a planar square $G^{2}$ is the square of a burr in $G$.

Proof. Given a graph $G=(V, E), U \subset V, v \in V$, and $x \notin V$, let $G-U$ denote $\langle V-U\rangle_{G}$ and $G \cup a x$ denote the graph $(V \cup\{x\}, E \cup a x)$. First we prove that the square of a burr is triconnected or a complete graph with at most four vertices. Given a burr $B$, we analyze the cases of different burrs based on the size of its central block $B^{\prime}$.

Case 1. $B^{\prime}$ is a block of size greater or equal to three. We claim that:
(1) $B^{\prime 2}$ is triconnected or $K_{3}$. If $\left|B^{\prime}\right|=3, B^{2}=K_{3}$. If $\left|B^{\prime}\right|=4, B^{\prime 2}=K_{4}$ is triconnected. Otherwise, $B^{\prime}=C_{2 n}$ for some $n>2$. Consider each pair of vertices, $\{u, v\}$, of $C_{2 n}$. If $u v \in E\left(C_{2 n}\right)$, then $C_{2 n}-\{u, v\}$ is still connected. If $u v \notin E\left(C_{n}\right)$, without loss of generality, let $C_{2 n}=\left(P_{1}, u, P_{2}, v\right)$, where $P_{1}$ and $P_{2}$ represent two different paths in $C_{2 n}$. Note that in $C_{2 n}^{2}$, there exists at least one edge that connects $P_{1}$ and $P_{2}$. That is, $C_{2 n}^{2}-\{u, v\}$ is connected or $B^{2}$ is triconnected.
(2) For each end line $v x$ of $B,\left(B^{\prime} \cup x v\right)^{2}$ is triconnected. Let $x$ be the leaf of $B$ meaning $v \in B^{\prime}$. For each $w \in B^{\prime}$, delete $\{x, w\}$ from $\left(B^{\prime} \cup x v\right)^{2}$. This results in a graph $B^{\prime 2}-\{w\}$, which is still connected. Otherwise delete $\{u, v\} \subset V\left(B^{\prime}\right)$ from $\left(B^{\prime} \cup x v\right)^{2} . B^{\prime 2}-\{u, v\}$ is still connected as shown in (1). Note that $x$ is adjacent to at least three vertices in $B^{\prime 2}$. So there must exist another vertex $w \in V\left(B^{\prime}\right)-\{u, v\}$ that is adjacent to $x$ at the $\left(B^{\prime} \cup v x\right)^{2}$.

By claims (1) and (2) stated above, we can easily see that if $B \neq K_{3}, B$ is triconnected. The only case we have not mentioned is picking the vertices pair $\{u, v\}$ such that both of them are the leaves, but clearly $B-\{u, v\}$ is still connected.

Case 2. The central block is a single vertex. Such a burr must be a star of size at most four. The square of stars are complete as shown in Lemma 2.1.

Now we proceed to prove that each triconnected component of $G^{2}$ is the square of a burr. First we note that vertex $\{u, v\}$ of $G^{2}$ is a separation pair of $G^{2}$ if and only if $u v$ is the nonendline bridge of $G$. So the split process will be repeated until the resulting graphs are triconnected or complete graphs with at most three vertices. Suppose there is a triconnected component $H^{2}$ in $G^{2}$, such that $H$ is not a burr of $G$. By the definition of burr, there exists a nonendline bridge $u v$ in $H$. Because the removal of vertices pair $\{u, v\}$ disconnects $H^{2}$, which means that the splitting process has not completed, we conclude that $H^{2}$ is not the triconnected component of $G^{2}$.

Theorem 3.2 shows that $O(m+n)$ time suffices to find all triconnected components of a given graph. For our case of planar graph, because the number of edges $m \leq$ $3 n-6$, we can find all triconnected components in $O(n)$ time.

For $G^{2}$ to be planar, each large burr in $G$ must be an even-length cycle plus some endlines in general. Otherwise, the central block will just be a finite graph with size less than five. The following lemma characterizes the leaves of a large burr.

Lemma 3.4. Given a planar square graph $G^{2}$ and a burr $B$ of $G$ such that $|B|>5$, $v$ is a leaf of $B$ if and only if $\operatorname{deg}_{B^{2}}(v)=3$.

Proof. Since $|B|>5$ and $B^{2}$ is planar, the central block $B^{\prime}$ must have at least four vertices. Otherwise the condition of Theorem 3.1 will be violated. First we show that for each nonleaf $v$ of $B, \operatorname{deg}_{B^{2}}(v)>3$. If $B^{\prime}$ is an even-length cycle $C_{2 n}$ such that $n \geq 3$, then $\operatorname{deg}_{B^{2}}(v) \geq 4$. Otherwise, the central block is a block of size four. There are at least two leaves outside this size-four block. Again, $\operatorname{deg}_{B^{2}}(v) \geq 4$.


Fig. 2. Four different roots of $C_{6}^{2}$.

Now we show the each leaf $v \in B$ has degree three in $B^{2}$. Let $u v \in B$ meaning $u \in B^{\prime}$. Since $B^{2}$ is planar, $\operatorname{deg}_{B}(u) \leq 3$. Since $B^{\prime}$ is a block, $\operatorname{deg}_{B^{\prime}}(u) \geq 2$, meaning $\operatorname{deg}_{B}(u) \geq 3$. Since $\operatorname{deg}_{B}(u)=3, \operatorname{deg}_{B^{2}}(v)=3$.

Now we show that we can efficiently find the original burr by given its square.
Lemma 3.5. Given a planar graph $B^{2}$, where $B$ is a burr, the structure of $B$ can be computed in $O(|B|)$ time.

Proof. Consider various sizes of $|B|$.
Case $1 .|B|>5$. By Lemma 3.4, we can identify all leaves of $B$ within $O(|B|)$ time by examining the degree of each vertex. Let $L$ be the set of leaves in $B$. There can be two possibilities.

Case 1.1. $|L|=0$. Then $B=C_{2 n}$ for some $n \geq 3$. If $B=C_{6}$, there are four distinct labeled graphs whose square is equal to $C_{6}^{2}$ as shown in Fig. 2. For $n>3$, the identification of $C_{2 n}$ is unique since edge $u v \in C_{2 n}$ if and only if $\left|N_{C_{2 n}^{2}}^{\prime}(u) \cap N_{C_{2 n}^{2}}^{\prime}(v)\right|=$ 3. In linear time we can trace the exact labeling of $C_{2 n}$

Case 1.2. $|L|>0$. Choose an arbitrary vertex $v$ from $L$ and delete all vertices $L-\{v\}$ from $B$. The resulting graph will just be a graph of structure $\left(v \cup C_{2 n}\right)^{2}$ for some $n \geq 2$. Since we know that the vertex $v$ is its leaf, one of vertices $N_{B}(v)=$ $\{a, b, c\}$ is adjacent to $v$ in $B$. It is easy to verify that $a v \in B$ if and only if $\mid N_{B^{2}}(a) \cap$ $N_{B^{2}}(b)\left|=\left|N_{B^{2}}(a) \cap N_{B^{2}}(c)\right|=3\right.$. Say $a v \in B$, meaning $a b$ and $a c \in B$. Since for $x \neq v$ or $c$ and $x \in N_{B^{2}}(b), b x \in B$ if and only if $a x \in B$, once we know $a b, a c \in B$, we can trace the cycle out by this scheme. This process can be repeated until the whole structure of $B$ is revealed. It can be done in $O(|B|)$.

Case 2. $|B|=5$. For this finite graph, all possible structures of $B$ are as follows.
Case 2.1. $B=\left(C_{4}\right.$ plus an endline). This case there are six possible arrangements of vertices to constitute $B$ as shown in Fig. 3.

Case 2.2. $B=\left(K_{3}\right.$ plus two endlines). Again, there are six possible arrangements of vertices to constitute $B$ as shown in Fig. 4. One thing interesting about this case is that there is only one possible (up to isomorphism) square burr for size five. We have shown it has 12 distinct labeled roots and two different (up to isomorphic) roots.

Case $3 .|B|=4$. All possible structures of $B$ are a star with size four and possibly adding any edges or $C_{4}$.

Case 4. $|B|=3 . B$ is a path of length two or $K_{3}$.
Case $5 .|B| \leq 2 . B$ is $K_{1}$ or $K_{2}$.
It has been shown that for a large burr, the structure of $B$ can be revealed in $O(|B|)$, and for the finite size of $B$, the structure of $B$ can be found in constant time. We conclude the structure of $B$ can be determined in $O(|B|)$ time.

$\left(C_{4}+e\right)^{2}$

Root 1


Root 2
Root 3


Fig. 3. $\left(C_{4}+e\right)^{2}$ and its six different roots.

Given a square burr $B^{2}$, we have just shown that the structure of $B$ is not necessarily unique. Also note that not all combinations of arbitrary burr roots constitute the root of $G^{2}$. So to complete the determination of the square root of $G^{2}$, we must identify all inner bridges of $G$. The following lemma shows that it can also be done efficiently.

Lemma 3.6. Given $G^{2}$ a planar graph, all inner bridges of $G$ can be found within $O(n)$ time.

Proof. Without loss of generality, we assume that $G$ is connected. Say $G^{2}$ consists of $k$ square burrs, $B_{i}^{2}, 1 \leq i \leq k$. By Lemma 3.3 and Theorem 3.2 , these square burrs can be identified in $O(n)$ time. If $k=1$, then there is no inner bridge in $G$. We will now only consider the case that $k>1$.

Let $\mathcal{B}=\left\{B_{i}^{2}: B_{i}\right.$ is a burr of $\left.G\right\}$ and $\mathcal{E}=\left\{\left(B_{i}^{2}, B_{j}^{2}\right):\left|B_{i}^{2} \cap B_{j}^{2}\right|=2\right\}$. We claim $(\mathcal{B}, \mathcal{E})$ defines a tree. Note that $(\mathcal{B}, \mathcal{E})$ is connected. Suppose there exists a cycle $\left(B_{1}^{2}, B_{2}^{2}, \ldots, B_{m}^{2}\right)$ in $(\mathcal{B}, \mathcal{E})$ where $m$ is the length of the cycle. Then $\cup_{1 \leq i \leq m} B_{i}$ is a burr, which violates the assumption that $B_{i}$ is a burr. Therefore $(\mathcal{B}, \mathcal{E})$ must be a tree. It implies that $k \leq n$.

Recall that, for each two burrs $B_{i}$ and $B_{j}$ of $G$, either $B_{i}^{2} \cap B_{j}^{2}=\emptyset$ or $B_{i}^{2} \cap$ $B_{j}^{2}=\{u, v\}$, which implies $u v$ is the inner bridge between $B_{i}^{2}$ and $B_{j}^{2}$. Otherwise, $\left|B_{i}^{2} \cap B_{j}^{2}\right|=1$, and there is an intermediate burr $B_{l}^{2}$, which is either a $K_{3}$ or $K_{4}$, such that $\left|B_{i}^{2} \cap B_{l}^{2}\right|=\left|B_{l}^{2} \cap B_{j}^{2}\right|=2$. Now, repeat the following process for each $B_{i}^{2}$.

First, for each burr $B_{i}^{2}$, insert the number $i$ to each of its vertices, $v$. Note that each vertex can be associated with at most four burrs since the degree of each vertex in the root can be at most three. Denote the list of burrs associated with vertex $v$ by $A_{v}$.

Now, for each vertex $v$, if the number of square burrs associated with $v$ is at least two, visit every vertex $u$ in the neighborhood of $v$. If $\left|\left\{A_{u} \cap A_{v}\right\}=\{i, j\}\right|=2$, then


Fig. 4. $\left(C_{3}+2 e\right)^{2}$ and its six different roots.
we can claim that $u v$ is the inner bridge between two burrs $B_{i}$ and $B_{j}$.
The first step of the strategy just mentioned can be done in $O\left(\left|B_{i}\right|\right)$ for each $B_{i}^{2}$. Recall that, for each $v$ in $G,\left|A_{v}\right| \leq 4$. Thus the second step can be done in constant time for each vertex $v$. Totally, we will need $\sum_{1 \leq i \leq k}\left|B_{i}\right|+\sum_{v} 1$, which is exactly $O(n+2 k-2)+O(n)=O(n)$ operations (remember that $(\mathcal{B}, \mathcal{E})$ is a tree). This completes our proof. $\quad$.

Theorem 3.7. The square root of a planar graph $G^{2}$ can be found in $O(n)$ time.
Proof. By Lemma 3.3, the square burrs of $G^{2}$ can be found in $O(n)$ time. By Lemma 3.6, the inner connection between those square burrs can be found in $O(n)$ time. By Lemma 3.5, the structure of each burr $B_{i}$ can be found in $O\left(\left|B_{i}\right|\right)$ time. Since we have shown in Lemma 3.6 that $\sum_{i}\left|B_{i}\right|<3 n$, the result follows.
4. Inversion of total graphs. Given a graph $G=(V, E)$, its total graph [15], $T(G)$, has vertex set $V \cup E$ with two vertices of $T(G)$ adjacent whenever they are neighbors in $G$. If $u v$ is an edge of $G$, and $w$ not a vertex of $G$, then $u v$ is subdivided when it is replaced by two edges $u w$ and $w v$. If every edge of $G$ is subdivided, the resulting graph is the subdivision graph $S(G)$ [15]. Behzad [2] showed that, given a graph $G$, the total graph $T(G)$ is isomorphic to the square of subdivision graph $S(G)$. Behzad and Radjavi [3] showed that the two graphs $G, H$ are isomorphic to each other if and only if $T(G) \cong T(H)$. We give a polynomial time algorithm for the inversion of total graphs by reducing it into finding square roots of the squares of subdivision graphs. Recently, we have learned of a similar result by Gavril [12].

Given a graph $G=(V, E)$ and its subdivision graph $S(G)$, we call the set of newly added vertices $W$, such that $V(S(G))=V \cup W$. By Behzad's result, we know that $T(G)=[S(G)]^{2}$. Given $v \in V$, we call $I(v)=N_{S(G)}(v) \subset W$, the inner neighborhoods of vertex $v$, and $O(v)=N_{G}(v) \subset V$, the outer neighborhoods. Note that $N_{T(G)}(v)=N_{[S(G)]^{2}}(v)=I(v) \cup O(v)$. We observe the following.


FIG. 5. $I(v)=N_{T(G)}(v) \cap N_{T(G)}(w)-\{u\}$ in total graph.

Lemma 4.1. Let uv be an edge of $G$ and $w$ the subdivided vertex of uv implying $u w, w v \in S(G)$. Then
(i) $I(v)=N_{T(G)}(v) \cap N_{T(G)}(w)-\{u\}$.
(ii) For each pair $\left(w^{\prime}, u^{\prime}\right) \in I(v) \times O(v), w^{\prime} u^{\prime} \in S(G)$ if and only if $\left\{u^{\prime}\right\}=N_{T(G)}\left(w^{\prime}\right) \cap N_{T(G)}(v)-I(v)$.
Proof. (i) Since, for each $x \in O(v)-\{u\}, d_{S(G)}(w, x)=3$, it follows that $I(v)=$ $N_{T(G)}(v) \cap N_{T(G)}(w)-\{u\}$ as illustrated in Fig. 5.
(ii) The only if part is trivial by (i). Now assume that $\left\{u^{\prime}\right\}=N_{T(G)}\left(w^{\prime}\right) \cap$ $N_{T(G)}(v)-I(v)$. Note that $d_{S(G)}\left(u^{\prime}, w^{\prime}\right) \leq 2$ and $d_{S(G)}\left(u^{\prime}, v\right)=2$. It follows that $u^{\prime} v^{\prime} \in S(G)$.

Given a graph $G$, recall that a maximal clique of $G$ is an induced complete subgraph of $G$, such that no other vertex in $G$ can be added in to form a larger clique. We find a way to tell whether an edge $u v$ is in the square root graph by examining these maximal cliques in the square containing both vertices $u$ and $v$.

Proposition 4.2. Given a graph $G=(V, E)$ and an edge uv of $G$, there are at most two maximal cliques of size three containing both $u$ and $v$ in $G^{2}$.

Proof. Let $K=\{u, v, w\}$ be a maximal clique in $G^{2}$. Note that it is not possible that $d_{G}(u, w)=d_{G}(v, w)=2$ in $G$ because that will imply that $K$ is not maximal. So, without loss of generality, we can assume that $u w$ is an edge of $G$. Note that $v$ and $w$ are the only vertices allowed to be adjacent to $u$, since otherwise $K$ will not be maximal. It is possible that $v$ can be adjacent to a vertex $w^{\prime} \neq w$ such that $N_{G}(v)=\left\{u, w^{\prime}\right\}$ implying $\left\{u, v, w^{\prime}\right\}$ also being a maximal clique, but that is all possible maximal cliques of size three we can have containing both $u$ and $v$.

Proposition 4.3. Given a graph $G=(V, E)$, an edge uv of $G$, and $w$ the subdivided vertex of uv in $S(G)$, then $\operatorname{deg}_{T(G)}(v)=2$, and $\operatorname{deg}_{T(G)}(w)=\operatorname{deg}_{T(G)}(u)+$ $\operatorname{deg}_{T(G)}(u)$ both $u$ and $v$ in $G^{2}$.

Proof. The proof of this proposition is based on the fact that $T(G)=[S(G)]^{2}$, and we will leave it to the reader.

Theorem 4.4. The inversion of total graphs can be done in $O\left(m^{2}\right)$ time where $n$ and $m$ denote the number of vertices and edges of the given graph, respectively.

Proof. Given a graph $H$, our goal is to present an algorithm for finding a graph $G$ such that $H=T(G)=[S(G)]^{2}$ in $O\left(|E(H)|^{2}\right)$ time. Without loss of the generality, we will assume $H$, and thus $G$, is connected. Our strategy is to pick a triple $\{u, v, w\}$
in $H$ such that $v w$ and $w u$ are in $S(G)$, so that we can use Lemma 4.1 to trace the structure of $S(G)$, which is the square root of $H$, and then the graph $G$ is easily found from $S(G)$.

Assume that $H$ contains $n$ vertices and $m$ edges. First we can construct the adjacency matrix of $H$ in $O\left(n^{2}\right)$ time. Now consider the graph $G$ we are looking for. By Proposition 4.3, if a vertex $v$ has the lowest degree in $G$, so does $v$ in $T(G)$, that is, the given graph $H$. So we begin by sorting all vertices of $H$ according to their degrees in $H$. Since the maximum degree of all vertices in $H$ is bounded by $n$, by using the bucket sort method, the sorting process can be done in $O(m)$. Denote the lowest degree of all vertices in $H$ by $\delta$. It is clear that some vertex $v$ in $H$ with degree $\delta$ will be also a vertex of $G$ (with degree $\delta / 2$ ), and there is at least a vertex $w \in N_{T(G)}(v)$ such that $v w$ is also in $S(G)$.

Let $\alpha$ denote the number of degree $\delta$ vertices in $T(G)$. It is clear that the number of possible candidates of $v w$ in $T(G)$ will be $\alpha \delta=O(m)$. To apply the result of Lemma 4.1, we also need to find a vertex $u$ in $T(G)$ such that $v w$ and $w u$ are all in $G$. Fortunately, Proposition 4.3 assures us that the number of candidates of such $u$ is at most two. To find all maximal cliques of size three containing $v w$ in $T(G)$, we can examine the set $A=N_{T(G)}(v) \cap N_{T(G)}(w)$ in $O(\delta)$ time and eliminate any pair $\{x, y\} \subset A$ from it resulting a smaller subset $A^{\prime}$ if $x y \in T(G)$, which can be done in $O\left(\delta^{2}\right)$ time, which is still bounded by $O(m)$. Again, note that the size of $A^{\prime}$ is at most two by Proposition 4.3.

Now we have a triple $\{u, v, w\}$ forming a maximal clique in $T(G)$ and suggesting that $v w$ and $w u$ are two edges of $S(G)$. So we can apply Lemma 4.1 to trace the structure of $S(G)$ in $O(m+n)$ time by a breadth-first-searching method described as follows. First, for each vertex $w^{\prime}$ in the inner neighborhoods, $I(v)$ that can be found in $\operatorname{deg}_{T(G)}(v)$ time, we know that $v w^{\prime} \in E(S(G))$ by part (i) of Lemma 4.1. Also, for each $u^{\prime} \in N_{T(G)}\left(w^{\prime}\right)$, we know that $u^{\prime} w^{\prime} \in E(S(G))$ if $u^{\prime}$ is also in $N_{T(G)}(v)$ but not in $I(v)$, which we can tell in $O\left(\operatorname{deg}_{T(G)}\left(w^{\prime}\right)\right)$ time. By propagating this procedure to each vertex in $T(G)$ by using a breadth-first-search method, it takes a total of $O\left(\sum_{v \in T(G)} O\left(\operatorname{deg}_{T(G)}(v)\right)\right)=O(m)$ time.

To avoid estimating an incorrect $\{u, v, w\}$ triple, we will need to double check whether $H=[S(G)]^{2}$. This can be done by examining each vertex $v$ of $S(G)$ and see whether $\bigcup_{u \in N_{S(G)}} N_{S(G)}(u) \cup N_{S(G)}(v)=N_{H}(v)$ in $O\left(\operatorname{deg}_{H}(v)\right)$ time, since the time needed for finding $\bigcup_{u \in N_{S(G)}} N_{S(G)}(u)$ is $2 \operatorname{deg}_{G}(v)$ if $v \in G$, or $\operatorname{deg}_{G}(x)+\operatorname{deg}_{G}(y)$ if $v$ is the subdivided vertex of an edge $x y$ of $G$, as shown in Proposition 4.3.

Now we have completed the analysis and description of the algorithm. In summary, it will spend at most $O(m)$ time for each possible triple $\{u, v, w\}$, whereas the number of candidate triples is bounded by $O(\alpha \delta)$. Since we need the time to initialize the adjacency matrix of $H$, the total time bound will be $O\left(n^{2}+\alpha \delta m\right)$. In the worst case, it will take $O\left(m^{2}\right)$ time, although in most of the cases that $\alpha \delta$ will be much smaller than $m$ thus the time complexity will collapse into $O\left(n^{2}\right)$.
5. Optimization problems on power graphs. Here we present a number of our results concerning the square, and more generally, the powers of graphs. In §5.1, we give a linear time algorithm for finding a Hamiltonian cycle in cubic graphs. In §5.2, we prove the NP-completeness of finding the maximum cliques in powers of graphs by transformations from the general maximum cliques problem. In §5.6, we prove the chordality of powers of trees by showing that they have the intersection model of subtrees of a tree.


Fig. 6. Finding a Hamiltonian cycle in a cubic tree.
5.1. Hamiltonian cycles in powers of graphs. Fleischner [8] proved that the square of a biconnected graph is always Hamiltonian. Harary and Schwenk [17] proved that the square of a tree $T$ is Hamiltonian if and only if $T$ does not contain $S\left(K_{1,3}\right)$ as its induced subgraph. Here $S\left(K_{1,3}\right)$ denotes the subdivision graph of the complete bipartite graph $K_{1,3}$ or the size four star.

A graph $G$ is Hamiltonian connected if every two distinct vertices are connected by a Hamiltonian path. Sekanina [24] proved $G^{3}$ is Hamiltonian connected if $G$ is connected. It implies that if the size of $G$ is greater or equal to three, then $G^{3}$ is Hamiltonian. However, we have found no analysis of the complexity of finding Hamiltonian cycles in cubic graphs in the literature. Here we present a linear time algorithm (in terms of the vertices and edges number of $G$ ) for finding a Hamiltonian cycle in $G^{3}$ if $G$ is given.

Theorem 5.1. Given a connected graph $G=(V, E)$ with size at least three and an integer $k \geq 3$, we can find a Hamiltonian cycle in $G^{k}$ within $O(|V|+|E|)$ time.

Proof. We will prove this theorem by giving a linear time algorithm for finding a Hamiltonian cycle of $G^{k}$. First, we will find a spanning tree, $T$, of $G$ while linear time suffices by using a simple depth-first-search algorithm, assuming the given graph is represented in form of adjacency lists. Our goal is to find a Hamiltonian path $h$ in $T^{3}$; it follows that $u v+h$ will be a Hamiltonian cycle of $T^{3}$ and thus a Hamiltonian cycle of $G^{3}$. Since $E\left(G^{i}\right) \subset E\left(G^{i+1}\right)$ for any positive integer $i, u v+h$ is also a Hamiltonian cycle of $G^{k}$.

We start by selecting an arbitrary edge $u v$ of $T$. After deleting $u v$ from $T$, we separate $T$ into two smaller trees, $T_{1}$ and $T_{2}$, containing $u$ and $v$ respectively, as shown in Fig. 6.

If $u$ is also adjacent to some vertex $u^{\prime}$ in $T_{1}$, we proceed to find a Hamiltonian path $P_{1}$ from $u$ to $u^{\prime}$ in $T_{1}$, by recursively applying the algorithm; otherwise, $u$ itself is the Hamiltonian path we want. The same procedure will be applied in $T_{2}$, only this time we construct a Hamiltonian path $P_{2}$ from $v^{\prime}$ (a vertex adjacent to $v$ in $T_{2}$ ) to $v$. Since the last vertex of $P_{1}\left(u^{\prime}\right.$ or $\left.u\right)$ has distance at most three from the first vertex of $P_{2}\left(v^{\prime}\right.$ or $\left.v\right)$, it follows that $P_{1}$ concatenating with $P_{2}$ is a Hamiltonian path from $u$ to $v$ in $T^{3}$.

To demonstrate that this algorithm can be done in linear time, we must show that the deletion of $u v$ from $T$ can be implemented in constant time. Note that
the conventional adjacent lists representation might take $O(n)$ to delete an arbitrary edge, thus resulting an $O\left(n^{2}\right)$ algorithm. Therefore, we use a double linked list $N(v)$, forming a ring, to represent the set of all neighbors of each vertex $v$ in $T$. Each element of $N(v)$ has a pointer that points to an edge $e=u v$, for some $u$. For each vertex $v$ of $T$, we use a cell containing a pointer that pointing to the double-linked list $N(v)$. For each edge $e=u v$, we use four pointers pointing to $u, v, N(u)$, and $N(v)$. Thus, to delete an edge $e=u v$, we start from $e$, following its link to locate the position of $e$ in $N(v)$, delete it in constant time, then locate $v$, and link it to any element of this newly modified $N(v)$. The part of $u$ and $N(u)$ can be handled symmetrically.

Let $|T|=|V|=n,\left|T_{1}\right|=n_{1}$, and $\left|T_{2}\right|=n_{2}$, and let time $(T)$ define the time needed to perform our algorithm. Since $n=n_{1}+n_{2}$ and

$$
\operatorname{time}(T)=\operatorname{time}\left(T_{1}\right)+\operatorname{time}\left(T_{2}\right)+\text { constant time for deleting } u v,
$$

by induction, $\operatorname{time}(T)=\operatorname{time}\left(T_{1}\right)+\operatorname{time}\left(T_{2}\right)+c=O\left(n_{1}\right)+O\left(n_{2}\right)+c=O(n)$. So we now conclude that finding a Hamiltonian cycle in a cubic (or higher powers) graph can be done in linear time.
5.2. Maximum cliques of power graphs. Recall that a clique in a graph $G$ is maximum if it is the largest induced complete subgraph of $G$. Here we prove that finding maximum cliques in powered graphs is NP-hard by transformation from the general problem of finding the maximum cliques in arbitrary graphs.

Theorem 5.2. Let $G=(V, E)$ be a graph. Then, for any fixed integer $k \geq 1$, finding the maximum clique of $G^{k}$ is $N P$-complete.

Proof. Note that, for the case of $k=1$, this problem is to find the maximum clique in $G$, which is NP-complete as shown in [10]. Let $|E(G)|=m$. Now we will prove the theorem for the case that $k>1$. We divide the problem depending upon whether $k$ is even or odd.

Case 1. $k=2 p+2$, for some $p \geq 0$. Construct a graph $G^{\prime}$ according to the following transformation. For each edge $u v \in E$, construct a set of $2 p+1$ new vertices, $V_{u v}=\left\{[u v]_{0},[u v]_{1}, \ldots,[u v]_{2 p}\right\}$. Let $W=\cup_{u v \in E} V_{u v}$, the new vertices in $G^{\prime}$. Link these vertices of $V_{u v}$ with $u$ and $v$ to form a path by adding the edges $E_{u v}=\left\{\left([u v]_{i},[u v]_{i+1}\right): 0 \leq i<2 p\right\} \cup\left\{\left(u,[u v]_{0}\right),\left([u v]_{2 p}, v\right)\right\}$. Note that $[u v]_{p}$ is the unique center vertex in $E_{u v}$. Link these center vertices in $G^{\prime}$ by defining $C=$ $\left\{\left([u v]_{p},\left[u^{\prime} v^{\prime}\right]_{p}\right):\right.$ for all $\left.u v, u^{\prime} v^{\prime} \in E\right\}$. Figure 7 illustrates this transformation.

Now construct the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ by defining

$$
\begin{aligned}
& V^{\prime}=V \cup W, \\
& E^{\prime}=\cup_{u v \in E} E_{u v} \cup C .
\end{aligned}
$$

Since, for each pair of vertices $x \in V_{u v}, y \in V_{u^{\prime} v^{\prime}}$, the path from $x$ to $[u v]_{p}$, to $\left[u^{\prime} v^{\prime}\right]_{p}$, and, finally, to $y$ has length at most $2 p+1=k-1$. It follows that for each pair $v \in V$ and $w \in W, d_{G^{\prime}}(v, w) \leq k$, implying that $W \cup v$ forms a clique in $G^{k}$ for any $v \in V$. Also notice that, for each two vertices, $u$ and $v$, of $V, u v \in E$ if and only if $d_{G^{\prime}}(u, v)=k$. Thus, a subset of $V, Q$ of size $q$, is a clique of $G$ if and only if $X \cup W$ is a clique of $\left(G^{\prime}\right)^{k}$. That is, $G$ has a clique of size $q$ if and only if $G^{k}$ has a clique of size $(k-1) m+q$. Since clearly $G^{\prime}$ can be constructed in polynomial time, finding the maximum clique in $G^{k}$ is NP-hard for the case of even $k$.

Case 2. $k=2 p+1$, for some $p \geq 1$. The construct of the graph $G^{\prime}$ is similar to the even case except that we now add an additional kernel vertex $c$ to $G^{\prime}$. For each edge $u v \in E$, construct a set of $2 p$ new vertices, $V_{u v}=\left\{[u v]_{1},[u v]_{1}, \ldots,[u v]_{2 p}\right\}$. The new


Fig. 7. The transformation of even powers of a graph.


Fig. 8. The transformation of odd powers of a graph.
vertices in $G^{\prime}$ will be $W=\cup_{u v \in E} V_{u v} \cup\{c\}$. Link vertices of $V_{u v}$ with $u$ and $v$ to form a path by adding the edges $E_{u v}=\left\{\left([u v]_{i},[u v]_{i+1}\right): 1 \leq i<2 p\right\} \cup\left\{\left(u,[u v]_{0}\right),\left([u v]_{2 p}, v\right)\right\}$. Note that $[u v]_{p}$ and $[u v]_{p+1}$ are two center vertices in $E_{u v}$. Link these center vertices with the kernel $c$ by defining $C=\left\{\left(c,[u v]_{i}\right)\right.$ : for all $\left.u v \in E, i \in[p, p+1]\right\}$. Figure 8 illustrates this transformation.

Again, construct the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ by defining

$$
\begin{aligned}
& V^{\prime}=V \cup W, \\
& E^{\prime}=\cup_{u v \in E} E_{u v} \cup C .
\end{aligned}
$$

Since for each pair of vertices $x \in V_{u v}, y \in V_{u^{\prime} v^{\prime}}$ the path from $x$ to $y$ defined by concatenating the shortest path from $x$ to $c$ and from $c$ to $y$ has a length at most $2 p=k-1$, it follows that, for each pair $v \in V$ and $w \in W, d_{G^{\prime}}(v, w) \leq k$, implying that $W \cup v$ forms a clique in $G^{k}$ for any $v \in V$. Also notice that, for each two vertices, $u$ and $v$, of $V, u v \in E$ if and only if $d_{G^{\prime}}(u, v)=k$. Thus, given $X$, a subset of $V, X$ is a clique of $G$ if and only if $X \cup W$ is a clique of $\left(G^{\prime}\right)^{k}$. That is, $G$ has a clique of size $q$ if and only if $G^{k}$ has a clique of size $(k-1) m+1+q$. It is not difficult to verify that $G^{\prime}$ can be constructed in polynomial time; thus, the problem is NP-hard for the case of odd $k$.

Since the problem is clearly in NP, we now conclude that the problem of finding the maximum clique of $G^{k}$ is NP-complete for any fixed integer $k \geq 1$.
5.3. Maximum independent sets of power graphs. Given a graph $G$ and a positive integer $k>1$, the transformed graph $G^{\prime}$ described in the previous proof is uniquely defined. We can denote this transformation by $G^{\prime}=\Phi(G, k)$. The most interesting property of this transformation is that, for every two distinct vertices $u, v$ of $G$, we have

$$
\begin{equation*}
u v \notin G \Longleftrightarrow d_{\Phi(G, k)}(u, v)=k+1 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
u v \in G \Longleftrightarrow d_{\Phi(G, k)}(u, v)=k \tag{2}
\end{equation*}
$$

Further, for every two new vertices $x, y \in W$ of $\Phi(G, k)$ and each original vertex $v$ of $G$, we have

$$
\begin{equation*}
d_{\Phi(G, k)}(v, x) \leq k \quad \text { and } \quad d_{\Phi(G, k)}(x, y)<k \tag{3}
\end{equation*}
$$

Thus, $\Phi(G, k)^{k}$, the $k$ th power of the transformed $\operatorname{graph} \Phi(G, k)$, still contains the information of the original clique. That is, assuming $Q \subset V(G), Q$ is a clique in $G$ if and only if $Q$ is a clique in $\Phi(G, k)^{k}$. This observation essentially constitutes the proof of Theorem 5.2. Interesting enough, we will find that $\Phi(G, k)^{k}$ also contains information of the original independent set. Formally, we have the following theorem.

Theorem 5.3. Let $G=(V, E)$ be a graph. Then, for any fixed integer $k \geq 1$, finding the maximum independent set of $G^{k}$ is $N P$-complete.

Proof. For the case of $k=1$, this problem is to find the maximum independent set in $G$, which is NP-complete as shown in [10]. Otherwise, we can reduce the problem of finding the maximum independent set in arbitrary graphs to this problem for any fixed $k>1$.

Given an arbitrary graph $G=(V, E)$, we can construct the graph $\Phi(G, k)$ in polynomial time as shown in the proof of Theorem 5.2. We will now show that $G$ has an independent set of size $\alpha$ if and only if $\Phi(G, k)^{k}$ has an independent set of size $\alpha$. Let $I,|I|=\alpha$ be an independent set of $G$. By equation (1), $I$ is clearly an independent set of $\Phi(G, k)^{k}$.

On the other direction, let $I,|I|=\alpha$, be an independent set of $\Phi(G, k)^{k}$. Without loss of generality, we can assume $\alpha>1$. By equation (3), $I$ can not contain any new vertex $(W)$; thus $I \subset V$. Again, by equation (1), $I$ is an independent set of $G$.
5.4. Coloring and cliques partition of power graphs. Given a graph $G$, a clique partition of $G$ is a partition $\left\{V_{1}, \ldots, V_{k}\right\}$ of the vertices of $G$ such that each $V_{i}$, $1 \leq i \leq k$, is a clique in $G$. The minimum clique partition of $G$ is a clique partition with the smallest possible $k$. A vertex coloring of $G$ is a partition $\left\{V_{1}, \ldots, V_{k}\right\}$ of the vertices of $G$ such that each $V_{i}, 1 \leq i \leq k$, is an independent set in $G$. The minimum vertex coloring of $G$ is a coloring with the smallest possible $k$. Once again, the transformation $\Phi$ can be used to prove the the hardness of finding a minimum clique partition or finding a minimum coloring of in a power graph.

Theorem 5.4. Let $G=(V, E)$ be a graph. Then, for any fixed integer $k \geq 1$, finding the minimum clique partition of $G^{k}$ is $N P$-complete.

Proof. For the case of $k=1$, this problem is to find the minimum clique partition in $G$, which is NP-complete as shown in [10]. Otherwise, we can reduce the problem of finding the minimum clique partition in general graph to this problem for any fixed $k>1$.

Given an arbitrary graph $G=(V, E)$, we can construct the graph $\Phi(G, k)$ in polynomial time as shown in the proof of Theorem 5.2. We will now show that $G$ has a clique partition of size $\leq \beta$ if and only if $\Phi(G, k)^{k}$ has a clique partition of size $\leq \beta$. Let $P=\left\{V_{1}, \ldots, V_{\alpha}\right\}, \alpha \leq \beta$, be a clique partition of $G$. By equation (2), for each $V_{i} \in P, 1 \leq i \leq \alpha, V_{i}$ is again a clique in $\Phi(G, k)^{k}$. Further, by equation (3), $V_{1} \cup W$ is still a clique. Thus $\Phi(G, k)^{k}$ has a clique partition of size $\alpha \leq \beta$.

On the other direction, let $P=\left\{V_{1}, \ldots, V_{\alpha}\right\}, \alpha \leq \beta$, be a clique partition of $\Phi(G, k)^{k}$. For each vertices subset $V_{i}, 1 \leq i \leq \alpha$, let $V_{i}^{\prime}=V_{i} \cap V$. For each $i$, clearly $V_{i}^{\prime}$ (if not empty) is still a clique in $\Phi(G, k)^{k}$. Further, by equation (2), $V_{i}^{\prime}$ is also a clique in $G$. It follows that $\left\{V_{1}^{\prime}, \ldots, V_{\alpha}^{\prime}\right\}$ is a clique partition of $G$. That is, $G$ has a clique partition of size $\leq \beta$. $\quad \square$

Theorem 5.5. Let $G=(V, E)$ be a graph. Then, for any fixed integer $k \geq 1$, finding the minimum vertex coloring of $G^{k}$ is NP-complete.

Proof. For the case of $k=1$, this problem is to find the minimum vertex coloring in $G$, which is NP-complete as shown in [10]. Otherwise, we can reduce the problem of finding the minimum vertex coloring in general graph to this problem for any fixed $k>1$.

Given an arbitrary graph $G=(V, E)$, we can construct the graph $\Phi(G, k)$ in polynomial time as shown in the proof of Theorem 5.2. Let $w=|W|$ denote the size of the newly added vertices of $\Phi(G, k)$. We will now show that $G$ has a vertex coloring of size $\alpha$ if and only if $\Phi(G, k)^{k}$ has a vertex coloring of size $\alpha+w$. Let $C=\left\{V_{1}, \ldots, V_{\alpha}\right\}$ be a vertex coloring of $G$. By equation (1), each $V_{i} \in P, 1 \leq i \leq \alpha$, is again an independent set in $\Phi(G, k)^{k}$. For each $v \in W$, singleton $\{v\}$ certainly constitutes an independent set. Thus $\left\{V_{1}, \ldots, V_{\alpha},\{v\}_{v \in W}\right\}$ is a coloring of size $\alpha+w$.

In the other direction, let $C=\left\{V_{1}, \ldots, V_{\alpha+w}\right\}$ be a vertex coloring of $\Phi(G, k)^{k}$. By equation (3), each new vertex $v \in W$ is adjacent to every other vertex in $\Phi(G, k)^{k}$. Thus each vertex $v \in W$ must form a singleton in the coloring $C$. Deleting those singletons from $C$, we have $C^{\prime}=C \backslash\{\{v\}: v \in W\}$. Note that $\left|C^{\prime}\right|=\alpha$, and $C^{\prime}$ is a vertex coloring of $G$ since each vertex set of $C^{\prime}$ is still an independent set in $G$ by equation (1). That is, $G$ has a vertex coloring of size $\alpha$.
5.5. Minimum dominating sets of power graphs. Given a graph $G=$ $(V, E)$, a dominating set, $D$, is a subset of vertices of $G$ such that for each vertex $v \in V \backslash D$, there is some vertex $u \in D$ such that $u v \in E$. In other words, $\bigcup_{v \in D} N^{+}(v)=V$. A minimum dominating set is a dominating set with the smallest cardinality. It would be nice if the same transformation can also be used to prove that the minimum dominating set problem in $G^{k}$ is also NP-complete. Unfortunately, since the size of the minimum dominating set in $\Phi(G, k)^{k}$ is always 1 , we must use another technique.

Theorem 5.6. Let $G=(V, E)$ be a graph. Then, for any fixed integer $k \geq 1$, finding the minimum dominating set of $G^{k}$ is $N P$-complete.

Proof. For the case of $k=1$, this problem is to find the minimum dominating set in $G$, which is NP-complete as shown in [10]. Otherwise, we can reduce the problem


Fig. 9. Adding a length $k-1$ tail to a vertex $v$.
of finding the minimum dominating set in arbitrary graphs to this problem for any fixed $k>1$.

Given $k$ and an arbitrary graph $G=(V, E)$, we will construct the following graph, denoted $\Psi(G, k)$, in polynomial time. For each vertex $v$ of $G$, we will attach a tail of length $k-1$ to it. That is, for each $v \in V$, let

$$
\begin{aligned}
V_{v} & =\left\{[v]_{1}, \ldots,[v]_{k-1}\right\}, \\
E_{v} & =\left\{v[v]_{1}\right\} \cup\left\{[v]_{i}[v]_{i+1}: i \in[1 . . k-2]\right\} .
\end{aligned}
$$

Figure 9 illustrates this transformation. Now we can define $\Psi(G, k)=\left(V^{\prime}, E^{\prime}\right)$ as follows:

$$
\begin{aligned}
& V^{\prime}=\cup_{v \in V} V_{v} \cup V, \\
& E^{\prime}=\cup_{v \in V} E_{v} \cup E .
\end{aligned}
$$

Note that $\Psi(G, k)$ has $k n$ vertices and $m+(k-1) n$ edges. $\Psi(G, k)$ can certainly be constructed in polynomial time. Note that graphs $G$ and $\Psi(G, k)$ are related by the following equation. For $v, x \in V, i \in[1 . . k-1]$,

$$
\begin{equation*}
d_{\Psi(G, k)}\left(v,[x]_{i}\right)=d_{G}(v, x)+i . \tag{4}
\end{equation*}
$$

We will now show that $G$ has a dominating set of size $\alpha$ if and only if $\Psi(G, k)^{k}$ has a dominating set of size $\alpha$. Let $D=\left\{v_{1}, \ldots, v_{\alpha}\right\}$ be a dominating set of $G$. That is, for each $x \in V^{\prime} \backslash D$, there exists a $v \in D$ such that $d_{G}(v, x)=1$. By equation (4), for each $[x]_{i} \in V \backslash D, d_{G}\left(v,[x]_{i}\right) \leq k$ since $i \in[1 . . k-1]$. That is, $D$ is still a dominating set of $\Psi(G, k)^{k}$.

In the other direction, let $D=\left\{v_{1}, \ldots, v_{\alpha}\right\}$ be a dominating set of $\Psi(G, k)^{k}$. Without loss of generality, we can assume that $D \subset V$. Otherwise, for each $[v]_{j} \in D$, replace $[v]_{j}$ by the vertex $v$. Call the modified set $D^{\prime}$. By equation (4), $D^{\prime}$ is still a dominating set of $\Psi(G, k)^{k}$. We claim that $D^{\prime}$ is also a dominating set of $G$. Suppose $D^{\prime}$ is not. Then there must be a vertex $v$ in $G$ such that for each $x \in D^{\prime}, d_{G}(v, x)>1$. By equation (4), that means for each $x \in D^{\prime}, d_{\Psi(G, k)}(v, x)>k$, but it is contradicted by the fact that $D^{\prime}$ is a dominating set of $\Psi(G, k)^{k}$. Since $D^{\prime}$ is a dominating set of $G$ and $D^{\prime}$ has the same cardinality of $D$, it follows that $G$ has a dominating set of size $\alpha$. $\quad$
5.6. The chordality of powers of trees. A graph in which every simple cycle of length strictly greater than three possesses a chord is called a chordal graph. In the


Fig. 10. A chordal graph and its nonchordal square.
literature, chordal graphs have also been called triangulated, rigid-circuit, monotone transitive, and perfect elimination graphs [6], [19], [9], [22]. Rose, Tarjan, and Lueker [22] presented an algorithm for recognition of a chordal graph in linear time. Along with their algorithm, the maximum clique of a chordal graph can also be found in linear time. Walter [28], Gavril [11], and Buneman [4] proved that a graph $G$ is chordal if and only if $G$ is the intersection graph of a family of subtrees of a tree. Observe that the square of a chordal graph is not necessarily chordal, as shown in Fig. 10. However, we will show that any arbitrary powers of trees are always chordal.

Theorem 5.7. Powers of trees are chordal.
Proof. Let $T$ be a tree. We want to prove that $T^{k}$ is chordal for any positive integer $k$. Let $S(G)$ be the subdivision graph of a graph $G$ as defined in $\S 4$ and $N_{G}^{k}(v)$ denote the set $\{u \in G: d(u, v) \leq k\}$ where $d(u, v)$ is the distance between vertices $u$ and $v$ in $G$. Note that $u v \in G^{k}$ if and only if $N_{S(G)}^{k}(u) \cap N_{S(G)}^{k}(v) \neq \emptyset$, implying that $G^{k}$ is the intersection graph of the family $S=\left\{N_{S(G)}^{k}(v)\right.$ : for all $\left.v \in G\right\}$. It follows that $T^{k}$ is the intersection graph of the family $\left\{N_{S(T)}^{k}(v)\right.$ : for all $\left.v \in T\right\}$. Since $S(T)$ is a tree and $\left\langle N_{S(T)}^{k}(v)\right\rangle_{S(T)}$ is a subtree of $S(T)$ with center vertex $v$ and radius $k$, $T^{k}$ is the intersection graph of a family of subtrees of the tree $S(T)$. Thus $T^{k}$ is chordal.
6. Conclusions. We have presented efficient algorithms for finding the square roots of graphs in three interesting special cases: tree squares, planar graphs, and subdivided graphs. Further, we have studied the complexity of several optimization problems on powers of graphs. Two interesting open problems remain.

- Let $A$ be the adjacency matrix of a graph, made reflexive by adding a self-loop to each vertex. Given $A^{2}$, can we determine one of its $(0,1)$-matrix square roots in polynomial time? This problem is potentially easier than finding the square root of a graph, since we are also given the number of paths of length at most two between each pair of vertices.
- What is the complexity of recognizing the squares of directed-acyclic graphs (DAGs)? Clearly, the square of a DAG is a DAG. All square roots of a DAG $G^{2}$ contain the transitive reduction of $G^{2}$ as a subgraph. The time complexity of finding both the transitive closure and reduction of a digraph is equivalent to boolean matrix multiplication [1].
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#### Abstract

The relative power of determinism, randomness, and nondeterminism for search problems in the Boolean decision tree model is studied. It is shown that the gaps between the nondeterministic, the randomized, and the deterministic complexities can be arbitrarily large for search problems. An interesting connection of this model to the complexity of resolution proofs is also mentioned.
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1. Introduction. Ramsey's theorem asserts that every graph on $n$ vertices has either a complete graph or an independent set of $\operatorname{size} \frac{1}{2} \log n$. A natural search problem associated with this theorem is to find such a subgraph. Many other problems, like the ones below, have a similar flavor. Given an assignment of $n$ pigeons into $n-1$ pigeon holes, find two pigeons assigned to the same hole. Given a $k$-chromatic graph and a coloring of its nodes with fewer than $k$ colors, find two neighbors that have the same color. Given an unsatisfiable 3-CNF formula and an assignment to its variables, find a clause that is not satisfied.

How hard is it to solve such search problems? The answer depends of course on their representation and the computational model. We assume that the input is encoded in binary, and that we are only allowed to probe input bits. This gives the familiar Boolean decision tree model, adapted to solving search problems rather than computing Boolean functions. We study the relationship between the standard nondeterministic, probabilistic, and deterministic variants of this model and discover that it is drastically different from the case of function computation, where all three measures are polynomially related (see [2], [7], [19], [14]). In all the examples just listed it is easy to guess and verify the solution; hence the nondeterministic decision tree complexity is small (a constant or polylog). If the decision tree was computing a function, this would imply that both the randomized and deterministic complexities are small, because the deterministic complexity (and thus the randomized too) is at most the square of the nondeterministic complexity [2], [7], [19]. It turns out that for search problems these gaps can be arbitrarily large.

Our investigation is partly motivated by a similar study of search problems in the communication complexity setting in the work of Karchmer and Wigderson [11] and Raz and Wigderson [18], where a similar phenomenon occurs but not to the same extent. Another study of search problems was carried out by Papadimitriou [15]

[^19]where complexity classes defined by search problems were investigated. Some of our examples are inspired by this work and [8], [10].

The examples above may remind the readers of resolution proofs. Indeed, resolution proofs viewed top down yield Boolean decision trees to the search problems above (this fact seems to be folklore and is elaborated in the Appendix).

Thus, the exponential length lower bounds on resolution proofs (see, e.g., [4]) provide linear deterministic lower bounds even when the nondeterministic complexity is a constant. However, the distinction between the resolution and the decision tree points of view becomes clear when trying to make sense out of the probabilistic model. In resolution, one proves simultaneously that every assignment falsifies some clause in an unsatisfiable formula. This has no natural probabilistic analogue. The decision tree approach, where one must find for a given input assignment a clause that it falsifies, has a natural randomized version. Indeed, we will be primarily concerned with the power of probabilistic computation for such problems.

We prove that the probabilistic complexity can be at both ends of the spectrum. We give an explicit search problem for which the probabilistic (and nondeterministic) complexity is constant, but the deterministic is linear. On the other hand we provide two explicit problems for which there is a large gap between the nondeterministic and probabilistic complexities: one in which the first is constant and the second is $\Omega\left(n^{\frac{1}{6}}\right)$, and another in which the first is $O(\log n)$ while the second is nearly linear. Finally, we present an explicit problem for which there is a simultaneous exponential gap between the nondeterministic versus the randomized and the randomized versus the deterministic complexities. This last example uses an upper bound due to Irani [9] on online coloring algorithms to provide a lower bound on the deterministic complexity. We note here that as far as we know, no such simultaneous gaps are known for any other model of computation.

The special case of nondeterministic complexity 2 deserves a special interest. It corresponds to unsatisfiable 2-CNF formulae. We characterize the deterministic complexity by the structure of the formula and note that it can never exceed $1+\log n$. We show that here too the gap between the randomized complexity and the nondeterministic and the gap between the randomized complexity and the deterministic can be arbitrarily large.

The paper is organized as follows. In $\S 2$ we give the formal definitions of search problems and decision trees and show that the CNF search problem is "complete" for all the variants of decision trees. In $\S 3$ we construct search problems with a large gap between the deterministic and the randomized complexity, randomized and nondeterministic complexity, and simultaneous nondeterministic-randomized-deterministic complexity gaps. In $\S 4$ we discuss the special case of nondeterministic complexity 2. The exact relationship to the resolution problem appears in the Appendix.
2. Definitions. A search problem is specified by $n$ variables and a collection of "witnesses." In addition, this collection must have the property that every assignment to the $n$ variables is associated with at least one witness. Given an input string which is an assignment to the $n$ variables, the goal is to find a witness consistent with it. We state the definition formally.

Definition 2.1. A search problem on $n$ variables is a relation $F \subseteq\{0,1\}^{n} \times W$, such that $\forall x \in\{0,1\}^{n}, \exists w \in W$ for which $(x, w) \in F$. W is a finite set, called the set of witnesses. The goal of the search for input $x \in\{0,1\}^{n}$ is to find $a w \in W$ such that $(x, w) \in F$ (we call such a $w$ a valid witness for $x$ ).

A special class of search problems comes from DNF tautologies. A monomial $m$
is a conjunction of literals (over the variable set $X$ ). A DNF tautology $g$ with a set of monomials $M$ is a Boolean formula $g=\vee_{m \in M} m$, and so $g$ is true for every assignment to the variables. $g$ naturally defines a search problem on $\{0,1\}^{X} \times M$. Each input (a truth assignment to the variables) is associated with all monomials $m \in M$ that are satisfied by it.

The class of search problems defined by DNF tautologies is quite general. Indeed as we shall see, every search problem $F$ gives rise to a search problem on an associated DNF tautology, $g(F)$, that will turn out to be equivalent to $F$.

With every monomial $m$ we associate the subcube $C_{m}$ of all the points in $\{0,1\}^{X}$ that are consistent with $m$ (i.e., evaluate to " 1 " on $m$ ).

Definition 2.2. Let $F \subseteq\{0,1\}^{n} \times W$ be a search problem. The set of monomials associated with $F$, denoted by $M_{F}$, is defined by $m \in M_{F}$ if $\exists w \in W$ such that $\forall x \in$ $C_{m},(x, w) \in F$. In words, $m \in M_{F}$ if all inputs $x$ that are consistent with $m$ share a mutual witness $w$.

Claim 2.3. Let $F \subseteq\{0,1\}^{n} \times W$ be a search problem and let $g(F)$ be the formula defined by $g(F)=\vee_{m \in M_{F}} m$, then $g(F)$ is a DNF tautology.

Proof. Every input $x$ has a witness in $W$. In particular, the subcube that contains the single point $x$ defines a monomial $m \in M_{F}$ that is satisfied by $x$.

Thus $g(F)$ defines a valid DNF search problem $F^{\prime} \subseteq\{0,1\}^{n} \times M_{F}$, where $F^{\prime}$ is the set of pairs $(x, m)$ such that $x$ satisfies $m$. It will be convenient though, for historical reasons, to consider $f(F)=\overline{g(F)}$ which is an unsatisfiable CNF formula with the associated search problem. For each input (an assignment to the variables) find an unsatisfied clause. Observe that there is a natural correspondence between witnesses of $F$ and $F^{\prime}$.
2.1. Decision tree complexity for search problems. Let $F \subseteq\{0,1\}^{n} \times W$ be a search problem. A deterministic decision tree for $F$ is an algorithm that may query the value of an input bit at each step. The goal is to find a consistent witness. Formally, such an algorithm is a rooted binary tree in which every internal node is labeled by a variable and the two outgoing edges are labeled by the two possible values to that variable. Each leaf is labeled with a witness $w \in W$. Every assignment of the variables determines a path from the root to a leaf in a natural way. The tree is a valid decision tree, if for every assignment this path ends in a leaf labeled by a valid witness.

The deterministic complexity of $F, D(F)$, is the minimum depth of any decision tree for $F$.

The nondeterministic complexity of $F, N(F)$, is the minimum number of variables that must be probed in order to find a valid witness for the worst case input. Alternatively, it is exactly the maximum size, over all inputs $x$, of the smallest monomial in $M_{F}$ that is satisfied by $x$.

A randomized decision tree for $F$ is a distribution over deterministic decision trees for $F$. The complexity of a randomized decision tree is the expected path length for the worst case input. The randomized complexity of $F, R(F)$, is the minimum over all randomized decision trees for $F$.

Facts. 1. Let $F \subseteq\{0,1\}^{n} \times W$ be a search problem and $F^{\prime} \subseteq\{0,1\}^{n} \times M_{F}$ the associated search problem. Then $D(F)=D\left(F^{\prime}\right), R(F)=R\left(F^{\prime}\right)$ and $N(F)=$ $N\left(F^{\prime}\right)$. Furthermore, there is a natural correspondence between any decision tree for $F$ (deterministic, randomized, or nondeterministic) and a (corresponding) decision tree for $F^{\prime}$. Thus $F$ and $F^{\prime}$ are indeed restatements of essentially the same problem. Throughout the paper we will not distinguish between $F$ and its associated $F^{\prime}$.
2. For every decision problem $F: N(F) \leq R(F) \leq D(F)$.

An observation of Chvatal and Szemerédi [5] is that for a search problem $F$, lower bounds on the (regular) resolution process for the unsatisfiable formula $f(F)$ imply lower bounds on the deterministic decision tree complexity for $F$. We elaborate on that point in the Appendix.
3. The relative power of determinism and randomization versus nondeterminism. In this section we present some explicit search problems for which there are large gaps between the different decision tree complexity measures. Our main task is to construct search problems for which $N(F) \ll D(F), R(F) \ll D(F)$, or $N(F) \ll R(F) \ll D(F)$ simultaneously. Another parameter to consider in each case is $D(F)$ versus the number of variables $n$, which is the obvious upper bound for all the three measures of complexity.
3.1. Gaps between $\boldsymbol{R}(\boldsymbol{F})$ and $\boldsymbol{D}(\boldsymbol{F})$. We present here an explicit search problem for which $R(F)=O(1)$ and $D(F)=\Omega(n)$. Note that the existence of such a problem follows from [4] by probabilistic arguments.

Let $G(U, V, E)$ be a bipartite graph. Define the search problem $\operatorname{DEG}(G)$ on $|E|$ variables in the following way. Each 0-1 assignment to the variables is interpreted as a subgraph $G^{\prime}$ of $G$, defined by those edges that are assigned " 1 ." The search problem is to find a vertex $r$ whose degree in $G^{\prime}$ is not one. Clearly if the sides of the graph are not equal $(|V| \neq|U|)$ such a vertex exists for every subgraph $G^{\prime}$; thus as long as the sides are not equal, $\operatorname{DEG}(G)$ is a valid search problem.

Lemma 3.1. Let $G=(U, V, E)$ be a bipartite graph with maximum degree $d$ and $|U|=2 n,|V|=n$, then $N(\operatorname{DEG}(G)) \leq d$, and $R(\operatorname{DEG}(G)) \leq 2 d(d+1)$.

Proof. The nondeterministic complexity $N(\operatorname{DEG}(G)) \leq d$ since for every input (subgraph $G^{\prime}$ ) one must only check the incident edges of the guessed vertex.

Consider the following random decision tree. Pick at random a vertex $u \in U$ and independently a vertex $v \in V$ and ask for all edges that are incident to each of the two vertices (i.e., $2 d$ edges are being checked). If $u$ or $v$ produces a witness you should stop; otherwise repeat this process until done.

We claim that the probability that a witness is discovered in each iteration is at least $\frac{1}{d+1}$. If there are more than $\frac{2 n d}{d+1}$ edges in the subgraph $G^{\prime}$ defined by the " 1 "-edges, then at least $\frac{n}{d+1}$ of the vertices in $V$ are of degree at least 2 . In this case the fact that $v \in V$ is chosen at random proves the claim. If, on the other hand, $G^{\prime}$ has less than $\frac{2 n d}{d+1}$ edges, then at least $\frac{2 n}{d+1}$ of the vertices in $U$ are of degree 0 in $G^{\prime}$. Thus, the fact that $u \in U$ is chosen at random proves the claim in this case. We conclude that the expected number of iterations is $d+1$; in each of them $2 d$ edges are probed which yields the above upper bound.

We will show now an infinite sequence of bipartite graphs for which the deterministic complexity is $\Omega(n)$.

Let $G=(U, V, E)$ be a bipartite graph with maximum degree $d,|U|=2 n,|V|=n$ as before, and with the additional "expansion" property: for every $S \subset U,|S| \leq$ $n / 4 \Rightarrow|N(S)| \geq 2|S| .(N(S)=\{v \mid(u, v) \in E$ and $u \in S\})$.

Such a graph exists for large enough $d$ and infinitely many $n^{\prime} s$ and can be efficiently constructed using expander graphs [13] ( $d$ can be taken to be 30).

Theorem 3.2. Let $G$ be a graph as defined above then $R(\operatorname{DEG}(G))=O(1)$ and $D(\operatorname{DEG}(G))=\Omega(n)$.

Proof. The fact that $R(\operatorname{DEG}(G))=2 d(d+1)=O(1)$ was already proved in Lemma 3.1.

We show an adversary strategy that is going to cause any deterministic decision tree to probe $\Omega(n)$ edges. The adversary will be limited to produce a subgraph for which $\forall v \in V, \operatorname{deg}_{G^{\prime}}(v)=1$ and $\forall u \in U, \operatorname{deg}_{G^{\prime}}(u) \leq 1$. Thus, the answer the decision tree has to find is a vertex in $U$.

We need some definitions. For any $S \subseteq U$ and subgraph $G^{\prime}$ of $G, N_{G^{\prime}}(S)=$ $\left\{v \in V \mid(u, v) \in G^{\prime}, u \in S\right\}$. For stage $i$ (after $i$ edges were probed) let $E_{i}^{\prime}=$ $\{e \mid e$ was assigned " 0 " $\}$ and $E_{i}^{\prime \prime}=\left\{e \mid e\right.$ was not probed and $\exists e^{\prime}, e^{\prime}$ assigned " 1 " and $\left.e \cap e^{\prime} \neq \emptyset\right\}$. Define $G_{i}=G-\left(E_{i}^{\prime} \cup E_{i}^{\prime \prime}\right)$. In words, $G_{i}$ contains all the edges that are still possible for the adversary to use in its final subgraph without violating the above limitation.

For each $S \subseteq U$, define $N_{i}(S)=N_{G_{i}}(S)$. For any subgraph $G^{\prime}$ of $G$, define $S \subset U$ to be unmatchable if $N_{G^{\prime}}(S)<|S|$. Let $S_{G^{\prime}}^{*}$ denote a minimum cardinality unmatchable set in $G^{\prime}$. Finally call $S_{i}^{*}=S_{G_{i}}^{*}$ a minimal unmatchable set in step $i$.

By the above limitation on the adversary, at step $i$ the subgraph $G_{i}$ contains a partial matching from $U$ to $V$. Thus the decision tree cannot know the answer as long as there is no isolated vertex in $G_{i}$. Obviously such a vertex is, by itself, a minimum unmatchable set. Initially, by the definition of the graph, $\left|S_{0}^{*}\right| \geq n / 4$. The strategy of the adversary is to make sure that the minimum unmatchable set size does not decrease too fast. Formally, in step $i$ an edge $e=(u, v), u \in U, v \in V$ is probed. The adversary computes the following.

1. $S^{0}(e)=S^{*}\left(G_{i}-e\right)$, i.e., the minimum unmatchable set that occurs on " 0 " answer on $e$.
2. $S^{1}(e)=S^{*}\left(G_{i}-\{f=(x, v) \mid f\right.$ was not probed and $\left.x \in U\}\right)$, i.e., the minimum unmatchable set that occurs on " 1 " answer on $e$.

He then chooses the answer on $e$ so as to make $S_{i+1}^{*}$ the larger of $S^{0}(e), S^{1}(e)$.
The heart of the argument is the following claim.
Claim 3.3. If $\left|S_{i+1}^{*}\right|=s$ then there is a minimal unmatchable set $S_{i}^{*}$ with $\left|S_{i}^{*}\right| \leq 2 s$.

Proof. Assume $e$ is asked in step $i+1$. By the above strategy, $\left|S_{i+1}^{*}\right|=\max \left(\left|S^{0}(e)\right|\right.$, $\left.\left|S^{1}(e)\right|\right)$. It is easy to see that $S=S^{0}(e) \cup S^{1}(e)$ cannot be matched into $V$ in $G_{i}$. Thus, $S$ contains an unmatchable set for step $i$ of cardinality no more than $\left|S^{0}(e) \cup S^{1}(e)\right| \leq 2 \cdot \max \left(\left|S^{0}(e)\right|,\left|S^{1}(e)\right|\right)=2 s$.

We can now complete the proof of Theorem 3.2 by the following argument. At the beginning $\left|S_{0}^{*}\right| \geq n / 4$, at the end $\left|S_{i}^{*}\right|=1$ and by the claim the cardinality of the minimal unmatchable set does not decrease by more than a factor of 2 . We conclude that at some step $j, n / 16 \leq\left|S_{j}^{*}\right| \leq n / 8$, with $\left|N_{j}\left(S_{j}^{*}\right)\right|<\left|S_{j}^{*}\right|$. However, by the expansion property of $G,\left|N_{G}\left(S_{j}^{*}\right)\right| \geq 2\left|S_{j}^{*}\right|$. Since at each step $N_{i}(S)$ can drop by at most $d$ for any set $S$, at least $\left|S_{j}^{*}\right| / d=\Omega(n)$ edges were probed up to step $j$.
3.2. Gaps between $\boldsymbol{N}(\boldsymbol{F})$ and $\boldsymbol{R}(\boldsymbol{F})$. In this section we construct two search problems for which the randomized complexity is large while the nondeterministic complexity is small. The nondeterministic complexity of the first problem is constant while its randomized complexity is $\Omega\left(n^{\frac{1}{6}}\right)$. The second problem has $O(\log n)$ nondeterministic complexity and its randomized complexity is $\Omega(n / \log n)$. The proof of the lower bound on the randomized complexity of the first problem is by proving a lower bound on the distributional complexity. (Yao [21] has shown that this is sufficient.) The proof for the second is by an indirect reduction to a communication complexity game.
3.2.1. A problem with $\boldsymbol{N}(\boldsymbol{F})=\mathbf{3}$ and $\boldsymbol{R}(\boldsymbol{F}) \in \boldsymbol{\Omega}\left(\boldsymbol{n}^{\frac{1}{6}}\right)$. Let GRID be the following problem on $n=m^{2}-1$ variables. Consider an $(m+1) \times(m+1)$ matrix
where the entry at the bottom left corner contains a one and the top row and rightmost column are all zero. The $n$ input bits determine the rest of the entries of the matrix.

For any 0-1 assignment to the rest of the matrix, the goal is to find an entry that is one and its upper and right neighbors are zero. It is not hard to see that such a configuration always exists.

This example is inspired by the lower bound argument of Hirsch, Papadimitriou, and Vavasis [8] for finding Brouwer fixed points and discussions with Noga Alon on extending it to the random case.

Theorem 3.4. $N($ GRID $)=3, R($ GRID $)=\Omega\left(n^{\frac{1}{6}}\right)$, and $D(\operatorname{GRID})=\Theta(\sqrt{n})$.
Proof. The fact that $N($ GRID $)=3$ is clear. The theorem is established by the following lemmata.

Lemma 3.5. $R($ GRID $)=\Omega\left(n^{\frac{1}{6}}\right)$.
Proof. A basic result of Yao [21] asserts that in order to prove lower bounds on randomized decision tree complexity it is sufficient to show a distribution on the inputs such that any deterministic algorithm requires a high expected number of queries. The distribution for which we claim the lower bound is defined as follows: a random upward and rightward path starting from the bottom left corner of the matrix and ending at the top row or right column is picked uniformly from all such paths. The entries along the path receive the value " 1 " and the rest receive the value " 0 ."

We claim that any deterministic algorithm requires $\Omega\left(m^{\frac{1}{3}}\right)=\Omega\left(n^{\frac{1}{6}}\right)$ queries on the average to discover the end point of the path, which is the only point where the desired configuration occurs. We need the following claim.

Claim 3.6. Let $A, B, C_{1}, \ldots, C_{k}$ be points in the matrix such that $B$ is of Manhattan distance at least $d$ from $A$ in the downward and left direction, and each $C_{i}, 1 \leq i \leq k$ is of Manhattan distance at least $d$ from $B$. For the above distribution on paths and $1 \leq k \leq \frac{\sqrt{d}}{2}$, the probability that a path passes through $A$ given that it passes through $B$ and avoids $C_{1}, \ldots, C_{k}$ is at most $\frac{2}{\sqrt{d}}$.

Proof. Let $\mathcal{A}$ be the event that the path passes through point $A, \mathcal{B}$ the event that it passes through $B$ and $\mathcal{C}_{i}, 1 \leq i \leq k$ the event that it passes through $C_{i}$.

$$
\begin{aligned}
\operatorname{Prob}\left(\mathcal{A} \mid \mathcal{B}, \overline{\mathcal{C}_{1}}, \ldots, \overline{\mathcal{C}_{k}}\right)=\frac{\operatorname{Prob}\left(\mathcal{A} \cap \overline{\mathcal{C}_{1}} \cap, \ldots, \cap \overline{\mathcal{C}_{k}} \mid \mathcal{B}\right)}{\operatorname{Prob}\left(\overline{\mathcal{C}_{1}} \cap, \ldots, \cap \overline{\mathcal{C}_{k}} \mid \mathcal{B}\right)} & \leq \frac{\operatorname{Prob}(\mathcal{A} \mid \mathcal{B})}{1-\operatorname{Prob}\left(\left(\mathcal{C}_{1} \cup, \ldots, \cup \mathcal{C}_{k}\right) \mid \mathcal{B}\right)} \\
\leq \frac{\operatorname{Prob}(\mathcal{A} \mid \mathcal{B})}{1-k \cdot \max _{1 \leq i \leq k}\left\{\left(\operatorname{Prob}\left(\mathcal{C}_{i} \mid \mathcal{B}\right)\right\}\right.} & \leq \frac{\frac{1}{\sqrt{d}}}{1-\frac{k}{\sqrt{d}}} \leq \frac{2}{\sqrt{d}}
\end{aligned}
$$

$\left(\operatorname{Prob}(\mathcal{A} \mid \mathcal{B})\right.$ and $\operatorname{Prob}\left(\mathcal{C}_{i} \mid \mathcal{B}\right)$ are bounded by $\frac{1}{\sqrt{d}}$ since they correspond to $\max _{1 \leq j \leq d^{\prime}}$ $\left.\binom{d^{\prime}}{j} / 2^{d^{\prime}}\right)$.

We continue now with the proof of Lemma 3.5. Let $T$ be any deterministic decision tree for GRID. We will give additional information to queries of $T$. At any stage $i$ we provide $T$ with a prefix of the path. Informally, the intuition is the following: at each stage a contiguous initial segment of the path will be known to $T$. If the next query is to a point of distance not too far from that known prefix, we provide $T$ with an additional segment of the path, a segment that is long enough to make sure that knowing it will determine the value of the query. Thus, the conditional probability of future queries will not depend on the answer to that query. If on the other hand, $T$ queries a point "far away" from the prefix of the path that he already knows, then there is a good chance that he will get a " 0 " answer and learn very little (by Claim 3.6).

Formally, at each stage $i$ we provide $T$ with the prefix of the path of length $j_{i} m^{2 / 3}$, i.e., with all the points on the path up to Manhattan distance $j_{i} m^{2 / 3}$ from the origin (the bottom left corner). The length of the prefix is determined as follows. We start with $j_{0}=0$. If by the $i$ th stage $\ell \geq 0$ is the largest number such that there exists a set of $\ell$ queries $q_{1}, q_{2}, \ldots, q_{\ell}$ so that for all $1 \leq h \leq \ell q_{h}$ is to a point of distance $D_{h}$ with $\left(j_{i-1}+h-1\right) m^{2 / 3}+1 \leq D_{h} \leq\left(j_{i-1}+h\right) m^{2 / 3}$ from the origin, then we provide all the points on the path up to distance $\left(j_{i-1}+\ell\right) m^{2 / 3}$ and set $j_{i}$ to be $j_{i-1}+\ell$. In such a case we say that $q_{1}, \ldots, q_{\ell}$ contribute to $j_{i}$. Note that each query can contribute to $q_{r}$ for at most one $r$. It follows that for all $i$ we have that $j_{i} \leq i$.

Consider now what happens whenever an execution of $T$ discovers the end point of the path with less than $\frac{1}{4} m^{1 / 3}$ steps. There must be the first step $k$ for which the $k$ th query is at distance larger than $\left(j_{k-1}+1\right) \cdot m^{2 / 3}$ and was answered " 1 ." Let $B$ be the end point of the prefix at stage $k-1$ (i.e., of distance $j_{k-1} \cdot m^{2 / 3}$ from the origin), let $A$ be the $k$ th query and let $C_{i}, i \leq k-1$ be all the previous queries that were answered by " 0 " and were to distance further than $\left(j_{k-1}+1\right) \cdot m^{2 / 3}$. By Claim 3.6, we have that for any $1 \leq k \leq 1 / 4 m^{1 / 3}$ the probability that such an event will occur is at most $\frac{2}{\sqrt{m^{2 / 3}}}=\frac{2}{m^{1 / 3}}$. Therefore the probability that such an event will occur for some $1 \leq k \leq 1 / 4 m^{1 / 3}$ is at most $1 / 2$ and therefore the expected number of queries is at least $\Omega\left(m^{1 / 3}\right)$.

By replacing the grid with an expander we can get a problem with sharper bounds. Let $G$ be a 3 -regular expander with $n$ edges and let $u$ be some node in $G$. Associate the $n$ inputs with the edges of $G$. Thus every assignment to the inputs defines a subgraph $G^{\prime}$ by the edges that are assigned "1." The problem ODD is to find a node other than $u$ with an odd degree in $G^{\prime}$ or find that $u$ has even degree in $G^{\prime}$.

ODD is a valid search problem by the fact that every graph has an even number of nodes with odd degree. Therefore $N(\mathrm{ODD})=3$. Using the fact that expanders are rapidly mixing, i.e., that a random walk in an expander gets to a node that is almost random after $O(\log n)$ steps, we can show that $R(\mathrm{ODD})$ is $\Omega\left(n^{\frac{1}{3}}\right)$. The intuition is that as in the grid, we concentrate the probability on walks of length $n^{2 / 3}$ that start from $u$. A query to a "far enough" point is unlikely to be on the walk, thus the tree would have to ask many vertices along the walk in order to find its end. The advantage here is that "far enough" becomes quite small $(O(\log n)$ due to the mixing property).

We conjecture however that $R(\mathrm{ODD})$ is $\Theta(n)$.
Lemma 3.7. $D($ GRID $)=O(m)=O(\sqrt{n})$.
Proof. There is a deterministic decision tree of complexity $O(m)$ that solves the problem. It asks all entries in the $\left\lfloor\frac{m}{2}\right\rfloor$-row. If there is any " 1 " entry, there must be an answer in the upper half of the matrix. Otherwise, there must be an answer in the lower part of the matrix. The decision tree probes next the relevant half of the $\left\lfloor\frac{m}{2}\right\rfloor$-column and recurses respectively.

Lemma 3.8. $D($ GRID $)=\Omega(m)$.
Proof. There is a simple adversary strategy that can force any deterministic algorithm to query at least $m-1$ locations. The adversary maintains a contiguous path of 1's from the bottom left location (initially this path contains just the bottom left point). It also maintains a direction for the path which is either horizontal or vertical. Given a query, if it is not in the same row or column as the end point of the path or it is on the same row (column) and the direction is vertical (horizontal), the adversary answers 0 . If it is, say, in the same row as the end point of the path and the direction is horizontal, then if in all the columns between the end point and current
query point a query has been made, then the adversary answers 1 and gives away 1 's for all the locations between the end point and query point. If not, he answers the query by 0 , finds the first column in which a query has not been yet made, fills the row with 1's up to that point and switches the direction to vertical. The other case is treated similarly.

It is easy to see that this strategy maintains the invariant that, at any step, the current path can be augmented to the top row or right column. Moreover, the adversary answers 1 in a row (column) only if all columns (rows) between the current end point and the query have points that had already been queried. So, every 1 in $(i, j)$ position is discovered after at least $\max (i, j)-1$ steps.

This concludes the proof of Theorem 3.4.
3.2.2. A problem with $N(F)=O(\log n)$ and $\boldsymbol{R}(\boldsymbol{F})=\boldsymbol{\Omega}(\boldsymbol{n} / \log n)$. Our next example is of nondeterministic complexity $O(\log n)$ and randomized complexity of $\Omega(n / \log n)$. The lower bound on the randomized complexity is based on a reduction from a problem in communication complexity.

Let $K_{3 m}$ be the complete graph on $3 m$ vertices. Let $P_{m}$ be the set of all $m$ matchings in $K_{3 m}$, i.e., the set of all $m$ pairwise disjoint edges. Let $Q_{m}$ denote the set of all ( $m-1$ )-subsets of vertices of $K_{3 m}$. Note that for every member $p \in P_{m}$ and every member $q \in Q_{m}$ there is an edge $e \in p$ such that $e \cap q=\emptyset$. Our search problem is essentially to find such an edge on an input $(p, q) \in P_{m} \times Q_{m}$. However, we use some Boolean encoding of the problem.

We encode the sets by permutations (as explained below) and permutations by permutation networks. A permutation network is a graph that "realizes" permutations. Formally, let $G$ be a directed acyclic graph with $k$ sources called input nodes, $k$ sinks, called output nodes, and some other nodes called switches. Each input node, has one out-going edge and each output node has one in-going edge. Each switch has two in-going and two out-going edges and can be assigned to select one of the two permutations that map the two in-going edges to the two out-going edges. Clearly, a setting to each switch defines $k$ paths in $G$, each from an input node to an output node. Thus it defines a mapping from the $k$ inputs to the $k$ outputs. It is easy to see that this mapping is always a permutation.

Let $S_{k}$ be the symmetric group on $k$ elements. A graph $G$ as above is called a " $k$-permutation network" if for every $\pi \in S_{k}$ there is a setting to the switches so that the mapping defined by it is $\pi$. For details of construction of some permutation networks see [12], [16].

Fact. For every $k$, a $k$-permutation network of $\operatorname{size} O(k \log k)$ and depth $O(\log k)$ can be constructed efficiently (e.g., the shuffle-exchange network is a simple construction).

We can formally define now our $n$ variables search problem MATCH: let $k=3 m$. Fix two disjoint $k$-permutation networks and let $n$ be the total number of switches ( $n=O(m \log m)$ ). The input is an assignment to the switches of each network, interpreted as two permutations $\pi_{1}, \pi_{2}$ on $k$ elements. The first permutation encodes an $m$-matching $p ; \pi_{1}(i)$ is matched to $\pi_{1}(i+m)$ for every $1 \leq i \leq m$. The second encodes a set $q$ of size $m-1$ by $q=\left\{\pi_{2}(1), \ldots, \pi_{2}(m-1)\right\}$. The search problem is to find an edge as above.

Theorem 3.9. $N(\mathrm{MATCH})=O(\log n)$ and $R(\mathrm{MATCH})=\Omega(n / \log n)$.
Proof. $N(F)=O(\log m)$ since all one has to do is to "guess" $i$ and find $j, r$ such that $\pi_{1}(i)=j, \pi_{1}(i+m)=r$ (this is an edge in $p$ ). In addition, check that $j, r \notin q$ by "guessing" $s, t>m-1$ such that $\pi_{2}(s)=j, \pi_{2}(t)=r$. This takes $O(\log m)$ probes.

The lower bound on the randomized complexity follows from (i) the result of Raz and Wigderson [18] on the complexity of the problem of finding the desired edge in the communication complexity setting where one party has $p \in P_{m}$ as its input and the other party has $q \in Q_{m}$ as its input. They showed that $\Omega(k)$ bits must be transmitted. (ii) The fact that any lower bound in the communication complexity model is also a lower bound in the decision tree model, since the players can simulate the decision tree for each other (transmit the current bit being probed). We don't give a detailed definition of the communication complexity model here. For further information see [11], [18], and [1].
3.3. Simultaneous large gaps; $\boldsymbol{N}(\boldsymbol{F}) \ll \boldsymbol{R}(\boldsymbol{F}) \ll \boldsymbol{D}(\boldsymbol{F})$. In this section we construct a problem with simultaneous exponential gaps among $N(F), R(F)$, and $D(F)$. We remark here that the deterministic lower bound is based on an interesting application of an upper bounds for an online coloring algorithm.

Let $r$ be an integer. Let $G=(V, E)$ be an $m$ vertex graph that is not $r$-colorable and $n=m \log r$. The $r$-coloring search problem for $G$, denoted by $\mathrm{COL}_{r}(G)$, is the following $n$ variable problem: every assignment of the $n=m \log r$ variables is interpreted as an $r$-coloring of $G$. The goal is to find two neighbors with the same color. Clearly such a configuration always exists; we call such a configuration a "monochromatic edge."

Theorem 3.10. Let $r=(\log m)^{2}, d=16 r^{2}$, and let $G=(V, E)$ be a $d$-regular m-vertex Ramanujan expander as constructed by Lubotzky, Phillips, and Sarnak [13]. Then,

1. $N\left(\operatorname{COL}_{r}(G)\right)=O(\log r)=O(\log \log m)$
2. $R\left(\mathrm{COL}_{r}(G)\right)=\Omega(\sqrt{r})$ and $R\left(\mathrm{COL}_{r}(G)\right)=O(r \log r)$
3. $D\left(\mathrm{COL}_{r}(G)\right)=\Omega\left(2^{\frac{1}{6} \sqrt{r}}\right)=\Omega\left(m^{1 / 6}\right)$

Proof. We first have to show that the search problem is indeed valid, that is, to prove that $G$ is not $r$-colorable. This as well as the rest of the proof will follow from the lemmata below.

Lemma 3.11. For every $r$-coloring of $G$ there exist at least $8 \cdot r \cdot m$ monochromatic edges.

Proof. For a set $S \subseteq V$ let $E(S)=\{(u, v) \mid u, v \in S\}$. Let $S_{i}, 1 \leq i \leq r$ be the color classes under a coloring of $V$ with $r$ colors. The number of monochromatic edges is thus $\sum_{i=1}^{i=r}\left|E\left(S_{i}\right)\right|$. However, by the expansion properties of $G$, for every $S^{\prime} \subset V,\left|E\left(S^{\prime}\right)\right| \geq \frac{d \cdot\left|S^{\prime}\right|^{2}}{m}-2 \sqrt{d}\left|S^{\prime}\right|$. Thus, the number of monochromatic edges is at least

$$
\begin{aligned}
& \sum_{i=1}^{i=r}\left(\frac{d \cdot\left|S_{i}\right|^{2}}{m}-2 \sqrt{d}\left|S_{i}\right|\right) \geq \frac{d}{m}\left(\sum_{i=1}^{i=r}\left|S_{i}\right|^{2}\right)-2 \sqrt{d} m \\
\geq & \frac{d}{m r}\left(\sum_{i}\left|S_{i}\right|\right)^{2}-2 \sqrt{d} m=\frac{d m}{r}-2 \sqrt{d} m=8 \cdot r \cdot m
\end{aligned}
$$

Lemma 3.12. $R\left(\mathrm{COL}_{r}(G)\right)=O(r \log r)$ and $R\left(\mathrm{COL}_{r}(G)\right)=\Omega(\sqrt{r})$.
Proof. The upper bound follows from Lemma 3.11. There are at least $8 \cdot r \cdot m$ "monochromatic" edges for every $r$-coloring; thus selecting an edge at random and probing the $2 \log r$ bits that define its end points' colors results in a witness with probability at least $8 m r / d m \in \Omega(1 / r)$. Therefore we get that the expected number of queries is $O(r \log r)$.

The lower bound follows by showing a "hard" distribution (as in Yao [21]). The distribution is uniform on all $r$-colorings. It is easy to see (by the "birthday paradox"),
that any deterministic tree must probe at least $\sqrt{r}$ vertices in order to hit the same color twice with constant probability (in particular to find two neighbors with the same color).

Lemma 3.13. Let $k=\frac{2}{3} \log _{d-1} m$. For every integer $s$, every induced subgraph $G^{\prime}$ of $G$ on at most $t=s^{k-1}$ vertices has a vertex of degree at most $s$.

Proof. By [13] $G$ has no cycles of length less than $2 k=\frac{4}{3} \log _{d-1} m$. Let $G^{\prime}$ be the smallest subgraph for which every vertex has degree at least $s+1$. For a vertex $v \in G^{\prime}$ let $S_{0}=\{v\}$ and $S_{i}=\left\{u \mid(u, v) \in G^{\prime}\right.$, and $\left.v \in S_{i-1}\right\}$. Every $u \in S_{i}, i<k$ has just one neighbor in $S_{i-1}$ and no neighbors in $S_{i}$ since otherwise $G^{\prime}$ has a cycle of length smaller than $2 k$. However, since the degree of every such $u$ is at least $s+1$ we get that $\left|S_{i}\right| \geq s \cdot\left|S_{i-1}\right|$ for all $i<k$ which gives that $G^{\prime}$ contains at least $s^{k-1}$ vertices.

Lemma 3.14. $D\left(\operatorname{COL}_{r}(G)\right)=\Omega\left(2^{\frac{1}{6} \sqrt{r}}\right)=\Omega\left(m^{1 / 6}\right)$.
Proof. Let $s=\sqrt{r}$. By Lemma 3.12 every induced subgraph $G^{\prime}$ of size at most $t=s^{k-1}=\Omega\left(2^{\frac{1}{6} \sqrt{r}}\right)$ has a vertex of degree of at most $s$. It follows that it can be online colored by $s \cdot \log t<r$ colors, since Irani [9] has shown that the greedy algorithm has this performance. This means that as long as the decision tree probes no more than $t$ nodes, the adversary can correctly online color the induced subgraph of the probed nodes so that no monochromatic edge occurs.

This concludes the proof of Theorem 3.10
4. The case of $N(F)=2$. In this section we investigate decision problems for which $N(F)=2$, i.e., those which correspond to unsatisfiable 2-CNF formulae. It turns out that in that case the situation is different from the general case. Namely, $D(F)$ can be nearly characterized. It follows also that for $n$-variable problems $D(F)=$ $O(\log n)$ for any such $F$. However, $R(F)$ may still be small in comparison to $D(F)$.

Let $f$ be an unsatisfiable CNF formula. We say that a subformula $f^{\prime}$ of $f$ is critical if it is unsatisfiable but deletion of any clause makes it satisfiable.

Theorem 4.1. Let $F$ be an n-variable search problem represented by a 2-CNF formula $f(F)$. Let $f^{\prime}$ be a critical subformula with minimum number of clauses. Let $k$ be the number of variables in $f^{\prime}$ and $m$ be the number of clauses in $f^{\prime}$. Then $k \geq m / 2$ and $\log m \leq D(F) \leq 2+\log m$.

Proof. Let $T$ be a decision tree for $F$. Look at the set of clauses in its leaves. Every input reaches one of those clauses and falsifies it. So, the subformula $F^{\prime}$ defined by the clauses of the tree is unsatisfiable, i.e., it has at least $m$ clauses. We conclude that the size of $T$ is at least $m$ and its depth is at least $\log m$ which proves the lower bound on $D(F)$.

To prove the upper bound define for any unsatisfiable 2-CNF formula $F$ the (standard) directed graph $G(F)$, associated with $F: V(G)$ is the set of $2 n$ literals. For every clause $(\alpha \vee \beta),(\bar{\alpha} \rightarrow \beta)$, and $(\bar{\beta} \rightarrow \alpha)$ are edges in $E(G(F))$. For every single variable clause $x,(\bar{x} \rightarrow x)$ is an edge of $G(F)$.

Claim 4.2. For any unsatisfiable 2-CNF formula $F$ let $G(F)$ be its graph, then there is a variable $x$ such that there is a directed path from $x$ to $\bar{x}$ and a directed path from $\bar{x}$ to $x$ in $G(F)$.

Proof. The proof is by induction on the number of variables of $F$. The claim is easily checked for 2 variable formulae. Assume $F$ is unsatisfiable. Choose any variable $x$ in $F$ and for any possible two clauses $(x \vee y),(\bar{x} \vee z)$ produce the "resolvant" $(y \vee z)$. The formula $F_{1}$ obtained by deleting every clause that contains $x$ or $\bar{x}$ and adding the new clauses is unsatisfiable. By induction hypothesis there is some $y$ such that $G\left(F_{1}\right)$ has a path $P_{1}$, from $y$ to $\bar{y}$ and a path $P_{2}$, from $\bar{y}$ to $y$. However, every edge $(u, v)$ in
$G\left(F_{1}\right)$ is either an edge in $G(F)$ or is the result of resolving two clauses of the form $(x \vee \bar{u})$ and $(\bar{x} \vee v)$. But then, the associated edges $(u, x),(x, v)$ are a path from $u$ to $v$ in $G(F)$. Thus every path from $a$ to $b$ in $G\left(F_{1}\right)$ has a corresponding path from $a$ to $b$ in $G(F)$, in particular so do $P_{1}, P_{2}$.

Let $f^{\prime}$ be a critical subformula of $F$ and let $G\left(f^{\prime}\right)$ be its associated directed graph. By the claim there is a variable $x$ for which there is a directed path $P_{1}$ from $x$ to $\bar{x}$ and a directed path $P_{2}$ from $\bar{x}$ to $x$. This leads to the following decision tree for $F$. First $x$ is probed. If $x=1$ the decision tree will find an edge in $P_{1}$ which is directed from " 1 " to " 0 " by binary search along $P_{1}$. If $x=0$ it will do the same thing on $P_{2}$. Such an edge ( $u, v$ ) corresponds to a clause ( $\bar{u} \vee v$ ) which is falsified (since $u=1, v=0$ ). Every clause contributes two edges to the graph so the length of each of the paths is no more than $2 m$. We get the bound of $2+\log m$ on the number of probes in the binary search.

We may take $P_{1}, P_{2}$ above to be simple paths, in particular the length of the paths is bounded by $k$ too. So, one gets an upper bound of $1+\log k$ as well, and so $k \geq m / 2$ by the lower bound. This concludes the proof of Theorem 4.1.

Corollary 4.3. For every $2-C N F$ search problem $F$ on $n$ variables, $D(F)=$ $O(\log n)$.

We show now that the randomized complexity can be much smaller than the deterministic, and in other cases the largest possible.

Let $G_{1}$ be a constant degree Ramanujan expander on $n$ vertices of the type constructed by [13]. $\mathrm{COL}_{2}(G)$ is the 2 -coloring search problem as defined in §3.3.

Theorem 4.4. $N\left(\mathrm{COL}_{2}\left(G_{1}\right)\right)=2, R\left(\mathrm{COL}_{2}\left(G_{1}\right)\right)=O(1), D\left(\mathrm{COL}_{2}\left(G_{1}\right)\right)=$ $\Omega(\log \log n)$.

Proof. If indeed $G_{1}$ is not two-colorable then clearly $N\left(\mathrm{COL}_{2}\left(G_{1}\right)\right)=2$ from the definition of the problem. The fact that $G_{1}$ is not two-colorable and $R\left(\mathrm{COL}_{2}\left(G_{1}\right)\right)=$ $O(1)$ follows from the same arguments as in the proof of Lemmas 3.11, 3.12 with $r=2$. The proof that $D\left(\mathrm{COL}_{2}\left(G_{1}\right)\right)=\Omega(\log \log n)$ follows from Theorem 4.1 above since a critical subformula for $\mathrm{COL}_{2}\left(G_{1}\right)$ corresponds to the edges of a nontwo-colorable subgraph of $G_{1}$ (in particular it must contain an odd cycle). However the cycles of $G_{1}$ are of length $\Omega(\log n)$ [13].

Let $G_{2}$ be an odd cycle of length $n$.
ThEOREM 4.5. $N\left(\mathrm{COL}_{2}\left(G_{2}\right)\right)=2, \quad R\left(\mathrm{COL}_{2}\left(G_{2}\right)\right)=\Omega(\log n)$.
Proof. $N\left(\mathrm{COL}_{2}\left(G_{2}\right)\right)=2$ is obvious. Following Yao's technique, the distribution will be uniformly concentrated on the $n$ different inputs coloring, the $i$ th being the one that colors correctly all edges except the $i$ th edge.

A deterministic tree of average depth $d$ must have at least $1 / 2$ of the inputs reaching leaves of depth no more than $2 d$ (from our special set of $n$ inputs). Since there are no more than $2^{2 d}$ leaves of depth $2 d$, at least $\frac{n}{2^{2 d+1}}$ inputs arrive at the same leaf. However, no two inputs from our special set can arrive at same leaf since every such input has a different witness. So, $n \leq 2^{2 d+1}$ or $d=\Omega(\log n)$.

## 5. Appendix.

5.1. The connection to the resolution problem. Here we present an observation of V. Chvatal and E. Szemerédi [5] that relates the complexity of the resolution process for an unsatisfiable formula $F$ and its deterministic decision tree, via a generalization of decision trees (branching programs).

A resolution for an unsatisfiable CNF formula $F$ is a process that proves that the formula is unsatisfiable. It generates additional clauses which should be satisfiable if $F$ is satisfiable until a contradiction is obtained (the empty clause). The resolution
process was first defined by Blake [3] and became popular as a theorem-proving technique by Robinson [17] and Davis and Putnam [6]. Formally, let $F$ be an unsatisfiable CNF formula with clauses $\mathcal{C}=\left\{C_{1}, \ldots, C_{m}\right\}$. The resolution is a straight line program. In each step $l$, a clause $C^{l}$ is produced if either $C^{l} \in \mathcal{C}$ or there exist $i, j<l$, with $C^{i}=(x \vee \alpha), C^{j}=(\bar{x} \vee \beta)$, and $C^{l}=(\alpha \vee \beta)$ where $\alpha$ and $\beta$ are disjunctions of literals. In that case we say that $C^{l}$ was obtained by resolving on $x$. The resolution is indeed a proof for $F$ if it ends with the empty clause. The size of the resolution is the smallest number of steps to reach the empty clause, denoted here by $\operatorname{RES}(F)$. The resolution process for $F$ may be described as a directed acyclic graph $G$ of in degree 0 or 2 . The vertices are the clauses that are generated by the resolution process. If $C^{i}, C^{j}$ are resolved to obtain $C^{l}$ then the two corresponding nodes are connected by directed edges into $C^{l}$. The "output" node is the empty clause.

A resolution is said to be regular if in every directed path form input to the output node, every variable is resolved at most once.

Theorem 5.1 ([6]). For every unsatisfiable CNF formula $F$ there is a finite regular resolution that proves $F$.

We denote by $\operatorname{RRES}(F)$ the minimum size of a regular resolution for $F$.
A branching program for an unsatisfiable CNF formula $F$ is a directed acyclic graph $G$ with outdegree 0 or 2 and a special source vertex $s$. Each vertex of out degree 2 is labeled by a variable. The two out-going edges are labeled by the two possible values the variable can take. Every 0-1 assignment of the variables defines a path from the source to a sink in a natural way. Each sink is labeled by a clause of $F$ such that for every assignment of the variables, the path from the source ends in a sink labeled with a clause that is unsatisfied by the assignment.

The size of branching program for an unsatisfiable CNF formula $F, \operatorname{BP}(F)$, is the smallest size (number of vertices) of a branching program for $F$.

A branching program is said to be read-once (ROBP) if in any source-sink path every variable appears at most once. Ths size of the smallest ROBP for $F$ is denoted by $\operatorname{ROBP}(F)$.

Note. A decision tree for $F$ is also a ROBP for $F$.
Theorem 5.2 ([5]). Let $F$ be an unsatisfiable $\operatorname{CNF}$ formula, then $\operatorname{RRES}(F)=$ $\operatorname{ROBP}(F)$.

Corollary 5.3. $D(F) \geq \log (\operatorname{RRES}(F))$.
We will present here the ideas of the proof of Theorem 5.2 for the sake of completeness.

Proof. Assume first that $T$ is a ROBP for $F$. We will associate a clause to every vertex of $T$ such that $T$ becomes a resolution graph for $F$. A vertex $v$ labeled by a variable $x$ will be associated with a clause $C(v)$ with the property that every input that reaches $v$ in $T$ falsifies $C(v)$. We associate clauses inductively from the sinks backwards. To each sink we associate the clause it is labeled with by $T$. Let $v$ be the next vertex to be associated with a clause. $v$ is labeled with a variable $x$ in $T$ and has edges $\left(v, u_{0}\right)$ for $x=0$ and $\left(v, u_{1}\right)$ for $x=1$. We assume, by induction, that $u_{0},\left(u_{1}\right)$ is labeled with $C_{0},\left(C_{1}\right)$ respectively.

Claim. $C_{0}$ does not contain $\bar{x}$ and $C_{1}$ does not contain $x$.
We conclude that either $C_{0}=(x \vee \alpha), C_{1}=(\bar{x} \vee \beta)$, or one of $C_{0}, C_{1}$ does not contain $x, \bar{x}$ at all. In the first case label $v$ with $C(v)=(\alpha \vee \beta)$. In the second case label $v$ with the clause that does not contain $x, \bar{x}$.

By the definition of the labeling, it is clear that the source node is labeled by the empty clause (since every input reaches it). Thus, the tree represents a regular
resolution process for $F$ (possibly with some redundant steps that correspond to the second case of the labeling above).

Assume now that we have a resolution graph $G$ for $F . G$ can be transformed to be a branching program for $F$ by reversing the direction of the edges, and labeling each node by the variable used to resolve the clause it is associated with (except the sinks which are labeled by their clauses).

It can be seen that this gives a branching program for $F$ by asserting the following property. For every node $v$ originally associated with a clause $C(v)$, all inputs that arrive to $v$ (from the root) falsify $C(v)$. Furthermore, if $G$ represents a regular resolution, then it results in a ROBP since along a path each variable appears at most once.

Note that the above also proves $\mathrm{BF}(F) \leq \operatorname{RES}(F)$. We remark that in general there can be an exponential gap between these two measures (since any unsatisfiable CNF has a BP of the size of $F$ while $\operatorname{RES}(F)$ might be exponential). It is an interesting question to find a concrete model of computation that is polynomially equivalent to resolution.
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#### Abstract

A family of facets for the GUB (Generalized Upper Bound) constrained knapsack polytope that are obtainable through a lifting procedure is characterized. The sequential lifting procedure developed herein computes lifted coefficients of the variables in each GUB set simultaneously, in contrast with the usual sequential lifting procedure that lifts only one variable at a time. Moreover, this sequential lifting procedure can be implemented in polynomial time of complexity $O(n m)$, where $n$ is the number of variables and $m(\leq n)$ is the number of GUB sets. In addition, a characterization of the facets obtainable through a simultaneous lifting procedure is derived. This characterization enables us to deduce lower and upper bounds on the lifted coefficients. In particular, for the case of the ordinary knapsack polytope, a known lower bound on the coefficients of lifted facets derived from minimal covers was further tightened.
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1. Introduction. Consider the GUB (Generalized Upper Bound)-constrained, or multiple-choice, knapsack problem defined as follows:
(GKP)

$$
\begin{gathered}
\operatorname{minimize}\left\{\sum_{j \in N} c_{j} x_{j}: \sum_{i \in M} \sum_{j \in N_{i}} a_{j} x_{j} \geq b, \sum_{j \in N_{i}} x_{j} \leq 1 \forall i \in M,\right. \\
\left.x_{j} \in(0,1) \forall j \in N\right\},
\end{gathered}
$$

where the data are all integers, $N=\{1, \ldots, n\}, M=\{1, \ldots, m\}$, and where $\cup_{i \in M} N_{i} \equiv$ $N$, with $N_{i} \cap N_{j}=\phi$ for $i, j \in M, i \neq j$. Johnson and Padberg [7] show that any GUB knapsack problem with arbitrarily signed coefficients $b$ and $a_{j}, j \in N$, can be equivalently transformed into a form with $b>0$ and with $0<a_{j} \leq b \forall j \in N$, and they relate facets of the transformed problem with those of the original problem. Hence, without loss of generality, we will also assume that $b>0$ and that $0<a_{j} \leq b \forall j \in N$. Note that if $\left|N_{i}\right|=1 \forall i \in M$, then problem GKP is the ordinary $0-1$ knapsack problem.

There are many useful applications of model GKP. As suggested in Sinha and Zoltners [13], this model is appropriate for capital budgeting problems having a single resource and where the investment opportunities are divided into disjoint subsets. Balintify et al. [3] identify another application in menu planning for determining what food items should be selected from various daily menu courses to maximize an individual's food preference, subject to a calorie constraint. More importantly, model GKP frequently arises as a subset of large-scale real-world 0-1 integer programming

[^20]problems. As demonstrated in the results of Crowder, Johnson, and Padberg [4] and Hoffman and Padberg [6], even a partial knowledge of the polyhedral structure of ordinary and GUB-constrained knapsack polytopes can significantly enhance the overall performance of branch-and-cut algorithms. Moreover, Martin and Schrage [8] and Hoffman and Padberg [6] present logical implications that can be derived from GUBconstrained knapsack polytopes in the context of coefficient reductions for 0-1 integer programming problems. In the same spirit, model GKP can also be used to generate classes of valid inequalities for certain scheduling polytopes (see Lee and Sherali [12] and Wolsey [14]) to tighten their underlying linear programming relaxations. In this regard, Wolsey [14] defines a "GUB cover" inequality for problem GKP and presents some implementations of GUB cover inequalities for solving machine sequencing problems, generalized assignment problems, and variable-upper-bounded flow problems with GUB constraints. He also shows that for a special case of a GUB-constrained knapsack problem, this class of inequalities is sufficient to describe the entire convex hull. However, we will be concerned in this paper with the polyhedral properties of the convex hull of feasible solutions to problem GKP through an extension of the well-known minimal cover inequalities for the ordinary knapsack polytope. Johnson and Padberg [7] also briefly treat a partial characterization of the facets defining the convex hull of feasible solutions to GKP. In particular, they identify conditions under which facet coefficients would be zero, ordered in magnitude within sets, or have the same magnitude within sets. We will, however, be concerned with the actual generation of facets via a lifting process, and we will provide a complete characterization of facets obtainable in this fashion.

In $\S 2$ below, we present a class of valid inequalities for problem GKP obtained by a generalization of the minimal cover inequalities for the ordinary knapsack polytope. We also develop a necessary and sufficient condition for such an inequality to define a facet of a lower dimensional polytope. Subsequently, in $\S 3$, we develop a sequential lifting procedure to obtain a family of facets. The sequential lifting procedure developed herein computes lifted coefficients of the variables in each GUB set simultaneously, in contrast with the usual sequential lifting procedure that lifts only one variable at a time. Moreover, we show that this sequential lifting procedure can be implemented in polynomial time of complexity $O(n m)$. In $\S 4$, we use the reformulation-linearization technique of Sherali and Adams [11] to easily characterize facets obtainable through a simultaneous lifting procedure. This characterization enables us to derive lower and upper bounds on the lifted coefficients. Finally, in $\S 5$, for the special case of the ordinary knapsack polytope, we use this analysis to further tighten a known lower bound on the coefficients of lifted facets derived from minimal covers.
2. Valid inequalities from minimal GUB covers. Denote the constraint set of model GKP as

$$
X \equiv\left\{x \in(0,1)^{n}: \sum_{i \in M} \sum_{j \in N_{i}} a_{j} x_{j} \geq b, \sum_{j \in N_{i}} x_{j} \leq 1 \forall i \in M\right\}
$$

We start by introducing some notation. For $K \subseteq N$ let $M_{K}=\left\{i \in M: j \in N_{i}\right.$ for some $j \in K\}$. Also, for $k \in N$, we denote $M_{\{k\}}$ simply as $M_{k}$. For each $i \in M$, define a key index $j(i)$ such that $j(i) \in \arg \max _{j \in N_{i}}\left(a_{j}\right)$. Similarly, given any $B \subseteq N$, for each $i \in M_{B}$, define a key index $j_{B}(i)$ such that $j_{B}(i) \in \arg \max _{j \in N_{i} \cap B}\left(a_{j}\right)$. For $A \subseteq M$, denote $A_{+}=\{j(i): i \in A\}$. Similarly, for $B \subseteq N$, denote $B_{+}=\left\{j_{B}(i): i \in M_{B}\right\}$, and let $B_{-}=B-B_{+}$.

Let us suppose that for each $k \in N$

$$
\begin{equation*}
a_{k}+\sum_{i \in\left(M-M_{k}\right)} a_{j(i)} \geq b \tag{1}
\end{equation*}
$$

Otherwise, $x_{k}=0$ in every feasible solution to $X$. Denoting the convex hull operation by conv $(\cdot)$, let GUBKP $\equiv \operatorname{conv}(X)$, and let $\operatorname{dim}($ GUBKP ) be the dimension of GUBKP, which is the maximum number of affinely independent points in GUBKP minus one.

Proposition 2.1. $\operatorname{dim}(\operatorname{GUBKP})=n-\left|M_{0}\right|$, where $M_{0}=\left\{i \in M: \sum_{p \in(M-i)}\right.$ $\left.a_{j(p)}<b\right\}$.

Proof. By the definition of $M_{0}$, we must have $\sum_{j \in N_{i}} x_{j}=1$ for each $i \in M_{0}$. Hence, it follows that $\operatorname{dim}($ GUBKP $) \leq n-\left|M_{0}\right|$. To prove that $\operatorname{dim}($ GUBKP $)=$ $n-\left|M_{0}\right|$, it suffices to show that there exist $n-\left|M_{0}\right|+1$ affinely independent points in GUBKP.

For each $i \in\left(M-M_{0}\right)$, we construct a set of feasible points in GUBKP as follows. For each $k \in N_{i}$, construct $x^{(k, i)} \equiv\left\{x_{k}=1, x_{j}=1\right.$ for $j=j(p), \forall p \in$ $(M-i), x_{j}=0$ otherwise $\}$, and let $x^{(0, i)} \equiv\left\{x_{j}=1\right.$ for $j=j(p), \forall p \in(M-i), x_{j}=$ 0 otherwise $\}$. Similarly, for each $i \in M_{0}$, we construct a set of feasible points in GUBKP as follows. For each $k \in N_{i}$, construct $x^{(k, i)} \equiv\left\{x_{k}=1, x_{j}=1\right.$ for $j=$ $j(p), \forall p \in M-i, x_{j}=0$ otherwise $\}$. Then, the total number of distinct feasible points thus constructed is $n-\left|M_{0}\right|+1$. Let $\widetilde{X}$ be the set of these distinct points $x^{j}$, indexed by $j=1, \ldots, n-\left|M_{0}\right|+1$. Without loss of generality, let $x^{n-\left|M_{0}\right|+1} \equiv$ $\left\{x_{j}=1\right.$ for $j \in N_{+}, x_{j}=0$ otherwise $\}$. Construct a matrix $D$ whose row vectors are $x^{j}-x^{n-\left|M_{0}\right|+1}, j=1, \ldots, n-\left|M_{0}\right|$. Then the matrix $D$ can be readily seen to possess a block-diagonal structure, with the rows corresponding to each block being linearly independent. Hence, $x^{j}, j=1, \ldots, n-\left|M_{0}\right|+1$, are affinely independent. This completes the proof.

Now, if $\operatorname{dim}(G U B K P)$ is less than $n$, then by writing each inequality constraint $i \in M_{0}$ as an equality constraint and using this equation to eliminate the variable that has the smallest $a_{j}$ coefficient, we get a full-dimensional subpolytope of dimension of $n-\left|M_{0}\right|$. Hence, without loss of generality, we can assume henceforth that GUBKP is a full-dimensional polytope. The following results are readily evident.

Corollary 2.2. For a given $H \subseteq N$, define $X(H)=X \cap\left\{x \in(0,1)^{n}: x_{j(i)}=1\right.$, $\left.\forall i \in M_{H}\right\}$. Then, for any $A \subseteq M, \operatorname{dim}\left(\operatorname{conv}\left(X\left(\cup_{i \in A} N_{i}\right)\right)\right)=\left|\cup_{i \in(M-A)} N_{i}\right|$.

Proposition 2.3. For each $j \in N_{-}$, the inequality $x_{j} \geq 0$ is a facet of GUBKP.
Proposition 2.4. The GUB constraints $\sum_{j \in N_{i}} x_{j} \leq 1, i \in M$, are facets of GUBKP.

Balas [1] discusses the well-known classes of minimal cover inequalities for the ordinary knapsack polytope, along with its tightened variants, namely the extended and the strong minimal cover inequalities. We generalize these definitions and derive related results for the GUB-constrained knapsack polytope below. In addition, an alternate tightened variant that is peculiar to the GUB-constrained situation is derived. Note that these inequalities are different from the valid inequalities treated by Wolsey [14].

We will say that a set $K=\cup_{i \in Q} N_{i}$, for some $Q \subseteq M$, is called a $G U B$ cover of $X$, if $\sum_{i \in M_{\bar{K}}} a_{j(i)} \leq b-1$, where $\bar{K} \equiv N-K$. A GUB cover $K$ is called a minimal $G U B$ cover of $X$ if $\sum_{i \in M_{\bar{K}}} a_{j(i)}+\min _{i \in M_{K}}\left(a_{j(i)}\right) \geq b$. Accordingly, we define a minimal

GUB cover inequality as the valid inequality

$$
\begin{equation*}
\sum_{j \in K} x_{j} \geq 1 . \tag{2}
\end{equation*}
$$

For a minimal GUB cover $K$, we define $R=\left\{j \in \bar{K}: a_{j} \geq \max _{j \in K}\left(a_{j}\right)\right\}$. An extension of the minimal GUB cover $K$ of $X$, denoted by $E(K)$, is defined as $E(K)=K \cup S$, where $S=\cup_{i \in M_{R}} N_{i}$.

Proposition 2.5. If $K$ is a minimal $G U B$ cover of $X$, then the inequality defined as

$$
\begin{equation*}
\sum_{j \in E(K)} x_{j} \geq 1+\left|M_{R}\right| \tag{3}
\end{equation*}
$$

is a valid inequality for GUBKP. Moreover, this inequality dominates the minimal GUB cover inequality if $R \neq \phi$.

Proof. The validity of (3) follows by verifying that if a binary $\bar{x}$ satisfies the GUB constraints and is such that $\sum_{j \in E(K)} \bar{x}_{j} \leq\left|M_{R}\right|$, then $\bar{x} \notin X$. The dominance statement is evident by rewriting (3) as $\sum_{j \in K} x_{j} \geq 1+\sum_{i \in M_{R}}\left(1-\sum_{j \in N_{i}} x_{j}\right)$. This completes the proof.

The idea of using strong minimal covers to generate nondominated extensions as for the case of the ordinary knapsack problem (see Balas [1]) can be readily extended to the GUB-constrained situation as follows. We will call a minimal GUB cover $K$ strong if either $E(K)=N$, or else no set of the form $S=\cup_{i \in\left(M_{K}-M_{j_{1}}\right) \cup\{p\}} N_{i}$ for any $p \in M_{\overline{E(K)}}$ is a cover, where $j_{1} \in \arg \max _{j \in K}\left(a_{j}\right)$. That is, a set $K \subseteq N$ is a strong minimal GUB cover of $X$ if $K$ is a minimal GUB cover for which, if $E(K) \neq N$, then $a_{j_{1}}+\sum_{i \in\left(M_{\overline{E(K)}}-p\right)} a_{j(i)} \geq b \forall p \in M_{\overline{E(K)}}$. Hence, a minimal GUB cover $K$ is strong if there exists no minimal GUB cover of the same size as $K$ whose extension strictly contains that of $K$.

We now consider another strengthening procedure for the minimal GUB cover inequality.

Proposition 2.6. If $K$ is a minimal $G U B$ cover and $\left(K_{1}, K_{2}\right)$ is a partition of $K$ with $K_{2} \neq \phi$ such that

$$
\sum_{i \in M_{K_{2}}} \max _{j \in N_{i} \cap K_{2}}\left(a_{j}\right)+\sum_{i \in M_{\bar{K}}} a_{j(i)}<b,
$$

then the inequality

$$
\begin{equation*}
\sum_{j \in K_{1}} x_{j} \geq 1 \tag{4}
\end{equation*}
$$

is valid for GUBKP and dominates the minimal GUB cover inequality $\sum_{j \in K} x_{j} \geq 1$. Moreover, if $\min _{j \in K_{1}}\left(a_{j}\right)+\sum_{i \in M_{\bar{K}}} a_{j(i)} \geq b$, then the inequality (4) is a facet of $\operatorname{conv}\left(X\left(K_{2}, \bar{K}\right)\right)$ where $X\left(K_{2}, \bar{K}\right)=X \cap\left\{x \in(0,1)^{n}: x_{j}=0 \quad \forall j \in K_{2}, x_{j(i)}=1\right.$ $\left.\forall i \in M_{\bar{K}}\right\}$.

Proof. It is readily shown that the inequality (4) is valid for GUBKP. Since $\min _{j \in K_{1}}\left(a_{j}\right)+\sum_{i \in M_{\bar{K}}} a_{j(i)} \geq b$, the unit vectors $e_{j}$, for $j \in K_{1}$, are feasible to
$\operatorname{conv}\left(X\left(K_{2}, \bar{K}\right)\right)$, and moreover, they satisfy (4) as an equality and are linearly independent. Hence, the inequality (4) is a facet of $\operatorname{conv}\left(X\left(K_{2}, \bar{K}\right)\right)$. This completes the proof.

Furthermore, if no such partition with $K_{2} \neq \phi$ exists, i.e., if $\min _{j \in K}\left(a_{j}\right)+$ $\sum_{i \in M_{\bar{K}}} a_{j(i)} \geq b$, then we have the following result.

PROPOSITION 2.7. For a minimal $G U B$ cover $K$, the minimal $G U B$ cover inequality is a facet of $\operatorname{conv}(X(\bar{K}))$ if and only if $\min _{j \in K}\left(a_{j}\right)+\sum_{i \in M_{\bar{K}}} a_{j(i)} \geq b$.

Proof. The proof follows easily by examining the $|K|$ linearly independent unit vectors $e_{j}$, one for each $j \in K$, which belong to $\operatorname{conv}(X(\bar{K}))$, and which satisfy the minimal GUB cover inequality as an equality.

Moreover, canonical facets of GUBKP are related to inequalities (4) as follows.
Proposition 2.8. If for some $H \subseteq N$, the inequality $\sum_{j \in H} x_{j} \geq 1$ is a facet of GUBKP, then $K=\cup_{i \in M_{H}} N_{i} \supseteq H$ is a GUB cover such that within $K$, $H$ is a minimal set satisfying $\sum_{i \in M_{H}} \max _{j \in\left(N_{i}-H\right)}\left(a_{j}\right)+\sum_{i \in M_{\bar{K}}} a_{j(i)}<b$.

Proof. Since $\sum_{j \in H} x_{j} \geq 1$ is valid for GUBKP, we have that $\sum_{j \in \bar{H}_{+}} a_{j} \leq b-1$, which can be restated as $\sum_{i \in\left(M-M_{H}\right)} a_{j(i)}+\sum_{i \in M_{H}} \max _{j \in\left(N_{i}-H\right)}\left(a_{j}\right) \leq b-1$. Since $\sum_{i \in\left(M-M_{H}\right)} a_{j(i)} \leq b-1, K=\cup_{i \in M_{H}} N_{i}$ is a GUB cover set that contains $H$ and satisfies the condition of the proposition. If $H$ is not minimal, then there exists an $s \in H$ such that $H^{\prime}=H-s$ satisfies the condition of the proposition. Then, by Proposition 2.6, $\sum_{j \in H^{\prime}} x_{j} \geq 1$ is valid for GUBKP. Since $\sum_{j \in H^{\prime}} x_{j} \geq 1$ strictly dominates $\sum_{j \in H} x_{j} \geq 1$, we have a contradiction, and this completes the proof.

Example 2.1. Consider the following example, where $X \equiv\left\{x \in(0,1)^{8}: x_{1}+\right.$ $5 x_{2}+x_{3}+5 x_{4}+x_{5}+3 x_{6}+x_{7}+3 x_{8} \geq 9, x_{1}+x_{2} \leq 1, x_{3}+x_{4} \leq 1, x_{5}+x_{6} \leq 1$, $\left.x_{7}+x_{8} \leq 1\right\}$.

Since for all $i \in M, \sum_{p \in(M-i)} a_{j(p)} \geq 9$, the convex hull of $X$ is a full-dimensional polytope by Proposition 2.1. A GUB cover is given by $K=\{1,2,3,4,5,6\}$, where $K_{+}=\{2,4,6\}$ and $K_{-}=\{1,3,5\}$. A minimal GUB cover is given by $K=\{1,2,3,4\}$, and a minimal GUB cover inequality is $x_{1}+x_{2}+x_{3}+x_{4} \geq 1$. This minimal GUB cover does not admit any extension. However, consider a partition of $K$ such that $K_{1}=\{2,4\}$ and $K_{2}=\{1,3\}$. Then a strengthened minimal GUB cover inequality of the form (4) is $x_{2}+x_{4} \geq 1$, which is a facet of $\operatorname{conv}\left(X\left(K_{2}, \bar{K}\right)\right)$, where $X\left(K_{2}, \bar{K}\right)$ $\equiv X \cap\left\{x \in(0,1)^{8}: x_{1}=x_{3}=0, x_{6}=x_{8}=1\right\}$. Note that the foregoing minimal cover is not strong, since an extension of the minimal GUB cover $K=\{3,4,5,6\}$ is $E(K)=\{1,2,3,4,5,6\} \supset\{1,2,3,4\}$, and the extended inequality of the type (3) is $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}+x_{6} \geq 2$. This minimal GUB cover $K=\{3,4,5,6\}$ can be verified to be strong. Moreover, since $\min _{j \in K}\left(a_{j}\right)+\sum_{i \in M_{\bar{K}}} a_{j(i)}=9=b$, by Proposition 2.7, the corresponding minimal GUB cover inequality $x_{3}+x_{4}+x_{5}+x_{6} \geq 1$ is a facet of $\operatorname{conv}(X(\bar{K})) \equiv X \cap\left\{x \in(0,1)^{8}: x_{2}=1, x_{8}=1\right\}$.

Remark 2.1. In concluding this section, we remark that within the context of $0-1$ programming problems that contain GUB constraints, given a fractional solution to the continuous relaxation, one can set up a separation problem using individual problem constraints along with (a subset of) the GUB constraints to possibly generate a minimal GUB cover that deletes this fractional solution. Such an approach would be similar to that used by Crowder, Johnson, and Padberg [4] (also, see Hoffman and Padberg [6]), except that this separation problem would be a GUB-constrained knapsack problem. Note that the transformation suggested by Johnson and Padberg [7] can be used to put this GUB-constrained knapsack problem in the standard form considered herein. Having generated such a minimal cover, this can either be tightened
using the foregoing discussion, or it can be possibly lifted into a facet of GUBKP as discussed in $\S 3$ below.
3. Sequentially lifted facets from minimal GUB covers. We now consider a polynomial-time strengthening procedure that sequentially lifts a given minimal GUB cover inequality. For the case of the ordinary knapsack polytope, Balas and Zemel [15] exhibit that the sequential lifting procedure of Padberg [10], which lifts one variable at a time, obtains a facet when applied to a minimal cover inequality that is a facet of a certain lower-dimensional polytope. However, as we shall show, in the presence of GUB constraints, we need to lift all the variables in $N_{p}$ for each GUB constraint $p \in M_{\bar{K}}$ simultaneously, where $K$ is a minimal GUB cover of $X$, to obtain a lifted inequality. In particular, if the condition of Proposition 2.7 holds, then we show that the resulting inequality is a facet of GUBKP. Moreover, in the spirit of the procedure proposed by Zemel [16], we show that this type of a sequential-simultaneous lifting can also be conducted in polynomial time.

Let us begin our analysis by defining some notation. For a given $p \in M_{\bar{K}}$, define $\eta^{t}$, for $t \equiv j(p)$, as

$$
\begin{align*}
& \eta^{t} \equiv \min \left\{\sum_{j \in K} x_{j}: x \in X, x_{j}=0 \quad \forall j \in N_{p}\right\} \\
& \equiv \min \left\{\sum_{i \in M_{K}} x_{j(i)}: \sum_{i \in M_{K}} a_{j(i)} x_{j(i)} \geq b-\sum_{i \in\left(M_{\bar{K}}-p\right)} a_{j(i)},\right.  \tag{5}\\
&\left.x_{j(i)} \in(0,1) \forall i \in M_{K}\right\},
\end{align*}
$$

and define $\zeta^{s}$, for each $s \in\left(N_{p}-j(p)\right) \equiv\left(N_{p}-t\right)$, as

$$
\begin{align*}
& \zeta^{s} \equiv \min \left\{\sum_{j \in K} x_{j}: x \in X, x_{s}=1\right\} \\
& \equiv \min \left\{\sum_{i \in M_{K}} x_{j(i)}: \sum_{i \in M_{K}} a_{j(i)} x_{j(i)} \geq b-a_{s}-\sum_{i \in\left(M_{\bar{K}}-p\right)} a_{j(i)},\right.  \tag{6}\\
&\left.x_{j(i)} \in(0,1) \forall i \in M_{K}\right\}
\end{align*}
$$

Since $K$ is a minimal GUB cover of $X$ and GUBKP is full-dimensional and by condition (1), note that $1 \leq \eta^{t} \leq\left|M_{K}\right|$ and $1 \leq \zeta^{s} \leq \eta^{t} \forall s \in\left(N_{p}-t\right)$.

Proposition 3.1. (i) For a given minimal GUB cover $K$ of $X$, the following inequality, defined for any particular $p \in M_{\bar{K}}$ as

$$
\begin{equation*}
\sum_{j \in K} x_{j}+\sum_{s \in\left(N_{p}-t\right)} \alpha_{s} x_{s}+\alpha_{t} x_{t} \geq 1+\alpha_{t}, \tag{7}
\end{equation*}
$$

where $t \equiv j(p)$, is a valid inequality for GUBKP for any $\alpha_{t} \leq \eta^{t}-1$ and for any $\alpha_{s} \geq-\zeta^{s}+\alpha_{t}+1 \forall s \in\left(N_{p}-t\right)$.
(ii) Moreover, if $\alpha_{t}=\eta^{t}-1, \alpha_{s}=\eta^{t}-\zeta^{s} \forall s \in\left(N_{p}-t\right)$ and $\min _{j \in K}\left(a_{j}\right)+$ $\sum_{i \in M_{\bar{K}}} a_{j(i)} \geq b$, then the inequality (7) is a facet of $\operatorname{conv}\left(X\left(\bar{K}-N_{p}\right)\right)$.

Proof. (i) Since the minimal GUB cover inequality is valid for GUBKP and (7) coincides with the minimal GUB inequality when $x_{t}=1$ and $x_{s}=0 \forall s \in\left(N_{p}-t\right)$, it is sufficient to show for establishing the validity of (7) that if $\bar{x} \in X$ and has $\bar{x}_{s}=1$ for any $s \in\left(N_{p}-t\right)$, or if $\tilde{x} \in X$ and has $\tilde{x}_{j}=0 \quad \forall j \in N_{p}$, then such $\bar{x}$ and $\tilde{x}$ satisfy (7). That is, $\sum_{j \in K} \bar{x}_{j}+\alpha_{s} \geq 1+\alpha_{t}$, and $\sum_{j \in K} \tilde{x}_{j} \geq 1+\alpha_{t}$. By the definition of the quantities $\alpha_{t}$ and $\alpha_{s}$, in the first case, we have, using (6), that $\sum_{j \in K} \bar{x}_{j}+\alpha_{s}$ $\geq \zeta^{s}-\zeta^{s}+\alpha_{t}+1=1+\alpha_{t}$, and in the second case, we have, using (5), that $\sum_{j \in K} \tilde{x}_{j} \geq$ $\eta^{t} \geq 1+\alpha_{t}$. Hence, the inequality (7) is valid for GUBKP.
(ii) Since the minimal GUB cover inequality is a facet of $\operatorname{conv}(X(\bar{K}))$ by Proposition 2.7, and since $\operatorname{conv}(X(\bar{K}))$ is of full dimension $|K|$ by Corollary 2.2 , there exist $|K|$ linearly independent vertices of $\operatorname{conv}(X(\bar{K}))$, indexed by $x^{j}, j=1, \ldots,|K|$, that satisfy the minimal GUB cover inequality as an equality. Since $x_{j(i)}^{j}=1$, for $i \in M_{\bar{K}}$, $j=1, \ldots,|K|$, these vertices also satisfy the inequality (7) as an equality and moreover, these vertices belong to $X\left(\bar{K}-N_{p}\right)$. Now, for each $s \in\left(N_{p}-t\right)$, let $\hat{x}^{s}$ be a solution of (6) such that $\zeta^{s}=\sum_{j \in K} \hat{x}_{j}^{s}$. Note that $\hat{x}^{s} \in X\left(\bar{K}-N_{p}\right)$. Also, for $t=j(p)$, let $\hat{x}^{t}$ be a solution of (5) such that $\eta^{t}=\sum_{j \in K} \hat{x}_{j}^{t}$, and note that $\hat{x}^{t} \in X\left(\bar{K}-N_{p}\right)$. Moreover, $\hat{x}^{s}$ and $\hat{x}^{t}$ satisfy the inequality (7) as an equality when $\alpha_{s}=\eta^{t}-\zeta^{s}$, and $\alpha_{t}=\eta^{t}-1$.

By Corollary 2.2 , we have that $\operatorname{dim}\left(\operatorname{conv}\left(X\left(\bar{K}-N_{p}\right)\right)\right)=\left|K \cup N_{p}\right|$. Let $\widetilde{X} \equiv$ $\left\{\left(x^{j}, 1\right)\right.$ for $j=1, \ldots,|K|,\left(\hat{x}^{t}, 1\right),\left(\hat{x}^{s}, 1\right)$ for $\left.s \in\left(N_{p}-t\right)\right\}$ be the set of vectors obtained by adding a new component having value 1 to each vector $x^{j}, \hat{x}^{t}$, and $\hat{x}^{s}$ in the collection as shown. Let us show that the vectors in $\widetilde{X}$ are linearly independent. On the contrary, suppose that these vectors are linearly dependent. Then there exists a set of multipliers $\left\{\left(\lambda_{j}\right.\right.$ for $\left.j=1, \ldots,|K|\right), \delta_{t},\left(\mu_{s}\right.$ for $\left.\left.s \in\left(N_{p}-t\right)\right)\right\} \neq 0$ such that

$$
\begin{equation*}
\sum_{j=1}^{|K|} \lambda_{j} x^{j}+\delta_{t} \hat{x}^{t}+\sum_{s \in\left(N_{p}-t\right)} \mu_{s} \hat{x}^{s}=0 \text { and } \sum_{j=1}^{|K|} \lambda_{j}+\delta_{t}+\sum_{s \in\left(N_{p}-t\right)} \mu_{s}=0 \tag{8}
\end{equation*}
$$

Since for each $s \in\left(N_{p}-t\right), \hat{x}_{s}^{t}=0, x_{s}^{j}=0$ for $j=1, \ldots,|K|$, and $\hat{x}_{s}^{s}=1$, it follows that $\mu_{s}=0 \forall s \in\left(N_{p}-t\right)$. Now, if $\delta_{t}=0$, then by the linear independence of $x^{j}$, $j=1, \ldots,|K|$, we would have $\lambda_{j}=0, \forall j=1, \ldots,|K|$, a contradiction. Hence, without loss of generality, suppose that $\delta_{t}=-1$, so that (8) becomes $\hat{x}^{t}=\sum_{j=1}^{|K|} \lambda_{j} x^{j}$ and $\sum_{j=1}^{|K|} \lambda_{j}=1$. Now, since $\hat{x}_{t}^{t}=0, x_{t}^{j}=1$ for $j=1, \ldots,|K|$, it follows that $\sum_{j=1}^{|K|} \lambda_{j}=0$, which is a contradiction. Hence, the vectors $\left\{\left(x^{j}\right.\right.$, for $\left.j=1, \ldots,|K|\right)$, $\hat{x}^{t},\left(\hat{x}^{s}\right.$ for $\left.\left.s \in\left(N_{p}-t\right)\right)\right\}$ are affinely independent. This completes the proof.

Proposition 3.2. Let $K$ be a minimal GUB cover such that the corresponding minimal $G U B$ cover inequality gives a facet of $\operatorname{conv}(X(\bar{K}))$. Let $M_{\bar{K}} \equiv\left\{i_{1}, \ldots, i_{k}\right\}$ be arbitrarily ordered, where $k \equiv\left|M_{\bar{K}}\right|$. Let $M(q)=\left\{i_{1}, \ldots, i_{q}\right\} \subseteq M_{\bar{K}}$, and let $N(q)=\cup_{i \in M(q)} N_{i}$ for $q=1, \ldots, k$. For $q=0$, let $M(q)=N(q)=\phi$. Let $q \in$ $\{0, \ldots, k-1\}$ and suppose that $\sum_{j \in K \cup N(q)} \alpha_{j} x_{j} \geq \alpha_{0}$ is valid for GUBKP and is a facet of $\operatorname{conv}(X(\bar{K}-N(q)))$. Consider $i_{q+1}$. Denote $t=j\left(i_{q+1}\right)$, and compute

$$
\begin{equation*}
\eta^{t}(q)=\min \left\{\sum_{j \in K \cup N(q)} \alpha_{j} x_{j}: x \in X, x_{j}=0 \forall j \in N_{i_{q+1}}\right\} . \tag{9}
\end{equation*}
$$

Also, for each $s \in N\left(i_{q+1}\right)-t$, compute

$$
\begin{equation*}
\zeta^{s}(q)=\min \left\{\sum_{j \in K \cup N(q)} \alpha_{j} x_{j}: x \in X, x_{s}=1\right\} . \tag{10}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{j \in K \cup N(q)} \alpha_{j} x_{j}+\sum_{s \in\left(N_{i_{q+1}}-t\right)}\left(\eta^{t}(q)-\zeta^{s}(q)\right) x_{s}+\left(\eta^{t}(q)-\alpha_{0}\right) x_{t} \geq \eta^{t}(q) \tag{11}
\end{equation*}
$$

is (i) valid for GUBKP, and (ii) is a facet of $\operatorname{conv}(X(\bar{K}-N(q+1)))$.
The proof of Proposition 3.2 follows the same argument used in the proof of Proposition 3.1. Note that if $q=0$, then $\eta^{t}(q)=\eta^{t}$ and $\zeta^{s}(q)=\zeta^{s}$, as given by (5) and (6), respectively. This proposition establishes an inductive sequential procedure for generating facets for GUBKP from minimal GUB cover inequalities in the spirit of Balas and Zemel [2] for the ordinary knapsack polytope, except that a simultaneous lifting of the variables within each GUB constraint needs to be conducted in this case, as mentioned earlier.

Now, examining (7) and (11), note that a sequentially lifted inequality obtained from a minimal GUB cover inequality is of the form

$$
\sum_{j \in K} x_{j}+\sum_{j \in \bar{K}_{-}} \alpha_{j} x_{j}-\sum_{j \in \bar{K}_{+}} \alpha_{j}\left(1-x_{j}\right) \geq 1,
$$

or

$$
\begin{equation*}
\sum_{j \in K} x_{j}+\sum_{j \in \bar{K}_{-}} \alpha_{j} x_{j}+\sum_{j \in \bar{K}_{+}} \alpha_{j} x_{j} \geq 1+\sum_{j \in \bar{K}_{+}} \alpha_{j} . \tag{12}
\end{equation*}
$$

The derivation of the coefficients $\alpha_{j}$ of this lifted inequality requires the solution of a sequence of GUB-constrained knapsack problems. Furthermore, the values of the coefficients depend on the sequence in which the indices $i \in M_{\bar{K}}$ are considered. For each $i \in M_{\bar{K}}$, let $\alpha_{j}{ }^{\prime}$ denote the value of $\alpha_{j}$ for $j \in N_{i}$ when $i=i_{1}$, i.e., when $i$ is taken to be the first index in $M_{\bar{K}}$. In other words, $\alpha_{t}{ }^{\prime}=\eta^{t}-1$ for $t=j(i)$, and $\alpha_{s}{ }^{\prime}=$ $\eta^{t}-\zeta^{s} \forall s \in\left(N_{i}-t\right)$. The subproblem that determines these initial coefficients has a simpler structure than the subsequent GUB-constrained knapsack problems that have to be solved to find the other coefficients of the sequence, and because of this structure, the values of $\eta^{t}$ and $\zeta^{s}$ can be easily obtained, as shown in the following propositions. (Some of the proofs are obvious, and are hence omitted.)

Proposition 3.3. Let $K_{h}$ be the index set of the $h$ largest $a_{j(i)}$ for $i \in M_{K}$. For a minimal GUB cover $K$ and for all $t \in \bar{K}_{+}$, we have by (5) that $\eta^{t}=h$, where $h$ is defined by

$$
\sum_{k \in K_{h}} a_{k} \geq b-\sum_{i \in\left(M_{\bar{K}}-M_{t}\right)} a_{j(i)}>\sum_{k \in K_{h-1}} a_{k} .
$$

Proposition 3.4. Let $K_{h}$ be the index set of the $h$ largest $a_{j(i)}$, for $i \in M_{K}$. For a minimal GUB cover $K$ and for any $s \in \bar{K}_{-}$, we have $\zeta^{s}=h$ in (6), where $h$ is defined by

$$
\sum_{k \in K_{h}} a_{k} \geq b-a_{s}-\sum_{i \in\left(M_{\bar{K}}-M_{s}\right)} a_{j(i)}>\sum_{k \in K_{h-1}} a_{k} .
$$

Note that for a given $p \in M_{\bar{K}}, \zeta^{j 1} \geq \zeta^{j 2}$ whenever $a_{j 1} \leq a_{j 2}$, for $j 1, j 2 \in N_{p} \cap \bar{K}_{-}$.
Corollary 3.5. For a given $p \in M_{\bar{K}}$, if $\eta^{t}=1$, then $\zeta^{s}=1 \forall s \in\left(N_{p}-t\right)$, where $t \equiv j(p)$.

Proof. Follows from the fact that $1 \leq \zeta^{s} \leq \eta^{t} \forall s \in N_{p}-t$.
Corollary 3.6. Let $t_{1} \in \arg \max _{i \in M_{\bar{K}}}\left(a_{j(i)}\right)$. If $\eta^{t_{1}}=1$, then $\zeta^{s}=1 \quad \forall s \in$ $\left(N_{i}-j(i)\right), i \in M_{\bar{K}}$, and $\eta^{j(i)}=1 \quad \forall i \in M_{\bar{K}}$.

Proof. From (5), it follows that $1 \leq \eta^{j(i)} \leq \eta^{t_{1}} \forall i \in M_{\bar{K}}$. Using this fact along with Corollary 3.5 establishes the required result.

The above results suggest a sufficient condition under which a minimal GUB cover inequality would be a facet of GUBKP.

Proposition 3.7. If the minimal GUB cover inequality is a facet of $\operatorname{conv}(X(\bar{K}))$ (see Proposition 2.7), and if $\max _{j \in K}\left(a_{j}\right)+\sum_{i \in M_{\bar{K}}-M_{t_{1}}} a_{j(i)} \geq b$, where $t_{1} \in$ $\arg \max _{i \in M_{\bar{K}}}\left(a_{j(i)}\right)$, then the minimal GUB cover inequality is a facet of GUBKP.

Proof. Since $\max _{j \in K}\left(a_{j}\right)+\sum_{i \in\left(M_{\bar{K}}-M_{t_{1}}\right)} a_{j(i)} \geq b$, we have that $\eta^{t_{1}}=1$. By Corollary 3.6, all the coefficients in the lifted inequality of the form (7) are zeros. Examining (9), (10), and (11), we continue to obtain zeros for the lifted coefficients in Proposition 3.1, and so the minimal GUB cover inequality is a facet of GUBKP. $\square$

We now show that the readily obtained coefficients $\alpha_{j}^{\prime}, j \in \bar{K}$, provide bounds on the coefficients $\beta_{j}, j \in \bar{K}$, of arbitrary valid inequalities (not necessarily sequentially lifted) that have unit coefficients for all $j \in K$.

Proposition 3.8. If $\sum_{j \in K} x_{j}+\sum_{j \in \bar{K}_{-}} \beta_{j} x_{j}-\sum_{j \in \bar{K}_{+}} \beta_{j}\left(1-x_{j}\right) \geq 1$ is valid for GUBKP, then $\beta_{j} \leq \alpha_{j}{ }^{\prime} \forall j \in \bar{K}_{+}$, and $\beta_{j} \geq \alpha_{j}^{\prime}-\left(\alpha_{t}^{\prime}-\beta_{t}\right) \forall j \in \bar{K}_{-}$, where $t=j(p), p \in M_{\bar{K}}$, such that $j \in N_{p}$.

Proof. Assume that for some $t \in \bar{K}_{+}, \beta_{t}>\alpha_{t}{ }^{\prime}$. From Proposition 3.1, we have that $\alpha_{t}{ }^{\prime}=\eta^{t}-1$. Let $\bar{x}$ be an optimal solution for (5) such that $\eta^{t}=\sum_{j \in K} \bar{x}_{j}$. Then $\bar{x} \in X$, but

$$
\sum_{j \in K} \bar{x}_{j}+\sum_{j \in \bar{K}_{-}} \beta_{j} \bar{x}_{j}-\sum_{j \in \bar{K}_{+}} \beta_{j}\left(1-\bar{x}_{j}\right)=\eta^{t}-\beta_{t}=\alpha_{t}{ }^{\prime}+1-\beta_{t}<1
$$

and so, the inequality in the proposition is violated. Hence, $\beta_{t} \leq \alpha_{t}{ }^{\prime} \forall t \in \bar{K}_{+}$. For the case of $\beta_{j}, j \in \bar{K}_{-}$, suppose that for some $p \in M_{\bar{K}}$, and $s \in N_{p}$, we have $\beta_{s}<\alpha_{s}^{\prime}-\left(\alpha_{t}^{\prime}-\beta_{t}\right)$ where $t \equiv j(p) \neq s$. Consider problem (6), and let $\bar{x} \in X$ solve this problem. Then, since $\alpha_{s}^{\prime}-\alpha_{t}^{\prime}=1-\zeta^{s}$, we have that

$$
\sum_{j \in K} \bar{x}_{j}+\sum_{j \in \bar{K}_{-}} \beta_{j} \bar{x}_{j}-\sum_{j \in \bar{K}_{+}} \beta_{j}\left(1-\bar{x}_{j}\right)=\zeta^{s}+\beta_{s}-\beta_{t}<\zeta^{s}+\alpha_{s}^{\prime}-\alpha_{t}^{\prime}=1
$$

and so the inequality is again violated. This completes the proof.
We now consider the task of efficiently computing the coefficients $\alpha_{j}$ for $j \in \bar{K}$, of a sequentially lifted facet (12). As mentioned earlier, the task of computing $\alpha_{j}$ for $j \in \bar{K}$ involves the solution of a set of 0-1 GUB-constrained knapsack problems. However, because of the special structure of these problems, we can easily obtain the coefficients $\alpha_{j}$ for all $j \in \bar{K}$ within a time complexity of $O\left(n\left|M_{K}\right|\right)$ by adapting the procedure due to Zemel [16] that was proposed for the ordinary knapsack problem. Toward this end, consider the following propositions. (The proofs are straightforward and are hence omitted.)

Proposition 3.9. Suppose that $\bar{x}$ is an optimal solution to the following problem with $z=\bar{z}$, and with all data integer valued:

$$
w(z)=\max \left\{\sum_{j \in N} a_{j} x_{j}: \sum_{j \in N} c_{j} x_{j} \leq z, \sum_{j \in N_{i}} x_{j} \leq 1 \forall i \in M, x_{j} \in(0,1) \forall j \in N\right\}
$$

Then, $\bar{x}$ is an optimal solution to the following GUB-constrained knapsack problem
$P(b): v(b)=\min \left\{\sum_{j \in N} c_{j} x_{j}: \sum_{j \in N} a_{j} x_{j} \geq b, \sum_{j \in N_{i}} x_{j} \leq 1 \forall i \in M, x_{j} \in(0,1) \forall j \in N\right\}$
for all $b$ satisfying $w(\bar{z}-1)<b \leq w(\bar{z})$.
Proposition 3.10. Let the function $w(z)$ and the problem $P(b)$ be as defined in Proposition 3.9, for any integers $z$ and $b$. Then, $v(b)=\min \{z: w(z) \geq b\}$.

Now, examining (12), suppose that we have a (partially) lifted inequality of the form

$$
\begin{equation*}
\sum_{j \in K} x_{j}+\sum_{j \in T_{-}} \alpha_{j} x_{j}-\sum_{j \in T_{+}} \alpha_{j}\left(1-x_{j}\right) \geq 1 \tag{13}
\end{equation*}
$$

We want to find a lifting of (13) with respect to the variables $x_{j}, \forall j \in N_{p}$, for some $p \in\left(M_{\bar{K}}-M_{T}\right)$. By Proposition 3.2 and inequality (12), we have that for $t=j(p)$ and $\forall s \in\left(N_{p}-t\right)$,

$$
\begin{aligned}
1+\alpha_{t}=\min \{ & \sum_{j \in K} x_{j}+\sum_{j \in T_{-}} \alpha_{j} x_{j}-\sum_{j \in T_{+}} \alpha_{j}\left(1-x_{j}\right): \\
& \sum_{j \in K \cup T} a_{j} x_{j} \geq b-\sum_{i \in\left(M_{\bar{K}}-M_{T}-p\right)} a_{j(i)}, \\
& \left.\sum_{j \in N_{i}} x_{j} \leq 1 \forall i \in M, x_{j} \in(0,1) \forall j \in N\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
1+\alpha_{t}-\alpha_{s}=\min \{ & \sum_{j \in K} x_{j}+\sum_{j \in T_{-}} \alpha_{j} x_{j}-\sum_{j \in T_{+}} \alpha_{j}\left(1-x_{j}\right): \\
& \sum_{j \in K \cup T} a_{j} x_{j} \geq b-a_{s}-\sum_{i \in\left(M_{\bar{K}}-M_{T}-p\right)} a_{j(i)}, \\
& \left.\sum_{j \in N_{i}} x_{j} \leq 1 \forall i \in M, x_{j} \in(0,1) \forall j \in N\right\} .
\end{aligned}
$$

Let $L \equiv K \cup T, \bar{L} \equiv N-L$, and define

$$
\begin{align*}
& w_{L}(z)= \max \left\{\sum_{j \in L} a_{j} x_{j}:\right. \\
& \sum_{j \in K} x_{j}+\sum_{j \in T_{-}} \alpha_{j} x_{j}-\sum_{j \in T_{+}} \alpha_{j}\left(1-x_{j}\right) \leq z  \tag{14}\\
&\left.\sum_{j \in N_{i}} x_{j} \leq 1 \forall i \in M, x_{j} \in(0,1) \forall j \in N\right\} .
\end{align*}
$$

By Proposition 3.10, we have that

$$
1+\alpha_{t}=\min \left\{z: w_{L}(z) \geq b-\sum_{i \in\left(M_{\bar{L}}-p\right)} a_{j(i)}\right\}
$$

and

$$
1+\alpha_{t}-\alpha_{s}=\min \left\{z: w_{L}(z) \geq b-a_{s}-\sum_{i \in\left(M_{\bar{L}}-p\right)} a_{j(i)}\right\}
$$

Hence, we can efficiently obtain the coefficients $\alpha_{j}$ for $j \in N_{p}$, by computing $w_{L}(z)$ efficiently for different pertinent values of $z$. Toward this end, consider the following recursive equation for computing the function $w_{L}(z)$. Note that

$$
\begin{equation*}
w_{L \cup N_{p}}(z)=\max \left\{\max _{s \in\left(N_{p}-t\right)}\left[a_{s}+w_{L}\left(z+\alpha_{t}-\alpha_{s}\right)\right],\left[a_{t}+w_{L}(z)\right],\left[w_{L}\left(z+\alpha_{t}\right)\right]\right\} \tag{15}
\end{equation*}
$$

Hence, we can compute the coefficients $\alpha_{j}$ for $j \in \bar{K}$ by using the recursive equation (15). Consider the problem (14). Let $\hat{z}$ be the smallest among the alternative optimal solutions of $\max _{z}\left(w_{L}(z)\right)$. Then, it follows that $w_{L}(z)=w_{L}(\hat{z}) \quad \forall z \geq \hat{z}$. For any minimal GUB cover $K$, to begin with, since $w_{K}(z)=w_{K}\left(\left|M_{K}\right|\right) \forall z \geq\left|M_{K}\right|$, we only need to compute $w_{K}(z)$ for $z=1, \ldots,\left|M_{K}\right|$. Moreover, since $\alpha_{t} \geq 0$ and $\alpha_{t}-\alpha_{s} \geq 0$ $\forall s \in\left(N_{p}-t\right)$, we have recursively that the value in (15), for each $L$ and $N_{p}$ thereafter, also remains a constant for $z \geq\left|M_{K}\right|$. Therefore, each function $w_{L}(z)$ needs to be evaluated (recursively) via (15) only for $z=1, \ldots,\left|M_{K}\right|$. Hence, the time complexity of computing the lifted coefficients $\alpha_{j}$ for $j \in \bar{K}$ is $O\left(n\left|M_{K}\right|\right)$.
4. Simultaneously lifted facets from minimal GUB covers. We now consider an implementation of the reformulation-linearization technique (RLT) (see Sherali and Adams [11]) to characterize a class of valid inequalities (facets) of GUBKP, obtainable via a simultaneous lifting of minimal GUB cover inequalities. Toward this end, define a set $F$ corresponding to feasible solutions for GKP as

$$
F \equiv\left\{J \subseteq N: \sum_{j \in J} a_{j} \geq b,\left|J \cap N_{i}\right| \leq 1 \forall i \in M\right\} \text { and let } \bar{F} \equiv\{J \subseteq N: J \notin F\}
$$

Then, we can directly write $\operatorname{conv}(X)$ as a convex combination of all feasible solutions to $X$ by associating, for each $J \subseteq N$, a convex combination weight $y_{J}$ with a vector that has ones in positions $j \in J$ and zeros otherwise. Noting that feasibly requires that $y_{J} \equiv 0$ if $J \in \bar{F}$, we get

$$
\begin{align*}
& G U B K P \equiv \operatorname{conv}(X)=\left\{x: x_{j}=\sum_{J: j \in J} y_{J} \forall j \in N,\right. \\
& \sum_{J \subseteq N} y_{J}=1, \\
& \left.y_{J} \geq 0, \quad \forall J \in F, y_{J} \equiv 0 \quad \forall J \in \bar{F}\right\} . \tag{16}
\end{align*}
$$

Using the standard projection operation, the set of all $x$ 's for which there exist corresponding vectors $y$ that yield a feasible solution to (16) is given by duality or Farkas's Lemma (see Nemhauser and Wolsey, [9]) as

$$
G U B K P \equiv\left\{x: \sum_{j \in N} \pi_{j}^{k} x_{j} \geq \pi_{0}^{k}\right.
$$

$$
\begin{equation*}
\text { where } \left.\left(\pi_{j}^{k}, \pi_{0}^{k}\right), k=1, \ldots, K \text {, are the extreme directions of } \Pi\right\} \tag{17}
\end{equation*}
$$

where $\Pi \equiv\left\{\left(\pi, \pi_{0}\right): \sum_{j \in J} \pi_{j}-\pi_{0} \geq 0 \forall J \in F\right\}$.
We now consider the characterization of a family of valid inequalities of GUBKP obtainable via a simultaneous lifting of the minimal GUB cover inequality. Recall that the minimal GUB cover inequality $\sum_{j \in K} x_{j} \geq 1$ is a valid inequality for $\operatorname{conv}(X(\bar{K}))$, and a facet for $\operatorname{conv}(X(\bar{K}))$ if $\min _{j \in K}\left(a_{j}\right)+\sum_{i \in M_{\bar{K}}} a_{j(i)} \geq b$. We are interested in finding a lifted inequality, which is a facet of GUBKP, and is of the form $\sum_{j \in K} x_{j}+$ $\sum_{j \in \bar{K}_{-}} \pi_{j} x_{j}-\sum_{j \in \bar{K}_{+}} \pi_{j} \bar{x}_{j} \geq 1$ where $\bar{x}_{j} \equiv\left(1-x_{j}\right) \forall j \in N$, and $\pi_{j} \forall j \in \bar{K}$ are unrestricted in sign. This is of the form

$$
\begin{equation*}
\sum_{j \in K} x_{j}+\sum_{j \in \bar{K}_{-}} \pi_{j} x_{j}+\sum_{j \in \bar{K}_{+}} \pi_{j} x_{j} \geq 1+\sum_{j \in \bar{K}_{+}} \pi_{j} \tag{18}
\end{equation*}
$$

Motivated by (17) and the form of (18), consider a polyhedral set $\Pi_{\bar{K}}$, where $\Pi_{\bar{K}} \equiv$ $\left\{\pi_{j}, j \in \bar{K}:\left(\pi, \pi_{0}\right) \in \Pi, \pi_{j}=1 \forall j \in K, \pi_{0}=1+\sum_{j \in \bar{K}_{+}} \pi_{j}\right\}$. Let us now proceed through a series of simplifications in characterizing $\Pi_{\bar{K}}$ more precisely, and then state our main result regarding this set and the validity of (18), in the same spirit as that of (17). To begin, observe that $\Pi_{\bar{K}}$ can be represented as follows, where $\pi_{\bar{K}} \equiv\left\{\pi_{j}: j \in \bar{K}\right\}$

$$
\begin{equation*}
\Pi_{\bar{K}} \equiv\left\{\pi_{\bar{K}}: \sum_{j \in J \cap \bar{K}} \pi_{j} \geq 1+\sum_{j \in \bar{K}_{+}} \pi_{j}-|J \cap K|, \forall J \in F\right\} . \tag{19}
\end{equation*}
$$

Equivalently, we have,

$$
\Pi_{\bar{K}} \equiv\left\{\pi_{\bar{K}}: \sum_{j \in\left(\bar{K}_{+}-J\right)} \pi_{j}-\sum_{j \in J \cap \bar{K}_{-}} \pi_{j} \leq|J \cap K|-1, \forall J \in F\right\} .
$$

Note that we need to consider only those $J \in F$ above, for which $\overline{K J} \equiv\left(\bar{K}_{+}-J\right) \cup$ $\left(J \cap \bar{K}_{-}\right) \neq \phi$. Hence, we have that

$$
\begin{gather*}
\Pi_{\bar{K}} \equiv\left\{\pi_{\bar{K}}: \sum_{j \in\left(\bar{K}_{+}-J\right)} \pi_{j}-\sum_{j \in J \cap \bar{K}_{-}} \pi_{j} \leq|J \cap K|-1,\right.  \tag{20}\\
\forall J \in F \text { having } \overline{K J} \neq \phi\} .
\end{gather*}
$$

Furthermore, note that we need to examine only the most restrictive constraints in (20). Toward this end, define $G U B(\bar{K})=\left\{T \subseteq \bar{K}:\left|T \cap N_{i}\right| \leq 1 \forall i \in M_{\bar{K}}\right\}$. Now for any $T \in G U B(\bar{K})$, define the feasible extension of $T$ as $J(T)=\left\{J \in F: J=J_{1} \cup T\right.$ for some $\left.J_{1} \subseteq K\right\}$, and let $\overline{K T}=\left(\bar{K}_{+}-T\right) \cup\left(T \cap \bar{K}_{-}\right)$. Accordingly, define

$$
F_{K}=\{T \in G U B(\bar{K}): J(T) \neq \phi, \text { and } \overline{K T} \neq \phi\}
$$

Then, we can restate (20) as follows.

$$
\begin{gather*}
\Pi_{\bar{K}} \equiv\left\{\pi_{\bar{K}}: \sum_{j \in\left(\bar{K}_{+}-T\right)} \pi_{j}-\sum_{j \in T \cap \bar{K}_{-}} \pi_{j} \leq \min \{|J \cap K|: J \in J(T)\}-1\right.  \tag{21}\\
\left.\quad \forall T \in F_{K}\right\}
\end{gather*}
$$

We now consider an explicit representation of the minimization problem in (21). Note that $T \in F_{K}$ if and only if (i) $\left|T \cap N_{i}\right| \leq 1$ for $i \in M_{\bar{K}}$, i.e., $T \in G U B(\bar{K})$, (ii) $\sum_{j \in K_{+}} a_{j}+\sum_{j \in T} a_{j} \geq b$, i.e., $J(T) \neq \phi$, and (iii) $\overline{K T} \neq \phi$. Hence, for each $T \in F_{K}$, we can represent the minimization problem in (21), denoted by $A G U B K P(T)$, as follows.
$\operatorname{AGUBKP}(T): \operatorname{minimize}\left\{\sum_{j \in K_{+}} y_{j}: \sum_{j \in K_{+}} a_{j} y_{j} \geq b-\sum_{j \in T} a_{j}, y_{j} \in(0,1) \forall j \in K_{+}\right\}$.
Note that $1 \leq \nu(A G U B K P(T)) \leq\left|M_{K}\right|$, where $\nu(P)$ denotes the optimal objective value of the corresponding problem $P$. Of course, $A G U B K P$ is an easy problem in the sense that we can readily compute $\nu(\operatorname{AGUBKP}(T))$ for each $T \in F_{K}$, using a greedy procedure. Let $\bar{b}=b-\sum_{j \in T} a_{j}$. If $\bar{b}$ is less than or equal to $\max _{j \in K_{+}}\left(a_{j}\right)$, then $\nu(A G U B K P(T))=1$. Otherwise, if $\bar{b}$ is less than or equal to the sum of the first two largest $a_{j}$ 's for $j \in K_{+}$, then $\nu(A G U B K P(T))=2$, and so on. Hence the time complexity of solving AGUBKP is $O(|M| \log |M|)$. Let $\mathbf{N}(T)=\nu(A G U B K P(T))-1$. Then, we have

$$
\begin{equation*}
\Pi_{\bar{K}} \equiv\left\{\pi_{\bar{K}}: \sum_{j \in\left(\bar{K}_{+}-T\right)} \pi_{j}-\sum_{j \in T \cap \bar{K}_{-}} \pi_{j} \leq \mathbf{N}(T) \forall T \in F_{K}\right\} \tag{22}
\end{equation*}
$$

Proposition 4.1. For a minimal $G U B$ cover $K$, the inequality (18) is a valid inequality for $G U B K P$ if and only if $\pi_{\bar{K}} \in \Pi_{\bar{K}}$, where $\pi_{\bar{K}}=\left\{\pi_{j}: j \in \bar{K}\right\}$, and $\Pi_{\bar{K}}$ is given by (22).

Proof. $\pi x \geq \pi_{0}$ is valid for GÜBKP if and only if $\sum_{j \in J} \pi_{j} \geq \pi_{0} \forall J \in F$, that is, from (17), if and only if $\left(\pi, \pi_{0}\right) \in \Pi$. Hence, noting the form of (18) and the derivation of (22), we have that (18) is valid for GUBKP if and only if $\pi_{\bar{K}} \in \Pi_{\bar{K}}$, where $\Pi_{\bar{K}}$ is given by (22). This completes the proof.

Proposition 4.2. Let $K$ be a minimal GUB cover such that $\min _{j \in K}\left(a_{j}\right)+$ $\sum_{i \in M_{\bar{K}}} a_{j(i)} \geq b$, and let $\Pi_{\bar{K}}$ be given by (22). Then, the inequality (18) having $1+\sum_{j \in \bar{K}_{+}} \pi_{j}>0$ is a facet of GUBKP if and only if $\left(\pi_{j}, j \in \bar{K}\right)$ is a vertex of $\Pi_{\bar{K}}$ with $1+\sum_{j \in \bar{K}_{+}} \pi_{j}>0$.

Proof. As shown similarly in Sherali and Adams [11], it is readily verified that $\pi x \geq 1$ is a facet of GUBKP if and only if $\pi$ is an extreme point of $\Pi_{1}$, where

$$
\begin{equation*}
\Pi_{1}=\left\{\pi: \sum_{j \in J} \pi_{j} \geq 1 \forall J \in F\right\} \tag{23}
\end{equation*}
$$

Hence, (18) with $\pi_{j}=\bar{\pi}_{j}$ for $j \in \bar{K}$ is a facet of GUBKP if and only if the scaled partitioned vector $\hat{\pi}$, where

$$
\begin{equation*}
\hat{\pi}=\left\{\left(\hat{\pi}_{j}=\frac{1}{\left(1+\sum_{j \in \bar{K}_{+}} \bar{\pi}_{j}\right)}, j \in K\right),\left(\hat{\pi}_{j}=\frac{\bar{\pi}_{j}}{\left(1+\sum_{j \in \bar{K}_{+}} \bar{\pi}_{j}\right)}, j \in \bar{K}\right)\right\} \tag{24}
\end{equation*}
$$

is an extreme point of (23).
Now, for each $j \in K$, the set $J(j) \equiv\{j\} \cup \bar{K}_{+} \in F$ by the hypothesis of the theorem, and the corresponding constraints of (23) are linearly independent and are binding at the solution (24). The latter $|K|$ linearly independent equality constraints appear as

$$
\begin{equation*}
\pi_{j}=1-\sum_{t \in \bar{K}_{+}} \pi_{t} \text { for } j \in K \tag{25}
\end{equation*}
$$

and so determine $\pi_{j}, j \in K$, uniquely in terms of $\pi_{j}, j \in \bar{K}_{+}$. Now, (24) is a vertex of (23) if and only if it is feasible to (23) and there exist some $|\bar{K}|$ hyperplanes binding from (23) that are linearly independent in combination with (25). This happens if and only if $\left\{\hat{\pi}_{j}, j \in \bar{K}\right\}$ is an extreme point of the set obtained by imposing (25) on (23), i.e., the set

$$
\begin{equation*}
\left\{\pi_{\bar{K}}: \sum_{j \in J \cap \bar{K}} \pi_{j} \geq 1+|J \cap K|\left(\sum_{t \in \bar{K}_{+}} \pi_{t}-1\right) \forall J \in F\right\} . \tag{26}
\end{equation*}
$$

This holds if and only if ( $\hat{\pi}_{j}, j \in \bar{K}$ ) is feasible to (26), and there exist some $|\bar{K}|$ linearly independent hyperplanes that are binding at ( $\hat{\pi}_{j}, j \in \bar{K}$ ). Feasibility of $\hat{\pi}$ to (26) requires from (24) that

$$
\sum_{j \in J \cap \bar{K}} \frac{\bar{\pi}_{j}}{\left(1+\sum_{t \in \bar{K}_{+}} \overline{\bar{\pi}}_{t}\right)} \geq 1+|J \cap K|\left\{\frac{\sum_{t \in \bar{K}_{+}} \bar{\pi}_{t}}{\left(1+\sum_{t \in \bar{K}_{+}} \bar{\pi}_{t}\right)}-1\right\} \quad \forall J \in F .
$$

That is, we must have

$$
\begin{equation*}
\sum_{j \in J \cap \bar{K}} \bar{\pi}_{j} \geq 1+\sum_{t \in \bar{K}_{+}} \bar{\pi}_{t}-|J \cap K| \forall J \in F \tag{27}
\end{equation*}
$$

Note by (19) that (27) is equivalent to requiring that $\bar{\pi}_{\bar{K}}$ belongs to $\Pi_{\bar{K}}$. Moreover, an inequality in (26) is binding at $\hat{\pi}$ if and only if the corresponding inequality in (27) is binding. Also, a collection of $|\bar{K}|$ linearly independent equations from (26) give $\hat{\pi}$ as the unique solution if and only if the corresponding $|\bar{K}|$ equations from (27) give $\bar{\pi}$ as the unique solution, because from (24), there is a one-to-one correspondence between $\hat{\pi}$ and $\bar{\pi}$ according to

$$
\left\{\hat{\pi}_{j}=\frac{\bar{\pi}_{j}}{\left(1+\sum_{j \in \bar{K}_{+}} \bar{\pi}_{j}\right)} \forall j \in \bar{K}\right\} \text { and }\left\{\bar{\pi}_{j}=\frac{\hat{\pi}_{j}}{\left(1-\sum_{j \in \bar{K}_{+}} \hat{\pi}_{j}\right)} \forall j \in \bar{K}\right\}
$$

Table 1

| $T$ | $\overline{K T}$ | $\sum_{j \in T} a_{j}$ | $\nu(A G U B K P(T))$ | Inequalities of $\Pi_{\bar{K}}$ in $(22)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\phi$ | 9 | 0 | 2 | $\pi_{9} \leq 1$ |
| 7 | 7,9 | 1 | 2 | $\pi_{9}-\pi_{7} \leq 1$ |
| 8 | 8,9 | 1 | 2 | $\pi_{9}-\pi_{8} \leq 1$ |

Hence, $\hat{\pi}_{\bar{K}}$ is an extreme point of (26) if and only if $\bar{\pi}_{\bar{K}}$ is an extreme point of $\Pi_{\bar{K}}$ with $1+\sum_{j \in \bar{K}_{+}} \bar{\pi}_{j}>0$, and this completes the proof.

Example 4.1. Consider the following example to illustrate the above simultaneous lifting procedure. Let $X \equiv\left\{x \in(0,1)^{9}: x_{1}+x_{2}+2 x_{3}+x_{4}+x_{5}+2 x_{6}+x_{7}+x_{8}+3 x_{9}\right.$ $\left.\geq 4, x_{1}+x_{2}+x_{3} \leq 1, x_{4}+x_{5}+x_{6} \leq 1, x_{7}+x_{8}+x_{9} \leq 1\right\}$. A minimal GUB cover inequality is $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}+x_{6} \geq 1$, which is a facet of $\operatorname{conv}(X(\bar{K}))$, where $\bar{K}=\{7,8,9\}$. For this minimal cover, we have that $F_{K}=\{\phi,\{7\},\{8\}\}$, thereby leading to the computations shown in Table 1.

The point $(0,0,1)$ is the only vertex of $\Pi_{\bar{K}}$ with $1+\sum_{j \in \bar{K}_{+}} \pi_{j}=2>0$. Hence, $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}+x_{6}+x_{9} \geq 2$ is the only facet obtainable from the minimal GUB cover inequality by the lifting procedure.

Remark 4.1. In a spirit similar to Remark 2.1, the foregoing proposition can be used in the context of a separation problem for generating a simultaneously lifted facet of GUBKP, based on a given minimal GUB cover, that deletes a given fractional solution to the continuous relaxation of a 0-1 problem. In this context, an additional linear program would need to be solved over the polytope (22) to generate the cut coefficients for $j \in \bar{K}$, where $K$ is the minimal GUB cover being used. Note that if such a strategy is being used as in Crowder, Johnson, and Padberg [4] and Hoffman and Padberg [6] within an overall algorithm for solving a 0-1 integer program, then if this problem is sparse, we might expect $|\bar{K}|$ and $|M|$ to be manageably small when employing a GUB-constrained polytope based on a single problem constraint. Thus, the generation of the foregoing facetial cut would not be too computationally burdensome. In this type of an analysis, for further restricting a subset of the cut coefficients a priori before employing a reduced sized set (22) along with Propositions 4.1 and 4.2 to generate the remaining coefficients defining strong valid inequalities, it would be computationally useful to have knowledge of lower and upper bounds on the simultaneously lifted facet coefficients $\pi_{j}$ for $j \in \bar{K}$ in (18). This topic is addressed next.
4.1 Lower and upper bounds on the lifted coefficient $\pi_{j}$ for $j \in \bar{K}$ in lifted inequality (18) under Proposition 4.2. To begin with, let us consider the lifted coefficients $\pi_{t}$ for $t \in \bar{K}_{+}$. Since GUBKP is a full-dimensional polytope, it follows that for any $t \in \bar{K}_{+}$, we have $T=\left(\bar{K}_{+}-t\right) \in F_{K}$, and from (22), we directly have that $\pi_{t} \leq \mathbf{N}\left(\bar{K}_{+}-t\right)$. Hence, from (5), an upper bound $U B_{t}$ on $\pi_{t}$ is given by

$$
U B_{t}=\mathbf{N}\left(\bar{K}_{+}-t\right)=\eta^{t}-1 \text { for each } t \in \bar{K}_{+}
$$

Now, for given lower bounds $L B_{s}$ on $\pi_{s} \forall s \in\left(N_{p}-t\right)$, where $p \equiv M_{t}$, let us derive a lower bound $L B_{t}$ on $\pi_{t}$. Toward this end, examine any $T \in F_{K}$ such that $t \notin T$. Then, from (22), we have that

$$
\begin{equation*}
\sum_{j \in\left(\bar{K}_{+}-T\right)} \pi_{j}-\sum_{j \in T \cap \bar{K}_{-}} \pi_{j} \leq \mathbf{N}(T) \forall T \in F_{k} \text { such that } t \notin T \tag{28}
\end{equation*}
$$

From (28), since $t \in\left(\bar{K}_{+}-T\right)$, we have that

$$
\begin{equation*}
\pi_{t} \leq \mathbf{N}(T)-\left[\sum_{j \in\left(\bar{K}_{+}-T-t\right)} \pi_{j}-\sum_{j \in T \cap \bar{K}_{-}} \pi_{j}\right] \forall T \in F_{K} \text { such that } t \notin T \text {. } \tag{29}
\end{equation*}
$$

Note that (29) is comprised of all the constraints of $\Pi_{\bar{K}}$ that contain $\pi_{t}$. Since at any vertex of $\Pi_{\bar{K}}$, at least one of (29) must be binding, we have that

$$
\begin{equation*}
\pi_{t}=\min \left\{\mathbf{N}(T)-\left[\sum_{j \in\left(\overline{K_{+}}-T-t\right)} \pi_{j}-\sum_{j \in T \cap \bar{K}_{-}} \pi_{j}\right]: T \in F_{K} \text { with } t \notin T\right\} \tag{30}
\end{equation*}
$$

For all $T \in F_{k}$ such that $t \notin T$, define

$$
\nu(T) \equiv \sum_{j \in\left(\bar{K}_{+}-T\right)} \pi_{j}-\sum_{j \in T \cap \bar{K}_{-}} \pi_{j}, \quad \bar{\nu}(T) \equiv \sum_{j \in\left(\bar{K}_{+}-T-t\right)} \pi_{j}-\sum_{j \in T \cap \bar{K}_{-}} \pi_{j}
$$

Then equation (30) reads

$$
\begin{equation*}
\pi_{t}=\min \left\{\mathbf{N}(T)-\bar{\nu}(T): T \in F_{K} \text { with } t \notin T\right\} . \tag{31}
\end{equation*}
$$

For any $T \in F_{K}$ such that $t \notin T$, if $(T+t) \in F_{K}$, then we have that $\bar{\nu}(T)=$ $\nu(T+t) \leq \mathbf{N}(T+t)$ by (28). On the other hand, if $(T+t) \notin F_{K}$, then there exists some $s \in T \cap N_{p}$ and $\bar{\nu}(T)=\nu(T+t-s)-\pi_{s} \leq \mathbf{N}(T+t-s)-\pi_{s}$. Hence, from (31), we have

$$
\pi_{t}=\min \left\{\min _{T \in T_{1}}[\mathbf{N}(T)-\mathbf{N}(T+t)], \min _{T \in T_{2}}\left[\mathbf{N}(T)-\mathbf{N}(T+t-s)+\pi_{s}\right]\right\}
$$

where $T_{1} \equiv\left\{T \in F_{K}: t \notin T\right.$ and $\left.(T+t) \in F_{K}\right\}, T_{2} \equiv\left\{T \in F_{K}: t \notin T\right.$ and there exists some $s \in\left(N_{p}-t\right) \cap T$ where $\left.p \equiv M_{t}\right\}$. Hence, for given lower bounds $L B_{s}$ on $\pi_{s}$ for $s \in\left(N_{p}-t\right)$, a lower bound $L B_{t}$ on $\pi_{t}$, for $t \in \bar{K}_{+}$, is given by

$$
\begin{equation*}
L B_{t}=\min \left\{\min _{T \in T_{1}}[\mathbf{N}(T)-\mathbf{N}(T+t)], \min _{T \in T_{2}}\left[\mathbf{N}(T)-\mathbf{N}(T+t-s)+L B_{s}\right]\right\} . \tag{32}
\end{equation*}
$$

Next, let us derive lower and upper bounds on the lifted coefficients $\pi_{s}$, for any $s \in \bar{K}_{-}$. From (22), we have that when $T=\{s\} \cup\left\{\bar{K}_{+}-t\right\}$, where $t \equiv j\left(M_{s}\right)$, $\pi_{t}-\pi_{s} \leq \mathbf{N}(T)$. Hence, we have $\pi_{s} \geq \pi_{t}-\mathbf{N}(T)$. Consequently, for a given lower bound $L B_{t}$ on $\pi_{t}, t \in \bar{K}_{+}$, a lower bound $L B_{s}$ for any $s \in \bar{K}_{-}$is given by

$$
\begin{equation*}
L B_{s}=L B_{t}-\mathbf{N}\left(\bar{K}_{+}-t+s\right) \text { where } t \equiv j\left(M_{s}\right) . \tag{33}
\end{equation*}
$$

Remark 4.2. Note that the lower bounds (32) and (33) are conditional bounds, each being determined based on lower bounds of the other. These conditional bounds are useful if we restrict the class of facets to have prescribed lower bounds on the $\pi_{t}$ or the $\pi_{s}$ coefficients. Otherwise, we need to derive unconditional lower bounds $L B_{j}$ $\forall j \in \bar{K}$. Toward this end, we derive an unconditional lower bound of zero on $\pi_{t}$, $\forall t \in \bar{K}_{+}$, as follows. By the transformation in Johnson and Padberg ([7], Prop. 2.1), since the inequality (18) is a facet of GUBKP and $\left|M_{K}\right|>1$ (otherwise, dim(GUBKP) $<n$ ), it can be readily shown that the inequality

$$
\begin{equation*}
\sum_{j \in K_{+}} z_{j}+\sum_{j \in \bar{K}_{+}} \pi_{j} z_{j}+\sum_{i \in M_{\bar{K}}} \sum_{j \in\left\{N_{i}-j(i)\right\}}\left(\pi_{j(i)}-\pi_{j}\right) z_{j} \leq\left|M_{K}\right|-1 \tag{34}
\end{equation*}
$$

is a facet of the convex hull of the polytope

$$
Z \equiv \operatorname{conv}\left\{z \in(0,1)^{n}: \sum_{i \in M} \sum_{j \in N_{i}} \bar{a}_{j} z_{j} \leq \bar{b}, \sum_{j \in N_{i}} z_{j} \leq 1 \forall i \in M\right\}
$$

where for all $i \in M, \bar{a}_{j(i)}=a_{j(i)}, \bar{a}_{j}=a_{j(i)}-a_{j} \forall j \in\left\{N_{i}-j(i)\right\}$, and $\bar{b}=$ $b+\sum_{j \in N_{+}} a_{j}$. Since the constraints of the polytope $Z$ have all nonnegative coefficients, we have that all the coefficients of the facet (34) are nonnegative [5]. Accordingly, for each $t \in \bar{K}_{+}$, we have

$$
\begin{equation*}
\pi_{t} \geq 0 \text { and } \pi_{t}-\pi_{s} \geq 0 \forall s \in\left(N_{p}-t\right), \text { where } p=M_{t} \tag{35}
\end{equation*}
$$

From (35), we have a valid lower bound of zero on $\pi_{t}, \forall t \in \bar{K}_{+}$. Consequently, from (33), we have that $L B_{s}=-\mathbf{N}\left(\bar{K}_{+}-t+s\right) \forall s \in\left(N_{p}-t\right)$, where $p \equiv M_{t}$.

Finally, let us derive an upper bound $U B_{s}$ for any given $s \in \bar{K}_{-}$. Note from (22) that the collection of constraints defining $\Pi_{\bar{K}}$ that contain the coefficient $\pi_{s}$ is given by

$$
\begin{equation*}
\pi_{s} \geq \sum_{j \in\left(\bar{K}_{+}-T\right)} \pi_{j}-\sum_{j \in(T-s) \cap \bar{K}_{-}} \pi_{j}-\mathbf{N}(T) \forall T \in F_{K} \text { such that } s \in T \tag{36}
\end{equation*}
$$

Again, at any vertex of $\Pi_{\bar{K}}$, since at least one of (36) must be binding, we have that

$$
\begin{equation*}
\pi_{s}=\max \left\{\sum_{j \in\left(\bar{K}_{+}-T\right)} \pi_{j}-\sum_{j \in(T-s) \cap \bar{K}_{-}} \pi_{j}-\mathbf{N}(T): T \in F_{K} \text { with } s \in T\right\} \tag{37}
\end{equation*}
$$

Now, in (37), if $(T-s) \in F_{K}$, we have from (22) that

$$
\sum_{j \in\left(\bar{K}_{+}-T\right)} \pi_{j}-\sum_{j \in(T-s) \cap \bar{K}_{-}} \pi_{j} \leq \mathbf{N}(T-s)
$$

On the other hand, if $(T-s) \notin F_{K}$, then $\mathbf{N}(T-s) \equiv \infty$, and so the foregoing inequality holds for all $T \in F_{K}$ such that $s \in T$. Furthermore, for any $T \in$ $F_{K}$ such that $s \in T$, we also have $(T-s+t) \in F_{K}$, where $t \equiv j\left(M_{s}\right)$. Consequently, from (22), the corresponding constraint for $T^{\prime} \equiv(T-s+t) \in F_{K}$ yields

$$
\begin{align*}
\sum_{j \in\left(\bar{K}_{+}-T\right)} \pi_{j}-\sum_{j \in(T-s) \cap \bar{K}_{-}} \pi_{j}= & \sum_{j \in\left(\bar{K}_{+}-T^{\prime}\right)} \pi_{j}-\sum_{j \in T^{\prime} \cap \bar{K}_{-}} \pi_{j}+\pi_{t} \\
& \leq \mathbf{N}\left(T^{\prime}\right)+\pi_{t} \leq \mathbf{N}\left(T^{\prime}\right)+U B_{t} . \tag{38}
\end{align*}
$$

Note that if $\overline{K T^{\prime}} \equiv\left(\bar{K}_{+}-T^{\prime}\right) \cup\left(T^{\prime} \cap \bar{K}_{-}\right)=\phi$, we simply have $\mathbf{N}\left(T^{\prime}\right) \equiv 0$ in that case. Combining the last two inequalities, we may write for any $T \in F_{K}$ such that $s \in T$, and $t \equiv j\left(M_{s}\right)$,

$$
\sum_{j \in\left(\bar{K}_{+}-T\right)} \pi_{j}-\sum_{j \in(T-s) \cap \bar{K}_{-}} \pi_{j} \leq \min \left\{\mathbf{N}(T-s), \mathbf{N}(T-s+t)+U B_{t}\right\}
$$

Substituting this in (37) above, we obtain the following upper bound $U B_{s}$ on $\pi_{s}$ for any $s \in \bar{K}_{-}$.

$$
\begin{equation*}
U B_{s}=\max _{T \in F_{K}: s \in T}\left\{\min \left\{\mathbf{N}(T-s), \mathbf{N}(T-s+t)+U B_{t}\right\}-\mathbf{N}(T)\right\} \tag{39}
\end{equation*}
$$

where $t \equiv j\left(M_{s}\right)$.
Example 4.2. Consider the following constraints of a GUB-constrained knapsack problem, where $X \equiv\left\{x \in(0,1)^{12}: 2 x_{1}+5 x_{2}+2 x_{3}+3 x_{4}+x_{5}+3 x_{6}+x_{7}+3 x_{8}+\right.$ $2 x_{9}+2 x_{10}+2 x_{11}+2 x_{12} \geq 16, x_{1}+x_{2} \leq 1, x_{3}+x_{4} \leq 1, x_{5}+x_{6} \leq 1, x_{7}+x_{8} \leq 1$, $\left.x_{9} \leq 1, x_{10} \leq 1, x_{11} \leq 1, x_{12} \leq 1\right\}$. For a minimal GUB cover $K=\{9,10,11,12\}$, the minimal GUB cover inequality is $x_{9}+x_{10}+x_{11}+x_{12} \geq 1$, which is a facet of $\operatorname{conv}(X(\bar{K}))$ by Proposition 2.7. Note that $\bar{K}_{+}=\{2,4,6,8\}$ and $\bar{K}_{-}=\{1,3,5,7\}$. We now consider a facet of the form (18) with $\pi_{j} \geq 0 \forall j \in \bar{K}_{-}$. Let us derive lower and upper bounds on the coefficient $\pi_{2}$, where $\{2\} \in \bar{K}_{+}$. Since $\eta^{2}=4$, we have that $U B_{2}=\eta^{2}-1=3$. Furthermore, the set $T_{1} \equiv\left\{T: T \in F_{K}\right.$ with $\{2\} \notin T$ and $\left.(T+\{2\}) \in F_{K}\right\}$, is given by $T_{1}=\{(3,6,8),(4,6,8)\}$. Also the set $T_{2} \equiv\{T$ : $T \in F_{K}$ with $\{2\} \notin T$ and $\left.\{1\} \in T\right\}$ is given by $T_{2}=\{(1,4,6),(1,4,8),(1,6,8)$, $(1,3,5,8)$, $(1,3,6,7),(1,3,6,8),(1,4,5,8),(2,4,6,7),(1,4,6,8)\}$. Hence, by (32), conditioned on $L B_{1}=0$, a lower bound $L B_{2}$ can be computed as follows.

$$
L B_{2}=\min \left\{\min _{T \in T_{1}}[\mathbf{N}(T)-\mathbf{N}(T+\{2\})], \min _{T \in T_{2}}[\mathbf{N}(T)-\mathbf{N}(T+\{2\}-\{1\})+0]\right\}=1 .
$$

Next, let us select $\{1\} \in \bar{K}_{-}$, and illustrate the computation of an upper bound on the coefficient $\pi_{1}$ in any lifted facet (18). The set $T^{\prime} \equiv\left\{T: T \in F_{K}\right.$ with $\left.\{1\} \in T\right\}$ is given by $\{(1,4,6),(1,4,8),(1,6,8),(1,3,5,8),(1,3,6,7),(1,3,6,8),(1,4,5,8),(1,4,6,7)$, $(1,4,6,8)\}$. Since $U B_{2}=3$, we have by (39) that

$$
U B_{1}=\max _{T \in T^{\prime}}\{\min \{\mathbf{N}(T-\{1\}), \mathbf{N}(T-\{1\}+\{2\})+3\}-\mathbf{N}(T)\}=2
$$

Hence, we have that $0 \leq \pi_{1} \leq 2$ and $1 \leq \pi_{2} \leq 3$ in any lifted facet (18) having $\pi_{1} \geq 0$. Note that we can also compute an unconditional lower bound $L B_{1}$, taking $L B_{2}=0$. By (33), LB $B_{1}=0-\mathbf{N}\left(\bar{K}_{+}-\{2\}+\{1\}\right)=-2$. Hence, a set of unconditional bounds on $\pi_{1}$ and $\pi_{2}$ are given by $-2 \leq \pi_{1} \leq 2$ and $0 \leq \pi_{2} \leq 3$.
5. A special case: The zero-one knapsack polytope. Consider a special case of GUBKP with $\left|N_{i}\right|=1 \forall i \in M$, which represents the ordinary knapsack polytope, denoted by $K P$. That is, $K P \equiv \operatorname{conv}\left\{x \in(0,1)^{n}: \sum_{j \in N} a_{j} x_{j} \geq b\right\}$ where the data is all integer, $N=\{1, \ldots, n\}, b>0,0<a_{j} \leq b \forall j \in N$, and $\sum_{j \neq k} a_{j} \geq b$ for all $k \in N$. Recall that the minimal (GUB) cover inequality $\sum_{j \in K} x_{j} \geq 1$ is a facet of $\operatorname{conv}(K P(\bar{K}))$, where $K P(\bar{K})=K P \cap\left\{x \in(0,1)^{n}: x_{j}=1, \forall j \in \bar{K}\right\}$. Our interest is in characterizing a (simultaneously) lifted facet, as in Balas and Zemel [2], of the form

$$
\begin{equation*}
\sum_{j \in K} x_{j}+\sum_{j \in \bar{K}} \pi_{j} x_{j} \geq 1+\sum_{j \in \bar{K}} \pi_{j} \tag{40}
\end{equation*}
$$

where $K$ is a minimal (GUB) cover of $K P$. Toward this end, in the spirit of (21) and problem $A G U B K P(T)$, we define

$$
f(\theta)=\min \left\{\sum_{j \in K} y_{j}: \sum_{j \in K} a_{j} y_{j} \geq \bar{b}+\theta\right\}-1,
$$

where $\bar{b}=b-\sum_{j \in \bar{K}} a_{j}$.

By Proposition 4.2, we have that (40) is a facet of KP if and only if ( $\pi_{j}, j \in \bar{K}$ ) is an extreme point of $\Pi_{\bar{K}}$ with $1+\sum_{j \in \bar{K}} \pi_{j}>0$, where

$$
\begin{equation*}
\Pi_{\bar{K}} \equiv\left\{\pi_{\bar{K}}: \sum_{j \in(\overline{\bar{K}}-T)} \pi_{j} \leq f\left(\sum_{j \in(\overline{\bar{K}}-T)} a_{j}\right) \forall T \in F_{K}\right\} \tag{41}
\end{equation*}
$$

and where $F_{K}=\left\{T \subset \bar{K}: \sum_{j \in K \cup T} a_{j} \geq b\right\}$.
This is precisely Balas and Zemel's characterization of simultaneously lifted facets obtainable from minimal cover inequalities. We now derive upper and lower bounds on $\pi_{j}, j \in \bar{K}$, for such facets of KP.
5.1. Upper bound $\boldsymbol{U} \boldsymbol{B}_{t}$ on $\boldsymbol{\pi}_{t}, \boldsymbol{t} \in \overline{\boldsymbol{K}}$. From (41), by examining $T=\bar{K}-\{t\} \in$ $F_{K}$, we directly have that $\pi_{t} \leq f\left(a_{t}\right)$. Hence, an upper bound $U B_{t}$ on $\pi_{t}$ is given by

$$
U B_{t}=f\left(a_{t}\right) \text { for each } t \in \bar{K} .
$$

Note that $U B_{t}$ is the same as Balas and Zemel's upper bound on $\pi_{t}, t \in \bar{K}$.
5.2. Lower bound $L B_{t}$ on $\boldsymbol{\pi}_{t}, \boldsymbol{t} \in \overline{\boldsymbol{K}}$. Balas and Zemel [2] derive the following lower bound, denoted by $L B B Z_{t}$ :

$$
L B B Z_{t}=h \quad \forall t \in S_{h},
$$

where letting $E(K)$ denote the extension of $K$ as before, we have $S_{0}=\overline{E(K)}$, and $S_{h}=\left\{t \in(E(K)-K): \sum_{j \in K_{h}} a_{j} \leq a_{t}<\sum_{j \in K_{h+1}} a_{j}\right\}$, where $K_{h}$ is the index set of the $h$ largest $a_{j}$ for $j \in K$. Note that $U B_{t}=L B B Z_{t}$ or $L B B Z_{t}+1$.

We now construct a tighter lower bound on $\pi_{t}$. Consider any $t \in \bar{K}$, and let us examine any $T \in F_{K}$ such that $t \notin T$. From (41), we have that

$$
\begin{equation*}
\pi_{t} \leq f\left(\sum_{j \in(\bar{K}-T)} a_{j}\right)-\sum_{j \in(\bar{K}-T-\{t\})} \pi_{j} \forall T \in F_{K} \text { such that } t \notin T . \tag{42}
\end{equation*}
$$

But since at an extreme point of $\Pi_{\bar{K}}$, at least one of (42) must be binding, we have that

$$
\pi_{t}=\min \left\{f\left(\sum_{j \in(\bar{K}-T)} a_{j}\right)-\sum_{j \in(\bar{K}-T-\{t\})} \pi_{j}: T \in F_{K} \text { with } t \notin T\right\}
$$

given other $\pi_{j}$ values. Consequently, we get

$$
\begin{equation*}
L B_{t}=\min \left\{f\left(\sum_{j \in(\overline{\bar{K}}-T)} a_{j}\right)-f\left(\sum_{j \in(\bar{K}-T-\{t\})} a_{j}\right): T \in F_{K} \text { with } t \notin T\right\} . \tag{43}
\end{equation*}
$$

Proposition 5.1. $L B_{t} \geq L B B Z_{t} \forall t \in \bar{K}$.
Proof. By the monotone increasing nature of the function $f$, it follows that $L B_{t}$ $\geq 0 \forall t \in \bar{K}$. Since $L B B Z_{t}=0$ for $t \in \overline{E(K)}$, the result holds trivially for this case. Hence, suppose that $t \in(E(K)-K)$. Consider any $T \in F_{K}$ with $t \notin T$, and examine two cases.

Case i. $a_{t}=\sum_{j \in K_{h}} a_{j}$. It follows that $L B B Z_{t}=h \equiv f\left(a_{t}-\bar{b}\right)+1$. But we have, defining $\hat{b}=b-\sum_{j \in T} a_{j}-a_{t}>0$, that

$$
\begin{align*}
f\left(\sum_{j \in(\bar{K}-T)} a_{j}\right)-f\left(\sum_{j \in(\bar{K}-T-\{t\})} a_{j}\right)= & \min \left\{\sum_{j \in K} y_{j}: \sum_{j \in K} a_{j} y_{j} \geq \hat{b}+a_{t}\right\} \\
& -\min \left\{\sum_{j \in K} y_{j}: \sum_{j \in K} a_{j} y_{j} \geq \hat{b}\right\} \\
\geq & \geq \min \left\{\sum_{j \in K} y_{j}: \sum_{j \in K} a_{j} y_{j} \geq a_{t}\right\} \\
& =f\left(a_{t}-\bar{b}\right)+1 . \tag{44}
\end{align*}
$$

This implies from (43) that $L B_{t} \geq L B B Z_{t}$.
Case ii. $\quad \sum_{j \in K_{h}} a_{j}<a_{t}<\sum_{j \in K_{h+1}} a_{j}$. In this case, we have, $L B B Z_{t}=h$ $\equiv f\left(a_{t}-\bar{b}\right)$. Let $\Delta$ be the amount that needs to be subtracted from $a_{t}$ so that $a_{t}-\Delta=\sum_{j \in K_{h}} a_{j}$. Then, using the monotone increasing nature of the function $f$ and following (44), we have that

$$
\begin{align*}
f\left(\sum_{j \in(\bar{K}-T)} a_{j}\right)-f\left(\sum_{j \in(\bar{K}-T-\{t\})} a_{j}\right) & \geq f\left(\sum_{j \in(\bar{K}-T)} a_{j}-\Delta\right) f\left(\sum_{j \in(\bar{K}-T-\{t\})} a_{j}\right)  \tag{45}\\
& \geq f\left(a_{t}-\Delta-\bar{b}\right)+1=f\left(a_{t}-\bar{b}\right) .
\end{align*}
$$

Hence from (43) and (45), we have that $L B_{t} \geq L B B Z_{t}$. Therefore, the result holds for any $t \in(E(K)-K)$ as well, and this completes the proof.

Example 5.1. Consider $K P=\operatorname{conv}\left\{x \in(0,1)^{4}: 3 x_{1}+3 x_{2}+3 x_{3}+2 x_{4} \geq 7\right\}$. Let $K=\{1,2\}$, so that $E(K)=\{1,2,3\}$ and $\bar{b}=2$. Consider $t=\{4\} \in \overline{E(K)}$. Note that $\left\{T \in F_{K}: t \notin T\right\}=\{3\}$. Hence, from (43), we have that $L B_{4}=f\left(a_{4}\right)-f(0)=f\left(a_{4}\right)$ $=U B_{4}=1>L B B Z_{4}=0$. Note, however, that $K$ is not a strong cover, as evidenced by the (strong) minimal cover $K^{\prime}=\{3,4\}$. Otherwise, by the definition of a strong cover, we would have had for any $t \in \overline{E(K)}$, if it exists, that $U B_{t}=f\left(a_{t}\right)=0$, and so $L B_{t}=0 \equiv L B B Z_{t}$ as well.

Example 5.2. Consider $K P=\operatorname{conv}\left\{x \in(0,1)^{4}: 3 x_{1}+3 x_{2}+3 x_{3}+4 x_{4} \geq 7\right\}$. The minimal cover $K=\{1,2,3\}$ is a strong cover for KP. Since $\bar{b}=3, \bar{K}=\{4\}$, and for $t=\{4\} \in(E(K)-K)$, we have that $\left\{T \in F_{K}: t \notin T\right\}=\phi$; this gives $L B_{4}=$ $f\left(a_{4}\right)-f(0)=f\left(a_{4}\right) \equiv U B_{4}=2$. However, $L B B Z_{t}=1<L B_{4}$.
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# PRESERVING AND INCREASING LOCAL EDGE-CONNECTIVITY IN MIXED GRAPHS * 
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#### Abstract

Generalizing and unifying earlier results of W. Mader, and A. Frank and B. Jackson, we prove two splitting theorems concerning mixed graphs. By invoking these theorems we obtain min-max formulae for the minimum number of new edges to be added to a mixed graph so that the resulting graph satisfies local edge-connectivity prescriptions. An extension of Edmonds's theorem on disjoint arborescences is also deduced along with a new sufficient condition for the solvability of the edge-disjoint paths problem in digraphs. The approach gives rise to strongly polynomial algorithms for the corresponding optimization problems.
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1. Introduction and preliminaries. Our main concern, the edge-connectivity augmentation problem, is as follows: given a mixed graph $M$, what is the minimum number (or, more generally, the minimum cost) $\gamma$ of new edges to be added to $M$ so that in the resulting graph $M^{\prime}$, the local edge-connectivity $\lambda\left(x, y ; M^{\prime}\right)$ between every pair of nodes $x, y$ is at least a prescribed value $r(x, y)$ ?

Several special cases were solved earlier for directed and undirected graphs. First, let $M$ be undirected. When $r \equiv 1$, the minimum cost augmentation problem reduces to a minimum cost tree problem. For $r \equiv 2$, the problem was solved independently by Eswaran and Tarjan [4] and Plesnik [22]. For this case, the minimum cost augmentation problem is already NP-complete.

The uniform case $r \equiv k$ for an arbitrary integer $k \geq 2$ was first solved by Watanabe and Nakamura [24], who developed a polynomial time algorithm as well as a min-max relationship. Slightly later, Cai and Sun [1] also solved this special case. The algorithm of Watanabe and Nakamura has been improved by Naor, Gusfield, and Martel [21]. Neither of these algorithms gives rise to a strongly polynomial time algorithm in the capacitated case. The first such approach was given by Frank [6]. The same paper includes a complete solution of the generalization to arbitrary (symmetric) demand functions $r(u, v)$.

For directed augmentation, the case $r \equiv 1$ was solved by Eswaran and Tarjan [4] while the general uniform case $r \equiv k(\geq 1)$ was solved by Frank [6]. Another interesting approach is by Gabow [9]. A related problem on augmentation was solved by Gusfield

[^21][12], who described a way of adding a minimum number of directed or undirected edges to a mixed graph so that each edge belongs to a (possibly mixed) circuit with no backward directed edge. (Note, however, that our general mixed augmentation problem is not a generalization of Gusfield's.) Finally, several degree-constrained and node-cost variants were also solved by Frank [6].

On the negative side, for directed graphs the nonuniform demand problem was shown to be NP-complete by Frank [6] even if $r(u, v) \equiv 1$ for every pair of nodes $u, v$ of a specified subset $T \subset V$ and $r(u, v) \equiv 0$ otherwise. In this light, relatively little space is left for possible generalizations admitting good characterizations and/or polynomial time algorithms. (This sentence may serve as an excuse in case the reader feels that the hypothesis of the generalizations we discuss below is more technical than necessary.)

In the present paper we show how the augmentation problem for mixed graphs can be solved for certain demand functions that are more general than the uniform one. (By a mixed graph $M$ we mean a graph that may have both directed and undirected edges.) When the starting graph is mixed, one may wish to add both directed and undirected edges. Unfortunately, we do not have anything to say about this general case. Our results concern only the two extremes, when either only directed edges or undirected edges are allowed to be added to the given mixed graph $M$.

Splitting off a pair of edges $e=u s, f=s t$ means that we replace $e$ and $f$ by a new edge $u t$. The resulting mixed graph will be denoted by $M^{e f}$. This operation is defined only if both $e$ and $f$ are undirected (respectively, directed) and then the newly added edge $u t$ is considered undirected (directed). Accordingly, we speak of undirected or directed splittings.

Two theorems of W. Mader concerning directed and undirected splittings are important tools in the proofs by Frank in [6]. Here we follow an analogous line, and the basis for the present generalization is an extension of the existing splitting theorems. When a splitting-off operation is performed, the local edge-connectivity never increases. The content of the splitting-off theorems is that under certain conditions there is an appropriate pair $\{e=u s, f=s t\}$ of edges whose splitting preserves all local or global edge-connectivity between nodes distinct from $s$.

An interesting by-product of our investigations is an extension of Edmonds's theorem on the existence of $k$ disjoint arborescences [2]. A new sufficient condition will also be deduced for the existence of $k$ edge-disjoint paths in a directed graph connecting specified pairs of nodes.

Given two elements $s, t$ and a subset $X$ of a ground-set $U$, we say that $X$ is an $s \bar{t}$-set if $s \in X, t \notin X . X$ separates $s$ from $t$ (or $s$ and $t$ ) if $|X \cap\{s, t\}|=1$. A family $\left\{X_{1}, \ldots, X_{t}\right\}$ of pairwise disjoint, nonempty subsets of $U$ is called a subpartition.

Let $G=(U, E)$ be an undirected graph. $d_{G}(X, Y)$ denotes the number of undirected edges between $X-Y$ and $Y-X . \bar{d}_{G}(X, Y):=d_{G}(X, U-Y)\left(=d_{G}(U-X, Y)\right)$. $d_{G}(X)$ stands for $d_{G}(X, U-X)$. Observe that $\bar{d}_{G}(X, Y)=\bar{d}_{G}(U-X, U-Y)$. When it will not cause ambiguity we shall leave out the subscript.

Proposition 1.1. For $X, Y \subseteq U$,

$$
\begin{align*}
& d_{G}(X)+d_{G}(Y)=d_{G}(X \cap Y)+d_{G}(X \cup Y)+2 d_{G}(X, Y),  \tag{1.1a}\\
& d_{G}(X)+d_{G}(Y)=d_{G}(X-Y)+d_{G}(Y-X)+2 \bar{d}_{G}(X, Y) . \tag{1.1b}
\end{align*}
$$

For a directed graph $D=(U, A), \rho_{D}(X)$ denotes the number of edges entering $X, \delta_{D}(X):=\rho_{D}(U-X)$, and $\beta_{D}(X):=\min \left(\rho_{D}(X), \delta_{D}(X)\right)$. Note that $\beta_{D}(X)=$ $\beta_{D}(U-X) . d_{D}(X, Y)$ denotes the number of edges with one end in $X-Y$ and one
end in $Y-X . \bar{d}_{D}(X, Y):=d_{D}(X, U-Y)\left(=d_{D}(U-X, Y)\right.$. An out-arborescence $F$ is a directed tree in which every node but one has in-degree 1 and the exceptional node, called the root, is of in-degree 0 . (Equivalently, there is a directed path from the root to every other node of $F$.)

Proposition 1.2. For $X, Y \subseteq U$,

$$
\begin{equation*}
\rho_{D}(X)+\rho_{D}(Y)=\rho_{D}(X \cap Y)+\rho_{D}(X \cup Y)+d_{D}(X, Y) \tag{1.2a}
\end{equation*}
$$

If $\delta_{D}(X \cap Y)=\rho_{D}(X \cap Y)$, then

$$
\begin{equation*}
\rho_{D}(X)+\rho_{D}(Y)=\rho_{D}(X-Y)+\rho_{D}(Y-X)+\bar{d}_{D}(X, Y) \tag{1.2b}
\end{equation*}
$$

If $\delta_{D}(X \cup Y)=\rho_{D}(X \cup Y)$, then

$$
\begin{equation*}
\rho_{D}(X)+\rho_{D}(Y)=\delta_{D}(X-Y)+\delta_{D}(Y-X)+\bar{d}_{D}(X, Y) \tag{1.2c}
\end{equation*}
$$

If $\delta_{D}(X \cap Y)=\rho_{D}(X \cap Y)$ or $\delta_{D}(X \cup Y)=\rho_{D}(X \cup Y)$, then

$$
\begin{equation*}
\beta_{D}(X)+\beta_{D}(Y) \geq \beta_{D}(X-Y)+\beta_{D}(Y-X)+\bar{d}_{D}(X, Y) \tag{1.2d}
\end{equation*}
$$

Proof. Equation (1.2a) follows by showing that each edge has the same contribution to the two sides. A similar argument shows that $\rho_{D}(X)+\rho_{D}(Y)=\rho_{D}(X-Y)+$ $\rho_{D}(Y-X)+\bar{d}_{D}(X, Y)+\left(\rho_{D}(X \cap Y)-\delta_{D}(X \cap Y)\right)$ holds for any digraph $D$ from which (1.2b) follows. The derivation of (1.2c) is analogous.

Let us prove (1.2d). The two cases are clearly equivalent: Substitute $U-X$ for $X$ and $U-Y$ for $Y$. So assume that $\delta_{D}(X \cap Y)=\rho_{D}(X \cap Y)$. If $\beta_{D}(X)=\rho_{D}(X)$ and $\beta_{D}(Y)=\rho_{D}(Y)$ then by (1.2b), $\beta_{D}(X)+\beta_{D}(Y)=\rho_{D}(X)+\rho_{D}(Y)=\rho_{D}(X-$ $Y)+\rho_{D}(Y-X)+\bar{d}_{D}(X, Y) \geq \beta_{D}(X-Y)+\beta_{D}(Y-X)+\bar{d}_{D}(X, Y)$. The case when $\beta_{D}(X)=\delta_{D}(X)$ and $\beta_{D}(Y)=\delta_{D}(X)$ is analogous. Finally, suppose that $\beta_{D}(X)=$ $\rho_{D}(X)$ and $\beta_{D}(Y)=\delta_{D}(Y)$. Let $Y^{\prime}:=U-Y$. Then, applying (1.2a) to $X$ and $Y^{\prime}$ we get $\beta_{D}(X)+\beta_{D}(Y)=\rho_{D}(X)+\rho_{D}\left(Y^{\prime}\right)=\rho_{D}\left(X \cap Y^{\prime}\right)+\rho_{D}\left(X \cup Y^{\prime}\right)+d_{D}\left(X, Y^{\prime}\right)=$ $\rho_{D}(X-Y)+\delta_{D}(Y-X)+\bar{d}_{D}(X, Y) \geq \beta_{D}(X-Y)+\beta_{D}(Y-X)+\bar{d}_{D}(X, Y) . \quad \square$

Let $M=(U, A \cup E)$ be a mixed graph composed as the union of a directed graph $D=(U, A)$ and an undirected graph $G=(U, E)$. Let $\rho_{M}(X):=\rho_{D}(X)+$ $d_{G}(X), \delta_{M}(X):=\delta_{D}(X)+d_{G}(X)$, and $\beta_{M}(X):=\min \left(\rho_{M}(X), \delta_{M}(X)\right)$. We say that a node $v$ of a $M$ is di-Eulerian if $\rho_{D}(v)=\delta_{D}(v) . M$ is called di-Eulerian if every node of $M$ is di-Eulerian.

By combining Propositions 1.1 and 1.2, we obtain the following proposition.
Proposition 1.3. For $X, Y \subseteq U$,

$$
\begin{equation*}
\rho_{M}(X)+\rho_{M}(Y)=\rho_{M}(X \cap Y)+\rho_{M}(X \cup Y)+d_{D}(X, Y)+2 d_{G}(X, Y) \tag{1.3a}
\end{equation*}
$$

If $\delta_{D}(X \cap Y)=\rho_{D}(X \cap Y)$, then

$$
\begin{equation*}
\rho_{M}(X)+\rho_{M}(Y)=\rho_{M}(X-Y)+\rho_{M}(Y-X)+\bar{d}_{D}(X, Y)+2 \bar{d}_{G}(X, Y) \tag{1.3b}
\end{equation*}
$$

If $\delta_{D}(X \cup Y)=\rho_{D}(X \cup Y)$, then

$$
\begin{equation*}
\rho_{M}(X)+\rho_{M}(Y)=\delta_{M}(X-Y)+\delta_{M}(Y-X)+\bar{d}_{D}(X, Y)+2 \bar{d}_{G}(X, Y) \tag{1.3c}
\end{equation*}
$$

If $\delta_{D}(X \cap Y)=\rho_{D}(X \cap Y)$ or $\delta_{D}(X \cup Y)=\rho_{D}(X \cup Y)$, then

$$
\begin{equation*}
\beta_{M}(X)+\beta_{M}(Y) \geq \beta_{M}(X-Y)+\beta_{M}(Y-X)+\bar{d}_{D}(X, Y)+2 \bar{d}_{G}(X, Y) \tag{1.3d}
\end{equation*}
$$

By a feasible path (or simply path) of a mixed graph $M$ we mean a sequence $\left\{v_{0}, v_{0} v_{1}, v_{1}, v_{1} v_{2}, v_{2}, \ldots, v_{n-1}, v_{n-1} v_{n}, v_{n}\right\}$, where each $v_{i} v_{i+1}$ is a directed or undirected edge of $M$. The local edge-connectivity $\lambda(s, t ; M)=\lambda(s, t)$ from $s$ to $t$ is in the maximum number of edge-disjoint paths from $s$ to $t$. By a version of Menger's theorem, this is equal to the minimum of $\delta_{D}(S)+d_{G}(S)$ over all $s \bar{t}$-sets $S$. Note that $\lambda(s, t)$ can be computed by a max-flow min-cut (MFMC) computation.

Let $U$ be a set and $r(x, y)(x, y \in U)$, an arbitrary symmetric, nonnegative function. Define a set function $R$ as follows. Let $R(\varnothing)=R(U)=0$, and for $X \subset U$ let

$$
\begin{equation*}
R(X):=\max (r(x, y): x, y \in U, X \text { separates } x \text { and } y) . \tag{1.4}
\end{equation*}
$$

Clearly, $R(X)=R(U-X)$.
Lemma 1.1. For arbitrary $X, Y \subseteq U$, at least one of the following two inequalities holds:

$$
\begin{align*}
& R(X)+R(Y) \leq R(X \cap Y)+R(X \cup Y)  \tag{1.5a}\\
& R(X)+R(Y) \leq R(X-Y)+R(Y-X) \tag{1.5b}
\end{align*}
$$

Proof. First observe that if $Y$ is replaced by $U-Y$, then (1.5a) and (1.5b) transform into each other. Let $\left(z, z^{\prime}\right)$ be a pair that maximizes $r\left(z, z^{\prime}\right)$ over all pairs which are separated by at least one of the sets $X$ and $Y$. By symmetry we may assume that $z \in X$ and $z^{\prime} \in U-X$. By replacing $Y$ by $U-Y$, if necessary, we may also assume that $z \notin Y$.

If $z^{\prime} \in Y$, then $r\left(z, z^{\prime}\right)=R(X)=R(Y)=R(X-Y)=R(Y-X)$, and hence (1.5b) holds (actually with equality). If $z^{\prime} \notin Y$, then $r\left(z, z^{\prime}\right)=R(X)=R(X \cup Y)=R(X-$ $Y$ ). Clearly, $R(Y) \leq R(X \cap Y)$ or $R(Y) \leq R(Y-X)$. Accordingly, (1.5a) or (1.5b) holds.

Let $M=(U, A \cup E)$ be a mixed graph with a specified node $s$ satisfying $\rho_{M}(s)=$ $\delta_{M}(s)$. Throughout this paper we will use the notation $V:=U-s$. Let

$$
\begin{equation*}
T(M):=\left\{x \in V: \rho_{M}(x) \neq \delta_{M}(x)\right\} \tag{1.6}
\end{equation*}
$$

be the set of non-di-Eulerian nodes. Observe that $\rho_{M}(T(M))=\delta_{M}(T(M))$ and hence $T(M)$ never consists of one element. Let $k$ be a positive integer and assume that

$$
\begin{equation*}
\lambda(x, y ; M) \geq k \quad \text { for every } x, y \in T(M) \tag{1.7}
\end{equation*}
$$

Suppose that $r(x, y)$ satisfies

$$
\begin{array}{ll}
r(x, y) \leq k & \text { for every } x, y \in U, \quad \text { and } \\
r(x, y)=k & \text { for every } x, y \in T(M) \tag{1.8b}
\end{array}
$$

For $X \subseteq U$ define $q(X):=R(X)-\beta_{M}(X)$.
Lemma 1.2. For $X, Y \subseteq U$, at least one of the following two inequalities holds:

$$
\begin{align*}
q(X)+q(Y) & \leq q(X \cap Y)+q(X \cup Y)-\left(2 d_{G}(X, Y)+d_{D}(X, Y)\right)  \tag{1.9a}\\
q(X)+q(Y) & \leq q(X-Y)+q(Y-X)-\left(2 \bar{d}_{G}(X, Y)+\bar{d}_{D}(X, Y)\right) . \tag{1.9b}
\end{align*}
$$

Proof. Since $q(X)=q(U-X)$, the inequalities in (1.9) transform into each other when $X$ is replaced by its complement $U-X$. Therefore, we can assume that $\beta_{M}(X)=$ $\rho_{M}(X) \leq \delta_{M}(X)$ and $\beta_{M}(Y)=\rho_{M}(Y) \leq \delta_{M}(Y)$.

If $R$ satisfies (1.5a), then by subtracting (1.3a) from (1.5a) we obtain (1.9a). Now assume that $R$ does not satisfy (1.5a). Then at least one of $T(M) \cap X \cap Y$ and $T(M)-(X \cup Y)$ is empty, otherwise (1.4) and (1.8) would imply that $R(X)=R(Y)=$ $R(X \cap Y)=R(X \cup Y)=k$, and hence (1.5a) would hold. Therefore (1.3d) holds. Furthermore, by Lemma 1.1, $R$ satisfies (1.5b). Subtracting (1.3d) from (1.5b) we obtain (1.9b).

For $x, y \in U$, let us define

$$
\begin{gather*}
r_{M}(x, y):=\min (k, \lambda(x, y ; M)) \quad \text { if } x, y \in V,  \tag{1.10a}\\
r_{M}(x, y):=0 \quad \text { if } s \in\{x, y\} . \tag{1.10b}
\end{gather*}
$$

Note that $r_{M}$ depends on $M, s$, and $k$ and satisfies (1.8).
Lemma 1.3. $r_{M}(x, y)=r_{M}(y, x)$.
Proof. This clearly holds if $\lambda(x, y ; M)=\lambda(y, x ; M)$ and, by (1.10b), $s \in\{x, y\}$. Assume that $x, y \in V$ and $\lambda(x, y ; M)<\lambda(y, x ; M)$. There is an $x \bar{y}$-set $X$ for which $\delta_{M}(X)=\lambda(x, y ; M)$. We cannot have $\lambda(x, y ; M)<k$ since at least one of the sets $X$ and $U-X$, say $X$, is then disjoint from $T(M)$. But then $\rho_{M}(X)=\delta_{M}(X)$ and hence $\lambda(x, y ; M)=\delta_{M}(X)=\rho_{M}(X) \geq \lambda(y, x ; M)$, a contradiction. Therefore, $k \leq$ $\lambda(x, y ; M)<\lambda(y, x ; M)$, that is, $r_{M}(x, y)=k=r_{M}(y, x)$ as required.

Define

$$
\begin{equation*}
R_{M}(X):=\max \left(r_{M}(x, y): X \text { separates } x \text { and } y\right) \tag{1.11}
\end{equation*}
$$

Note that by (1.10) $R_{M}(X)=R_{M}(V-X)$ for every $X \subseteq V$.
Lemma 1.4. For any subset $X \subseteq V$ separating nodes $x, y \in V$,

$$
\begin{equation*}
\beta_{M}(X) \geq R_{M}(X) \geq r_{M}(x, y) \tag{1.12a}
\end{equation*}
$$

Moreover, if $\lambda(x, y ; M) \leq k$, then there is a subset $X_{0}$ of $V$ separating $x$ and $y$ for which

$$
\begin{equation*}
\beta_{M}\left(X_{0}\right)=r_{M}(x, y) \tag{1.12b}
\end{equation*}
$$

Proof. By symmetry we may assume that $x \in X$ and $y \in V-X$. Then $r_{M}(x, y) \leq$ $\lambda(x, y ; M) \leq \delta_{M}(X)$ and $r_{M}(y, x) \leq \lambda(y, x ; M) \leq \rho_{M}(X)$. From this and Lemma 1.3 we get $\beta_{M}(X) \geq r_{M}(x, y)$. This, in turn, along with the definition of $R_{M}(X)$, implies (1.12a).

If $\lambda(x, y ; M) \leq k$, then $\lambda(x, y ; M)=r_{M}(x, y)$ and, by Menger's theorem, there is a subset $X_{0} \subset V$ separating $x$ and $y$ for which $\beta_{M}\left(X_{0}\right)=\lambda(x, y ; M)$ and (1.12b) follows.

Let $s_{M}(X):=\beta_{M}(X)-R_{M}(X)$. By Lemma 1.4, $s_{M}(X) \geq 0$ for every $X \subseteq V$. We call a nonempty set $X \subseteq V$ tight (dangerous) if $s_{M}(X)=0\left(s_{M}(X) \leq 1\right)$. We may distinguish between the two possible types of tight (dangerous) sets by use of the prefix "in" or "out." Note that $V$ is not tight if $\rho_{M}(s), \delta_{M}(s)>0$. Lemma 1.2 immediately provides the following lemma.

Lemma 1.5. For $X, Y \subseteq V$, one of the following inequalities holds:

$$
\begin{align*}
& s_{M}(X)+s_{M}(Y) \geq s_{M}(X \cap Y)+s_{M}(X \cup Y)+2 d_{G}(X, Y)+d_{D}(X, Y)  \tag{1.13a}\\
& s_{M}(X)+s_{M}(Y) \geq s_{M}(X-Y)+s_{M}(Y-X)+2 \bar{d}_{G}(X, Y)+\bar{d}_{D}(X, Y)
\end{align*}
$$

We are going to prove two splitting theorems for $M$. In $\S 2$ each edge incident to $s$ is directed, while in $\S 3$ the edges incident to $s$ are all undirected.
2. Directed splitting. When a splitting operation is carried out, the local edgeconnectivity may drop. There are theorems for directed graphs stating that global or local edge-connectivities may be preserved by an appropriate choice of edges to be split off. One is from Mader [20].

Theorem 2.1. Let $D=(V+s, A)$ be a directed graph for which $\lambda(x, y ; D) \geq k$ for every $x, y \in V$ and $\rho(s)=\delta(s)$. Then, for every edge $f=$ st there is an edge $e=u s$ such that $\lambda\left(x, y ; D^{e f}\right) \geq k$ for every $x, y \in V$.

The next theorem was proven by Frank [5] and Jackson [13].
Theorem 2.2. Let $D=(V+s, A)$ be a directed Eulerian graph, that is, $\rho(x)=$ $\delta(x)$ for every node $x$ of $D$. Then, for every edge $f=$ st there is an edge $e=u s$ such that $\lambda\left(x, y ; D^{e f}\right)=\lambda(x, y ; D)$ for every $x, y \in V$.

Our first result is a common generalization of these two theorems. (Recall the definition of function $r_{M}(x, y)$ in (1.10).)

Theorem 2.3. Let $M=(V+s, A \cup E)$ be a mixed graph, satisfying (1.7). Assume that $s$ is incident only with directed edges and $\rho_{M}(s)=\delta_{M}(s)>0$. Then, for every edge $f=s$, there is an edge $e=u s$ such that

$$
\begin{equation*}
\lambda\left(x, y ; M^{e f}\right) \geq r_{M}(x, y) \quad \text { for every } x, y \in V \tag{2.1}
\end{equation*}
$$

If $M=D$ is a directed graph and $\lambda(x, y ; D) \geq k$ for every $x, y \in V$, then $r_{M}(x, y)=k$ and we are back at Theorem 2.1. If $M=D$ is directed Eulerian graph and $k:=\max (\lambda(x, y ; D): x, y \in V)$, then we are back at Theorem 2.2.

We call a pair $\{e, f\}$ satisfying (2.1) splittable. This is equivalent to requiring that

$$
\begin{equation*}
r_{M^{e f}}(x, y) \geq r_{M}(x, y) \quad \text { for every } x, y \in V . \tag{2.2}
\end{equation*}
$$

Repeatedly applying Theorem $2.3 \rho_{M}(s)$ times, one obtains the following theorem.
Theorem 2.4. Let $M=(V+s, A \cup E)$ be a mixed graph satisfying (1.7). Assume that $s$ is incident only with directed edges and $\rho_{M}(s)=\delta_{M}(s)$. Then the edges entering and leaving $s$ can be matched into $\rho_{M}(s)$ disjoint pairs so that $\lambda\left(x, y ; M^{+}\right) \geq$ $r_{M}(x, y)$ for every $x, y \in V$, where $M^{+}$denotes the mixed graph arising from $M$ by splitting off all these pairs.

Proof of Theorem 2.3. We may assume that every edge of $M$ is directed since replacing each undirected edge with a pair of oppositely directed edges does not affect the local edge-connectivities. (Incidentally, this means that having a mixed graph in Theorem 2.3 rather than a directed one is not a big thing; the point is that Theorems 2.1 and 2.2 can be combined into one.) Note that for edges $e=u s, f=s t$, one has $\beta_{M^{e f}}(X)=\beta_{M}(X)-1$ if $u, t \in X$ and $\beta_{M^{e f}}(X)=\beta_{M}(X)$ otherwise.

Claim 2.1. A pair $\{e=u s, f=s t\}$ is splittable in $M$ if and only if there is no tight set $X$ containing $u$ and $t$.

Proof. First suppose that $X$ is a tight set containing $u$ and $t$. Then $\beta_{M^{e f}}(X)+$ $1=\beta_{M}(X)=R_{M}(X)$. There are nodes $x \in X, y \in V-X$ such that $R_{M}(X)=$ $r_{M}(x, y)$. By applying (1.12) to $M^{e f}$ we obtain $r_{M^{e f}}(x, y) \leq \beta_{M^{e f}}(X)<\beta_{M}(X)=$ $R_{M}(X)=r_{M}(x, y)$, that is, $\{e, f\}$ is not splittable.

Conversely, suppose that $\{e, f\}$ is not splittable. Then there are nodes $x, y \in V$ such that $\lambda\left(x, y ; M^{e f}\right)<r_{M}(x, y) \leq k$. Then $r_{M^{e f}}(x, y)=\lambda\left(x, y ; M^{e f}\right)$, and by applying Lemma 1.4 to $M^{e f}$ we see that there is a set $X \subset V$ separating $x$ and $y$ for which


Fig. 1. Here $k=2, T$ consists of three nodes, and there are no two edge-disjoint out-arborescences rooted at $z$ with both containing every element of $T$. Observe that $\rho(x)=1<\delta(x)=2$ holds for the only node $x$ not in $T$.
$\beta_{M^{e f}}(X)=r_{M^{e f}}(x, y)$. Using (1.12a) we have $\beta_{M}(X)-1 \leq \beta_{M^{e f}}(X)=r_{M^{e f}}(x, y) \leq$ $r_{M}(x, y)-1 \leq R_{M}(X)-1 \leq \beta_{M}(X)-1$. Hence equality follows everywhere. In particular, $\beta_{M}(X)=R_{M}(X)$, that is, $X$ is tight. Also, $\beta_{M}(X)-1=\beta_{M^{e f}}(X)$, that is, $u, t \in X . \quad \square$

Claim 2.2. There are no two maximal tight $t \bar{s}$-sets.
Proof. Assume, indirectly, that $X$ and $Y$ are such sets. Apply Lemma 1.5. If (1.13a) holds, then we have $0+0=s_{M}(X)+s_{M}(Y) \geq s_{M}(X \cap Y)+s_{M}(X \cup Y)+$ $d_{D}(X, Y) \geq 0$, from which $s_{M}(X \cup Y)=0$, contradicting the maximality of $X$ and $Y$.

If (1.13b) holds, then we have $0+0=s_{M}(X)+s_{M}(Y) \geq s_{M}(X-Y)+s_{M}(Y-$ $X)+\bar{d}_{D}(X, Y) \geq 0+0+\bar{d}_{D}(X, Y)$. Hence $\bar{d}_{D}(X, Y)=0$, which contradicts the existence of the edge $s t$.

If there is no tight $t \bar{s}$-set, then choose an arbitrary edge $e=u s$ of $M$. If there are tight $t \bar{s}$-sets, then by Claim 2.2 there is a unique maximal one denoted by $X$. We claim that there is an edge $e=u s$ with $u \notin X$. Assume this is not the case. Then the existence of the edge $s t$ and the fact that $\rho_{M}(s)=\delta_{M}(s)$ imply that $\delta_{M}(V-X)<\rho(X)$ and $\rho_{M}(V-X)<\delta(X)$, that is, $\beta_{M}(V-X)<\beta_{M}(X)$. This is impossible, however, since $\beta_{M}(V-X) \geq R_{M}(V-X)=R_{M}(X)=\beta_{M}(X)$. By Claim 2.1 the pair $\{u s, s t\}$ is splittable.

Mader [20] showed how his Theorem 2.1 implies the following basic result of Edmonds on edge-disjoint arborescences.

Theorem 2.5 [2], [3]. In a digraph $D=(U, A)$ with a special node $z$ there are $k$ edge-disjoint spanning out-arborescences of root $z$ if and only if $\rho(X) \geq k$ holds for each subset $X \subseteq U-z$ of nodes (or, equivalently, there are $k$ edge-disjoint paths from $z$ to every other node of $D$.)

The following possible generalization naturally emerges. In addition to $z$, we are given a subset $T \subseteq U-z$ so that $\rho(X) \geq k$ for every subset $X \subseteq U-z, X \cap T \neq \varnothing$. Is it true that there are $k$ edge-disjoint out-arborescences rooted at $z$ so that each contains every element of $T$ ? The answer is yes if $T=U-z$ (by Edmonds's theorem) or if $|T|=1$ (by Menger's theorem). But Lovász [15] found the example in Fig. 1 which shows that such a statement is not true in general. In this light, the following result might have some value.

Theorem 2.6. Let $D=(U, A)$ be a digraph with a special node $z$ called a root,
and let $T^{\prime}:=\{x \in U-z: \rho(x)<\delta(x)\}$. Assume that $\lambda(z, x ; D) \geq k(\geq 1)$ for every $x \in T^{\prime}$. Then there is a family $\mathcal{F}$ of $k$ edge-disjoint out-arborescences rooted at $z$ so that every node $x \in U$ belongs to at least $r(x):=\min (k, \lambda(z, x ; D))$ members of $\mathcal{F}$.

Proof. The theorem is trivial if $|U|=2$, so suppose that $|U| \geq 3$. We may assume that there is no edge in $D$ entering $z$. Now $U-T^{\prime}-z$ is nonempty; otherwise $\rho(x)<$ $\delta(x)$ would hold for every node of $D$, which is not possible since $\sum \rho(x)=|A|=$ $\sum \delta(x)$.

Let $s \in U-T^{\prime}-z$ be a node for which $r(s)$ is minimum. By the hypothesis made on $T^{\prime}, r(s) \leq r(x)$ for every $x \in U$. Extend $D$ by adding $\rho(x)-\delta(x)$ parallel edges from $x$ to $z$ for each $x \in U-T^{\prime}-z$, and $k$ parallel edges from $x$ to $z$ for each $x \in T^{\prime}$. Let $D^{\prime}$ denote the resulting digraph.

Clearly, $T\left(D^{\prime}\right) \subseteq T^{\prime}+z$. We claim that (1.7) holds for $D^{\prime}$. This is equivalent to saying that $\rho_{D^{\prime}}(X) \geq k$, and $\delta_{D^{\prime}}(X) \geq k$ holds for every subset $X \subseteq V-z$ for which $X \cap T^{\prime}$ is nonempty. The first inequality follows from the hypothesis. The second one follows from the fact that $\delta_{D^{\prime}}(X)=\rho_{D^{\prime}}(X)-\sum\left(\rho_{D^{\prime}}(x)-\delta_{D^{\prime}}(x): x \in X\right) \geq$ $\rho_{D^{\prime}}(X) \geq k$.

We can apply Theorem 2.3, which implies that there are edges $e=u s, f=s t$ such that $\lambda\left(z, x ; D_{1}\right) \geq r(x)$ holds for every $x \in U-s$, where $D_{1}$ denotes the digraph arising from $D^{\prime}$ by splitting off $e$ and $f$. It is also clear that $\lambda\left(z, s ; D_{1}\right) \geq r(s)-1$.

By induction there is a family $\mathcal{F}=\left\{F_{1}, \ldots, F_{k}\right\}$ of $k$ edge-disjoint out-arborescences in $D_{1}$ rooted at $z$ such that each node $x$ belongs to at least $r(x)$ members of $\mathcal{F}$ for $x \in U-s$, and $s$ belongs to at least $r(s)-1$ members of $\mathcal{F}$. Let $a=u t$ denote the edge of $D_{1}$ which results from the splitting of $f=s t$ and $e=u s$.

Suppose first that one member of $\mathcal{F}$, say $F_{1}$, contains $a$. If (i) $s$ is not contained in $F_{1}$, define $\bar{F}_{1}:=F_{1}-a+e+f$. If (ii) $s$ is contained in $F_{1}$, let $P$ denote the unique subpath of $F_{1}$ from $z$ to $s$ with its last edge $h=w s$. If $P$ does not use $a$, define $\bar{F}_{1}:=F_{1}-a+f$. If $P$ uses $a$, define $\bar{F}_{1}:=F_{1}-a-h+e+f$. Finally, if no member of $\mathcal{F}$ contains $a$, define $\bar{F}_{1}:=F_{1}$.

By these constructions $\bar{F}_{1}$ is an out-arborescence of $D$ containing each node belonging to $F_{1}$ plus, possibly, node $s$. Hence we have a family $\overline{\mathcal{F}}=\left\{\bar{F}_{1}, F_{2}, \ldots, F_{k}\right\}$ of $k$ out-arborescences of $D$ so that each node $x$ other than $s$ belongs to at least $r(x)$ of them, and $s$ belongs to at least $r(s)-1$ of them. If $s$ belongs to at least $r(s)$ members of $\overline{\mathcal{F}}$, then this family satisfies the requirements of the theorem. If (i) occurred, then we are surely in this case.

Suppose $s$ is contained in precisely $r(s)-1$ members of $\overline{\mathcal{F}}$. Then (ii) occurs and by the choice of $s, r(x) \geq r(s)$ for every $x \in U$. Hence every node $x$ is in strictly more members of $\overline{\mathcal{F}}$ than $s$ is. Therefore, there is a member $F$ of $\mathcal{F}$ containing $x$ but not $s$. By the construction of $\overline{\mathcal{F}}$, at least one of the edges $e=u s$ and $h=w s$ is not used by the out-arborescences of $\overline{\mathcal{F}}$. Accordingly, choose $x$ to be $u$ or $w$. We conclude that by replacing the out-arborescence $F$ by $F+x s$ in $\overline{\mathcal{F}}$, we obtain a family of $k$ out-arborescences satisfying the requirements.

Clearly, if in Theorem 2.6, $\lambda(z, x ; D) \geq k$ holds for every $x \in U$, then we are back at Edmonds's theorem. Another special case may also be worth mentioning. Call a digraph $D=(U, A)$ with root $z$ a preflow digraph if $\rho(x) \geq \delta(x)$ holds for every $x \in U-z$. (The name arises from an MFMC algorithm of Karzanov [14] and Goldberg and Tarjan [11], where a preflow was defined as a function on the edge-set of a digraph so that the in-sum is at least the out-sum at every node except the root.) An easy, well-known fact from network flow theory is that any flow from the source to the terminal may be decomposed into path-flows. The following corollary may be considered as a generalization.


Fig. 2. Here $k=2$ but the example can easily be generalized to arbitrary $k$. In fact, we can have arbitrarily many paths between $s_{i}$ and $t_{j}(i, j=1,2, \ldots, k)$ and still not have the edge-disjoint paths.

Corollary 2.1. In a preflow digraph $D=(U, A)$, for any integer $k(\geq 1)$ there is a family $\mathcal{F}$ of $k$ edge-disjoint out-arborescences of root $z$ such that every node $x$ belongs to $\min (k, \lambda(z, x ; D))$ members of $\mathcal{F}$. In particular, if $k:=\max (\lambda(z, x ; D): x \in U-z)$, then every $x$ belongs to $\lambda(z, x ; D)$ members of $\mathcal{F}$.
Y. Shiloach [23] pointed out that Edmonds's theorem immediately implies the following pretty result. Given $k$ pairs $\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)$ of nodes in a $k$ edge-connected digraph $D$, there are edge-disjoint paths from $s_{i}$ to $t_{i}(i=1, \ldots, k)$.

Using Theorem 2.6 we have the following generalization.
Corollary 2.2. Let $\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)$ be $k$ pairs of nodes in a digraph $D=$ $(U, A)$ such that for every node $x$ with $\rho(x)<\delta(x)$ or $x=t_{j}$ there are edge-disjoint paths from $s_{i}$ to $x(i=1, \ldots, k)$. Then there are edge-disjoint paths from $s_{i}$ to $t_{i}(i=$ $1, \ldots, k)$.

Proof. Extend the digraph by a new node $z$ and an edge $z s_{i}$ for each $i=1, \ldots, k$. By Theorem 2.6 there are $k$ edge-disjoint out-arborescences rooted at $z$ such that each contains every $t_{i}$. Since there are $k$ edges leaving $z$, each edge $z s_{i}$ belongs to one of these out-arborescences denoted by $F_{i}$. Now $F_{i}$ includes a path $P_{i}$ from $s_{i}$ to $t_{i}(i=1, \ldots, k)$, and these paths satisfy the requirements.

Note that if we only impose the condition in Corollary 2.2 on the vertices $t_{i}, i=$ $1,2, \ldots, k$, then $D$ may not have edge-disjoint paths from $s_{i}$ to $t_{i}(i=1,2, \ldots, k)$. This can be seen from the example in Fig. 2.
3. Undirected splitting. Generalizing earlier results of Lovász [16], [17] (see also [18]), Mader proved the following powerful theorem on undirected splitting. For a short proof, see Frank [7]. In what follows $U=V+s$ will denote the node set of the graph in question. We will use the terms $R_{M}, r_{M}, \delta_{M}, \rho_{M}$, and $\beta_{M}$ introduced in $\S 1$.

Theorem 3.1 [19]. Let $G=(V+s, E)$ be a (connected) undirected graph in which $0<d_{G}(s) \neq 3$ and there is no cut-edge incident to $s$. Then there exists a pair of edges $e=s u, f=$ st such that $\lambda(x, y ; G)=\lambda\left(x, y ; G^{e f}\right)$ holds for every $x, y \in V$.

The main result of this section is an extension of Mader's theorem to mixed
graphs. Let $M=(V+s, A \cup E)$ be a mixed graph composed from a digraph $D=$ $(V+s, A)$ and an undirected graph $G=(V+s, E)$ so that $s$ is incident only with undirected edges. By a cut-edge of a mixed graph $M$ we mean an edge $e \in E$ such that $M-e$ is disconnected (in the undirected sense).

Theorem 3.2. Suppose that in $M=(V+s, A \cup E)$, node $s$ is incident only with undirected edges, $0<d_{M}(s) \neq 3$, and

$$
\begin{equation*}
\text { there is no cut-edge incident to } s \text {. } \tag{3.1}
\end{equation*}
$$

Let $k \geq 2$ be an integer satisfying (1.7). Then there is a pair of edges $e=s u, f=s t$ such that

$$
\begin{equation*}
\lambda\left(x, y ; M^{e f}\right) \geq r_{M}(x, y) \quad \text { for every } x, y \in V \tag{3.2a}
\end{equation*}
$$

We call a pair $\{e, f\}$ satisfying (3.2a) splittable. Inequality (3.2a) is equivalent to the following:

$$
\begin{equation*}
r_{M^{e f}}(x, y) \geq r_{M}(x, y) \quad \text { for every } x, y \in V \tag{3.2b}
\end{equation*}
$$

In order to make repeated splittings, the following lemma is useful.
Lemma 3.1. If $\{e, f\}$ is splittable in a mixed graph $M$ satisfying the hypothesis of Theorem 3.2, then $M^{\text {ef }}$ satisfies (3.1).

Proof. Let $x$ and $y$ be two neighbours of $s$. We claim that $\lambda(x, y ; M) \geq 2$. Indeed, $\lambda(x, y ; M) \geq 1$ since $x s, y s \in E$ by the assumption. If $\lambda(x, y ; M)=1$, then there is an $x \bar{y}$-set $X$ with $\delta_{D}(X)=0$ and $d_{G}(X)=1$. Let $h$ denote the unique edge of $G$ between $X$ and $V+s-X$. Then $h$ is either $x s$ or $y s$. Since $k \geq 2$, one of the sets $X$ and $V+s-X$ is disjoint from $T(M)$. By (1.7), $\rho_{D}(X)=\delta_{D}(X)(=0)$, showing that $h$ is a cut-edge incident to $s$. Thus $\lambda(x, y ; M) \geq 2$. By (3.2a), $\lambda\left(x, y ; M^{e f}\right) \geq 2$ for every two neighbours $x, y$ of $s$. This implies the claim.

A closely related form of Theorem 3.2 is as follows.
Theorem 3.3. Let $M=(V+s, A \cup E)$ be a mixed graph with a node $s$ such that $s$ is incident only with undirected edges, $d(s)$ is even, and (3.1) holds. Let $k \geq 2$ be an integer satisfying (1.7). Then the set of edges incident to $s$ can be matched into $d(s) / 2$ disjoint pairs so that $\lambda\left(x, y ; M^{+}\right) \geq r_{M}(x, y)$ for every $x, y \in V$, where $M^{+}$denotes the mixed graph arising from $M$ by splitting off all these pairs.

This theorem is analogous to Theorem 2.4 except that Theorem 3.3 does not hold for $k=1$ (see Fig. 3).

Claim 3.1. Theorems 3.2 and 3.3 are equivalent.
Proof. First assume the truth of Theorem 3.2 and let $\{e, f\}$ be a splittable pair. By Lemma 3.1, Theorem 3.2 can be applied $d_{G}(s) / 2$ times. Theorem 3.3 follows by observing that a pair splittable in $M^{e f}$ is splittable in $M$ as well.

Conversely, assume that Theorem 3.3 is true. If $d_{G}(s)$ is even, then there is nothing to prove, so assume that $d_{G}(s)$ is odd. Then $d_{G}(s) \geq 5$. Let $M^{\prime}$ denote a mixed graph arising from $M$ by adding a new node $x$ and three parallel undirected edges between $x$ and $s$. Property (3.1) holds for $M^{\prime}$ and hence Theorem 3.3 applies to $M^{\prime}$. Since $d_{G}(s) \geq 5$, among the $\left(d_{G}(s)+3\right) / 2$ splittable pairs in $M^{\prime}$ provided by Theorem 3.3, at least one pair $\{e, f\}$ must consist of original edges. Clearly, $\{e, f\}$ is splittable in $M$, as well.

Proof of Theorem 3.3. By Lemma 3.1 it suffices to prove that there is one splittable pair. We may suppose that every undirected edge $h$ of $M$ is incident to $s$,


Fig. 3. There is no way to match the edges at so that the mixed graph remains strongly connected.
otherwise we could replace $h$ by two oppositely directed edges. Let $M$ denote a counterexample in which every edge not incident to $s$ is directed and the total number of nodes and edges is minimum. It is clear that $M$ is connected (in the undirected sense). Note that for $X \subseteq V$ and edges $e=s u, f=s t$ one has $\beta_{M^{e f}(X)}=\beta_{M}(X)-2$ if $u, t \in X$ and $\beta_{M^{e f}}(X)=\beta_{M}(X)$ otherwise.

Claim 3.2. A pair $\{e, f\}$ of edges $e=s u, f=s t$ is splittable if and only if there is no dangerous set $X$ containing $t$ and $u$.

Proof. First suppose that $X$ is a dangerous set containing $u$ and $t$. Then $\beta_{M^{e f}}(X)+2=\beta_{M}(X) \leq R_{M}(X)+1$. There are nodes $x \in X, y \in V-X$ such that $R_{M}(X)=r_{M}(x, y)$. By applying Lemma 1.4 to $M^{e f}$, we obtain $r_{M^{e f}}(x, y) \leq$ $\beta_{M^{e f}}(X)=\beta_{M}(X)-2 \leq R_{M}(X)-1=r_{M}(x, y)-1$, that is, $\{e, f\}$ is not splittable.

Conversely, suppose that $\{e, f\}$ is not splittable. Then there are nodes $x, y \in V$ such that $\lambda\left(x, y ; M^{e f}\right)<r_{M}(x, y) \leq k$. Then $r_{M^{e f}}(x, y)=\lambda\left(x, y ; M^{e f}\right)$, and by applying Lemma 1.4 to $M^{e f}$ we see that there is a set $X \subset V$ separating $x$ and $y$, for which $\beta_{M^{e f}}(X)=r_{M^{e f}}(x, y)$. Using (1.12a) we have $\beta_{M}(X)-2 \leq \beta_{M^{e f}}(X)=$ $r_{M^{e f}}(x, y) \leq r_{M}(x, y)-1 \leq R_{M}(X)-1 \leq \beta_{M}(X)-1$. Hence $\beta_{M}(X) \leq R_{M}(X)+1$, that is, $X$ is dangerous. Furthermore, $\beta_{M}(X)>\beta_{M^{e f}}(X)$, that is, $u, t \in X$.

Claim 3.3. Let $X \subseteq V$ be a tight set. A pair $\{e=s u, f=s t\}$ of edges is splittable in $M$ if the corresponding pair $\left\{e^{\prime}, f^{\prime}\right\}$ is splittable in the contracted mixed graph $M^{\prime}:=M / X$.

Proof. For a subset $Z$ of nodes of $M$ for which either $Z \subseteq V-X$ or $X \subseteq Z$, let $Z^{\prime}$ denote the subset of nodes of $M^{\prime}$ corresponding to $Z$. For such a $Z$, clearly $R_{M^{\prime}}\left(Z^{\prime}\right) \geq R_{M}(Z)$ and $\rho_{M^{\prime}}\left(Z^{\prime}\right)=\rho_{M}(Z)$. Therefore, if $Z$ is dangerous in $M$, then $Z^{\prime}$ is dangerous in $M^{\prime}$. This fact and Claim 3.2 imply that

> there is no dangerous set $Z$ in $M$ containing $u$ and $t$ such that $X \subseteq Z$ or $Z \subseteq V-X$.

By claim 3.2, if $\{e, f\}$ is not splittable in $M$, there is a dangerous set $Y$ containing $u$ and $t$. If (1.13a) holds for $X$ and $Y$, then $0+1 \geq s_{M}(X)+s_{M}(Y) \geq s_{M}(X \cap Y)+$ $s_{M}(X \cup Y) \geq s_{M}(X \cup Y)$, that is, $Z:=X \cup Y$ is dangerous, contradicting (*).

If (1.13b) holds, then $0+1 \geq s_{M}(X)+s_{M}(Y) \geq s_{M}(X-Y)+s_{M}(Y-X)+$ $2 \bar{d}_{G}(X, Y) \geq s_{M}(Y-X)+2 \bar{d}_{G}(X, Y)$. Hence $s_{M}(Y-X) \leq 1$ and $\bar{d}_{G}(X, Y)=0$, in particular, $u, t \notin X \cap Y$. That is, $Z:=Y-X$ is dangerous and contains $u$ and $t$, contradicting (*)

We call a tight set $X$ trivial if $|X|=1$. Since $M$ is a minimal counterexample, Claim 3.3 shows that

Claim 3.4. For every $u, v \in V$,

$$
\begin{equation*}
r_{M}(u, v)=\min \left(\beta_{M}(u), \beta_{M}(v), k\right) . \tag{3.4}
\end{equation*}
$$

Proof. By (1.12a), $\min \left(\beta_{M}(u), \beta_{M}(v)\right) \geq r_{M}(u, v)$, so if $\lambda(u, v ; M) \geq k$, then (3.4) follows. If $\lambda(u, v ; M)<k$, then by Lemma 1.4 there is a set $X \subset V$ separating $u$ and $v$, such that $\beta_{M}(X)=R_{M}(X)=r_{M}(u, v)$. That is, $X$ is tight and by (3.3), $|X|=1$, from which the claim follows.

Claim 3.5. $V-T(M)$ as nonempty.
Proof. Let $Y:=\left\{v \in V: \rho_{D}(v)>\delta_{D}(v)\right\}, X:=\left\{v \in V: \rho_{D}(v)<\delta_{D}(v)\right\}$. If the claim is false, then $X$ and $Y$ form a partition of $V$. By the definition of $X$ and $Y$ there is a directed edge $h:=x y$ from $X$ to $Y$.

Let $M^{\prime}:=M-h$. Then $T\left(M^{\prime}\right) \subseteq T(M)$ and, since $k \geq 2,(3.1)$ is valid for $M^{\prime}$. Since $\rho_{M}(y)>\delta_{M}(y) \geq k$, the set $\{y\}$ is not in-tight. Similarly, $\{x\}$ is not out-tight. Using this fact and (3.3) we get that $h$ does not enter any in-tight set. Therefore, $\lambda(u, v ; M)=\lambda\left(u, v ; M^{\prime}\right)$ for every $u, v \in V$. Since $T\left(M^{\prime}\right) \subseteq T(M),(1.7)$ holds for $M^{\prime}$. Because of the minimality of $M, M^{\prime}$ is not a counterexample and there is a pair $\{e, f\}$ of edges splittable in $M^{\prime}$. Hence $\{e, f\}$ is splittable in $M$ as well, a contradiction.

Let $t_{0} \in V-T(M)$ be a node for which

$$
\begin{equation*}
\beta_{M}\left(t_{0}\right) \text { is minimum. } \tag{3.5}
\end{equation*}
$$

We distinguish between two cases.
Case 1. $d_{G}\left(s, t_{0}\right) \geq 1$.
In order to be consistent with the notation in earlier claims, for Case 1 let us rename $t_{0}$ by $t$. That is, $d_{G}(s, t) \geq 1$.

Claim 3.6. For every $t \bar{s}$-set $X(X \neq\{t\})$,

$$
\begin{equation*}
R_{M}(X-t) \geq R_{M}(X) \tag{3.6}
\end{equation*}
$$

Proof. There is a pair of nodes $x, y$ such that $x \in X, y \in V-X$, and $R_{M}(X)=$ $r_{M}(x, y)$. If $x \neq t$, then $R_{M}(X-t) \geq r_{M}(x, y)=R_{M}(X)$ and (3.6) follows. Assume that $x=t$ and let $u \in X-t$ be an arbitrary node. By (3.4) we have $R_{M}(X)=$ $r_{M}(t, y)=\min \left(\beta_{M}(t), \beta_{M}(y), k\right)$ and $R_{M}(X-t) \geq r_{M}(u, t)=\min \left(\beta_{M}(u), \beta_{M}(t), k\right)$. Hence (3.6) follows if $\beta_{M}(u) \geq \beta_{M}(t)$ or if $\beta_{M}(u) \geq k$. So assume that $\beta_{M}(u)<\beta_{M}(t)$ and $\beta_{M}(u)<k$. By (3.5), $u$ must be in $T(M)$. Since $T(M)$ never consists of a single node, (1.7) implies that $\beta_{M}(u) \geq k$, a contradiction.

Claim 3.7. If $X \subseteq V$ is dangerous, then $d_{G}(s, X) \leq d_{G}(s, V-X)$.
Proof. Let $\alpha:=d_{G}(s, X)$ and $\beta:=d_{G}(s, V-X)$, and assume that $X$ is, say, in-dangerous. We have $R_{M}(V-X)=R_{M}(X+s)=R_{M}(X) \geq \rho_{M}(X)-1=$ $\delta_{M}(V-X)-\beta+\alpha-1 \geq R_{M}(V-X)-\beta+\alpha-1$, from which $\alpha \leq \beta+1$ follows. However, we cannot have equality, otherwise $d_{G}(s)=2 \beta+1$ would follow, contradicting the hypothesis of the theorem that $d_{G}(s)$ is even.

Let $\mathcal{S}$ denote the set of neighbours of $s$. Since no pair $\{s u, s t\}$ is splittable in $M$, Claim 3.2 implies that every element of $S$ belongs to a dangerous $t \bar{s}$-set. Let $\mathcal{L}$ be a minimal family of such dangerous sets so that $\cup(X: X \in \mathcal{L}) \supseteq S$. By Claim 3.7, $|\mathcal{L}| \geq 2$. We may assume that the members of $\mathcal{L}$ are maximal dangerous $t \bar{s}$-sets.

Claim 3.8. $|\mathcal{L}| \geq 3$.
Proof. By Claim 3.7, $|\mathcal{L}| \geq 2$. Assume that $\mathcal{L}$ has just two members, $X$ and $Y$. Since $S \subseteq X \cup Y$, by Claim 3.7 we have $d_{G}(s, X) \leq d_{G}(s, V-X)<d_{G}(s, Y) \leq$
$d_{G}(s, V-Y)<d_{G}(s, X)$, a contradiction. Here the two strict inequalities hold since $S \subseteq X \cup Y$ and $t \in S \cap X \cap Y$.

Claim 3.9. For every two members $X, Y$ of $\mathcal{L},|X-Y|=|Y-X|=1, \bar{d}_{D}(X, Y)=$ 0 , and $\bar{d}_{G}(X, Y)=1$.

Proof. If (1.13b) holds for $X$ and $Y$, then $1+1 \geq s_{M}(X)+s_{M}(Y) \geq s_{M}(X-$ $Y)+s_{M}(Y-X)+2 \bar{d}_{G}(X, Y) \geq 0+0+2$, and hence $\bar{d}_{G}(X, Y)=1$ and both $X-Y$ and $Y-X$ are tight. By (3.3) the claim follows.

If (1.13b) does not hold, then (1.13a) does. Since $X$ and $Y$ are maximal dangerous sets, $s_{M}(X \cup Y) \geq 2$, and hence $1+1 \geq s_{M}(X)+s_{M}(Y) \geq s_{M}(X \cap Y)+s_{M}(X \cup Y) \geq$ $0+2$. Therefore, $s_{M}(X \cap Y)=0$ and by (3.3) $|X \cap Y|=1$, that is, $X \cap Y=\{t\}$. By Claim 3.6, $R_{M}(X-t) \geq R_{M}(X)$ and $R_{M}(Y-t) \geq R_{M}(Y)$. Therefore, $R_{M}(X)+$ $R_{M}(Y) \leq R_{M}(X-t)+R_{M}(Y-t)=R_{M}(X-Y)+R_{M}(Y-X)$. That is, (1.5b) holds for $R_{M}$.

Since $X \cap Y=\{t\}$, (1.3d) holds and, therefore, (1.13b) holds, a contradiction.

Let $X_{1}, X_{2}, X_{3}$ be three members of $\mathcal{L}$ and $Z:=X_{1} \cap X_{2} \cap X_{3}$. By the minimality of $\mathcal{L}$, each $X_{i}$ has an element $x_{i}$ not in any other member of $\mathcal{L}$. By Claim 3.9 it follows that $X_{i}=Z+x_{i}(i=1,2,3)$ and $\bar{d}_{D}\left(X_{i}, X_{j}\right)=0, \bar{d}_{G}\left(X_{i}, X_{j}\right)=1$ for $(1 \leq i<j \leq 3)$. Hence only one edge leaves or enters $Z$, namely, the edge st. That is, st is a cut-edge, contradicting (3.1). This contradiction shows that Case 1 cannot occur.

Case 2. $d_{G}\left(s, t_{0}\right)=0$.
Since $M$ is connected, $\rho_{M}\left(t_{0}=\delta_{M}\left(t_{0}\right)>0\right.$. Let $a t_{0}$ and $t_{0} b$ be arbitrary edges in $M$ so that, if possible, $a \neq b$. Note that $a=b$ only if $t_{0}$ has just one neighbour in $M$. Let $M^{\prime}$ denote the mixed graph arising from $M$ by splitting off $a t_{0}$ and $t_{0} b$.

Clearly, $T(M)=T\left(M^{\prime}\right)$ and $\lambda\left(t_{0}, v ; M^{\prime}\right) \geq \lambda\left(t_{0}, v ; M\right)-1$ holds for every $v \in$ $V-t_{0}$. Moreover, we claim that $\lambda\left(u, v ; M^{\prime}\right)=\lambda(u, v ; M)$ for every $u, v \in V-t_{0}$. This is straightforward if $a=b$, and follows from (3.3) and Claim 2.1 if $a \neq b$. Therefore, we have

$$
\begin{equation*}
r_{M^{\prime}}\left(t_{0}, v\right) \geq r_{M}\left(t_{0}, v\right)-1 \quad \text { for every } v \in V-t_{0} \tag{3.7a}
\end{equation*}
$$

$$
\begin{equation*}
r_{M^{\prime}}(u, v)=r_{M}(u, v) \quad \text { for every } u, v \in V-t_{0} \tag{3.7b}
\end{equation*}
$$

Claim 3.10. $M^{\prime}$ satisfies (3.1).
Proof. If (3.1) is not true for $M^{\prime}$, there is a set $C \subseteq V$ separating $t_{0}$ from $a$ and $b$ with $\rho_{M}(C)=\delta_{M}(C)=2$ such that there is just one undirected edge $h=s z$ entering $C$ and one of the edges $a t_{0}$ and $t_{0} b$ enters $C$ while the other one leaves $C$.

Let $h^{\prime}=s u$ be another undirected edge of $M$. Then $u \neq z$ and we claim that $\lambda(u, z ; M) \geq 2$, otherwise there is a $z \bar{u}$-set $X$ with $\rho_{M}(X)=1$. Since $d_{G}(X) \geq$ $1, \rho_{D}(X)=0$. Since $k \geq 2, X$ cannot separate any two members of $T(M)$ and hence $\delta_{D}(X)=\rho_{D}(X)=0$. But then $h$ or $h^{\prime}$ is a cut-edge violating (3.1).
$\lambda(u, z ; M) \geq 2$ and $\rho_{M}(C)=2$ imply that $C$ is tight. By (3.3), $|C|=1$, that is, $C=\{z\}=\left\{t_{0}\right\}$. The existence of edge $h$ contradicts the assumption that $d_{G}\left(s, t_{0}\right)=0$.

By the minimality of $M, M^{\prime}$ is not a counterexample of Theorem 3.3. Since (3.1) holds for $M^{\prime}$, there is a pair $\{e:=s u, f:=s t\}$ of undirected edges splittable in $M^{\prime}$. Since we are at Case $2, t \neq t_{0}$.

Claim 3.11. $\{e, f\}$ is splittable in $M$.

Proof. By claim 3.2, if the pair $\{e, f\}$ is not splittable in $M$, then there is a dangerous set $X \subseteq V$ containing $u$ and $t$. By (3.7), $R_{M^{\prime}}(X) \geq R_{M}(X)-1$. Using the fact that $X$ is not dangerous in $M^{\prime}$, that is, $\beta_{M^{\prime}}(X)>R_{M^{\prime}}(X)+2$, we obtain

$$
\begin{equation*}
\beta_{M}(X) \geq \beta_{M^{\prime}}(X) \geq R_{M^{\prime}}(X)+2 \geq R_{M}(X)+1 \geq \beta_{M}(X) \tag{3.8}
\end{equation*}
$$

Hence equality follows everywhere, in particular, $R_{M^{\prime}}(X)=R_{M}(X)-1$. This and (3.7) imply that $R_{M}(X)=r_{M}\left(t_{0}, y\right)$ for some $y \in V$, which is separated from $t_{0}$ by $X$, and

$$
\begin{equation*}
r_{M}\left(t_{0}, y\right)>r_{M}(x, y) \tag{3.9}
\end{equation*}
$$

for any $x \in V$, which is separated from $y$ by $X$.
If $t_{0} \in X$, then choose $x:=t$, an element different from $t_{0}$. If $t_{0} \in V-X$, then there must be an element $x \in V-X-t_{0}$; otherwise, $V-X=\left\{t_{0}\right\}$, from which $\beta_{M}(X) \geq \beta_{M}\left(t_{0}\right)+2$ follows. Using (3.4) we have $R_{M}(X)=r_{M}\left(t_{0}, y\right)=$ $\min \left(\beta_{M}(y), \beta_{M}\left(t_{0}\right), k\right) \leq \beta_{M}\left(t_{0}\right) \leq \beta_{M}(X)-2$, contradicting the hypothesis that $X$ is dangerous.

In both cases, from (3.9) and (3.4) we have $\min \left(\beta_{M}\left(t_{0}\right), \beta_{M}(y), k\right)=r_{M}\left(t_{0}, y\right)>$ $r_{M}(x, y)=\min \left(\beta_{M}(x), \beta_{M}(y), k\right)$, which implies $\beta_{M}(x)<\beta_{M}\left(t_{0}\right)$ and $\beta_{M}(x)<k$. The first inequality shows, by (3.5), that $x \in T(M)$, while the second one implies, by (1.7), that $x \notin T(M)$, a contradiction.

Claim 3.11 contradicts the fact that $M$ is a counterexample. Thus Case 2 is also impossible and the proof of Theorem 3.3 is complete.

We mention two special cases. In the first, $r_{M}(x, y) \equiv k$ is assumed, while the second concerns mixed graphs with all di-Eulerian nodes.

Corollary 3.1. Suppose that in a mixed graph $M=(V+s, A \cup E)$, node $s$ is incident only with undirected edges, $0<d(s) \neq 3$, and there is no cut-edge incident to $s$. Let $k \geq 2$ be an integer such that $\lambda(x, y ; M) \geq k$ for every $x, y \in V$. Then there is a pair of edges $e=s u, f=$ st such that $\lambda\left(x, y ; M^{\text {ef }}\right) \geq k$ for every $x, y \in V$.

Corollary 3.2. Suppose that in a mixed graph $M=(V+s, A \cup E)$, node $s$ is incident only with undirected edges, $0<d(s) \neq 3$, there is no cut-edge incident to $s$, and $\rho_{M}(v)=\delta_{M}(v)$ for every node $v \in V$. Then there is a pair of edges $e=s u, f=s t$ such that $\lambda\left(x, y ; M^{e f}\right)=\lambda(x, y ; M)$ for every $x, y \in V$.

Note that this corollary is already a generalization of Mader's Theorem 3.1.
We close this section by pointing out that for a mixed graph $M=(V+s, A \cup E)$, one cannot always split away a pair of edges incident to $s$ in such a way that for every pair of vertices $x, y \in V \min (\lambda(x, y ; M), \lambda(y, x ; M))$ is preserved. Such an example is given in Fig. 4.
4. Increasing edge-connectivity. This section is offered to exhibit two new edge-connectivity augmentation results according to whether only directed or undirected edges are allowed to be added. We will formulate the results for mixed starting graphs, but these forms are clearly equivalent to the cases when the starting graph is a directed graph. Therefore, our first theorem is basically a directed augmentation theorem in which both the starting graph and the new edges to be added are directed, while in the second theorem the starting graph is directed and the new edges are undirected.

In both theorems we have the same requirement for the demand function $r$, namely, $r(x, y)$ is symmetric, not larger than a specified positive integer $k$, and precisely $k$ for pairs of non-di-Eulerian nodes $x, y$. An interesting phenomenon in the case


$$
Z=\bullet
$$

Fig. 4. Here $\ell$ and $\ell+1$ denote the multiplicity of the arcs. It is not difficult to see that $\min (\lambda(x, y ; M), \lambda(y, x ; M))=2 \ell+1$ for any choice of $x, y \in Z$, and none of the two possible splittings at s preserves this.
of undirected augmentation is that for $k=1$, the necessary and sufficient condition is different from the one given for $k>1$.

Our proof method strongly follows that of Frank [6], which had two ingredients. The first was the splitting theorems of W . Mader, while the second was an observation that the set of degree vectors of possible augmentation forms a so-called contrapolymatroid, a matroid-like structure. The idea of using a splitting theorem for augmentation problems dates back to as early as 1976 (Plesnik [22]). Cai and Sun [1] also use splitting theorems. Actually, this approach was our main motivation in developing stronger splitting theorems in $\S \S 2$ and 3 .

To be more specific, let $N$ be a mixed graph composed from a directed graph $D=(V, A)$ and an undirected graph $G=(V, E)$. Let $T(D):=\left\{v \in V: \rho_{D}(v) \neq\right.$ $\left.\delta_{D}(v)\right\}$ be the set of non-di-Eulerian nodes of $D$. Let $k$ be a positive integer and let $r(x, y)(x, y \in V)$ be a nonnegative integer-valued demand function satisfying

$$
\begin{equation*}
r(x, y)=r(y, x) \leq k \quad \text { for every } x, y \in V, \quad \text { and } \tag{4.1a}
\end{equation*}
$$

$$
r(x, y) \equiv k \quad \text { for every } x, y \in T(D)
$$

Let $R(\varnothing)=R(V)=0$, and for $X \subseteq V$ let

$$
\begin{equation*}
R(X):=\max (r(x, y): X \text { separates } x \text { and } y) . \tag{4.2}
\end{equation*}
$$

Let us define

$$
\begin{align*}
& q_{\text {in }}(X):=R(X)-\rho_{N}(X),  \tag{4.3a}\\
& q_{\text {out }}(X):=R(X)-\delta_{N}(X) . \tag{4.3b}
\end{align*}
$$

Theorem 4.1. Given a mixed graph $N=(V, A \cup E)$, positive integers $k, \gamma$, and a demand function $r(x, y)$ satisfying (4.1), $N$ can be extended to a mixed graph $N^{+}$ by adding $\gamma$ new directed edges so that

$$
\begin{equation*}
\lambda\left(x, y ; N^{+}\right) \geq r(x, y) \quad \text { for every } x, y \in V \tag{4.4}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\sum q_{\mathrm{in}}\left(X_{i}\right) \leq \gamma \tag{4.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum q_{\text {out }}\left(X_{i}\right) \leq \gamma \tag{4.5b}
\end{equation*}
$$

hold for every subpartition $\left\{X_{1}, \ldots, X_{t}\right\}$ of $V$.
Proof. It can be assumed that $N$ is a directed graph because undirected edge of $N$ can be replaced by a pair of two oppositely directed edges, and this operation does not affect the local edge-connectivity. That is, $N=D$. Let $N^{+}$denote an augmentation of $D$ with $\gamma$ new edges.

Claim 4.1. $N^{+}$satisfies (4.4) if and only if

$$
\begin{equation*}
\rho_{N^{+}}(X) \geq R(X) \quad \text { and } \quad \delta_{N^{+}}(X) \geq R(X) \tag{4.6}
\end{equation*}
$$

hold for every $X \subseteq V$.
Proof. If $N^{+}$satisfies (4.4), then for any subset $X$ separating $x$ and $y, \rho_{N^{+}}(X) \geq$ $\lambda\left(x, y ; N^{+}\right) \geq r(x, y)$. Hence $\rho_{N^{+}}(X) \geq R(X)$ for every $X \subseteq V$. The second inequality in (4.6) follows analogously. Conversely, assume that (4.6) is satisfied. By Menger's theorem there is a $y \bar{x}$-set $X$ for which $\lambda\left(x, y ; N^{+}\right)=\rho_{N^{+}}(X)$. Hence $\lambda\left(x, y ; N^{+}\right)=$ $\rho_{N^{+}}(X) \geq R(X) \geq r(x, y)$ as required.

We first examine the proof of necessity. By (4.6) we have $\gamma \geq \sum \rho_{N^{+}}\left(X_{i}\right)-$ $\sum \rho_{D}\left(X_{i}\right) \geq \sum R\left(X_{i}\right)-\sum \rho_{D}\left(X_{i}\right)=\sum q_{\text {in }}\left(X_{i}\right)$, that is, (4.5a) holds. Inequality (4.5b) follows analogously.

The proof of sufficiency is structured as follows. First, we extend $D$ by adding a new node $s$ together with new directed and undirected edges incident to $s$. Secondly, we get rid of some new edges. Finally, we replace each remaining undirected edge by a pair of oppositely directed edges and apply Theorem 2.4.

To be more specific, extend $D$ by adding a new node $s, k$ parallel undirected edges connecting $s$ and $x$ for every $x \in V-T(D)$, and $k$ parallel directed edges from $s$ to $x$ and $x$ to $s$ for every $x \in T(D)$. The resulting mixed graph $M$ satisfies

$$
\begin{align*}
\rho_{M}(X) & \geq R(X)  \tag{4.7a}\\
\delta_{M}(X) & \geq R(X) \tag{4.7b}
\end{align*}
$$

for every $X \subseteq V$.
Let $s(X)=\beta_{M}(X)-R(X), s_{\text {in }}(X)=\rho_{M}(X)-R(X)$, and $s_{\text {out }}(X)=\delta_{M}(X)-$ $R(X)$ for $X \subset V$. By (4.7) these "surplus" functions are nonnegative. We say that $X$ is $R$-tight, in- $R$-tight, and out- $R$-tight if $s(X)=0, s_{\text {in }}(X)=0$, and $s_{\text {out }}(X)=0$, respectively.

Secondly, starting with the undirected edges and then continuing with the directed ones, discard new edges from $M$ one by one as long as possible without violating
(4.7). Henceforth we use $M$ to denote the final graph. Recall the notation $\beta_{M}(X)=$ $\min \left(\rho_{M}(X), \delta_{M}(X)\right)$. During this process new $R$-tight sets may arise, and if a set becomes $R$-tight at any moment, it stays so throughout.

Lemma 4.1. $\delta_{M}(S) \leq \gamma$ and $\rho_{M}(s) \leq \gamma$.
Proof. We prove only the first inequality; the second is analogous. In $M$,

$$
\begin{equation*}
\text { every directed edge } e=s x \text { enters an in- } R \text {-tight subset of } V \text {, } \tag{4.8}
\end{equation*}
$$

since otherwise $e$ could have been discarded without violating (4.7).
We also claim that in $M$, every undirected edge $s x$ enters an in- $R$-tight set $X \subseteq V-T(D)$.

Indeed, let $M^{\prime}$ denote the current graph at the moment of the discarding phase when the last undirected edge has been discarded. The fact that $e$ cannot be discarded means that there exists a set $X \subseteq V$ containing $x$ so that $\beta_{M^{\prime}}(X)=R(X)$. Since at this moment no new directed edge has yet been discarded, $X$ cannot contain any element of $T(D)$. That is, $X \subseteq V-T(D)$ and hence $\rho_{M^{\prime}}(X)=\delta_{M^{\prime}}(X)$, that is, (4.9) follows.

Let $S:=\{x \in V-T(D)$ : there is an undirected edge $s x$ of $M\}$. Let $S_{\mathrm{in}}:=\{x \in$ $T(D)$ : there is a directed edge $s x$ of $M\}$. Let us call an in- $R$-tight set $X$ extreme if there is no in- $R$-tight set $Y$ with $X \cap\left(S \cup S_{\text {in }}\right) \subset Y \cap\left(S \cup S_{\text {in }}\right)$, and if $X \cap\left(S \cup S_{\text {in }}\right)=Y \cap$ ( $S \cup S_{\text {in }}$ ) for an in- $R$-tight set $Y$, then $X \subseteq Y$. Thus $X$ is as large inside $S \cup S_{\text {in }}$ as possible, and subject to this, $X$ is as small outside $S \cup S_{\text {in }}$ as possible.

Claim 4.2. For any two in-R-tight sets $X, Y$, at least one of the following holds:
(a) $X \cup Y$ is in-R-tight;
(b) both $X-Y$ and $Y-X$ are in- $R$-tight and $X \cap Y \cap\left(S \cup S_{\mathrm{in}}\right)=\varnothing$;
(c) $T(D) \subseteq X \cup Y$ and $X \cap Y \cap T(D) \neq \varnothing$.

Proof. If (1.5a) holds, then by (1.3a), $0+0=s_{\text {in }}(X)+s_{\text {in }}(Y) \geq s_{\text {in }}(X \cap Y)+$ $s_{\mathrm{in}}(X \cup Y) \geq 0$. It follows that $s_{\mathrm{in}}(X \cup Y)=0$, that is, (a) holds.

Now suppose that (1.5a) does not hold. If $X \cap Y \cap T(D) \neq \varnothing$, then $T(D) \subseteq X \cup$ $Y$, otherwise $R(X)=R(Y)=R(X \cap Y)=R(X \cup Y)=k$ and (1.5a) would hold. That is, we are at alternative (c).

So assume that $X \cap Y \cap T(D)=\varnothing$. Now (1.3b) applies to $M$ and by Lemma 1.1 inequality (1.5b) holds. We obtain $\rho_{M}(X)+\rho_{M}(Y)=\rho_{M}(X-Y)+\rho_{M}(Y-$ $X)+\bar{d}_{D^{\prime}}(X, Y)+2 \bar{d}_{G^{\prime}}(X, Y)$, where $D^{\prime}$ and $G^{\prime}$ denote the directed and undirected part of $M$, respectively. Combining this inequality with (1.5b) we get $0+0=$ $s_{\text {in }}(X)+s_{\text {in }}(Y) \geq s_{\text {in }}(X-Y)+s_{\text {in }}(Y-X)+\bar{d}_{D^{\prime}}(X, Y)+2 \bar{d}_{G^{\prime}}(X, Y) \geq 0$. It follows that $s_{\mathrm{in}}(X-Y)=0=s_{\mathrm{in}}(Y-X)$ and $\bar{d}_{D^{\prime}}(X, Y)=0=2 \bar{d}_{G^{\prime}}(X, Y)$, that is, (b) holds.

By (4.8), there is a family $\mathcal{F}_{1}$ of in- $R$-tight sets whose union includes $S_{\text {in }}$. We may choose $\mathcal{F}_{1}$ so that its members are extreme sets and $\left|\mathcal{F}_{1}\right|$ is minimum.

Claim 4.3. $\mathcal{F}_{1}$ is either a subpartition or consists of two members whose union includes $T(D)$.

Proof. If $\mathcal{F}_{1}$ is not a subpartition, then it has two members $X, Y$ with $X \cap Y \neq \varnothing$. Since the members of $\mathcal{F}_{1}$ are extreme and $\left|\mathcal{F}_{1}\right|$ is minimal, alternatives (a) and (b) cannot occur in Claim 4.2. Therefore, (c) must hold.

Let $Z:=T(D) \cup \bigcup\left(X: X \in \mathcal{F}_{1}\right)$. By (4.9), for every $y \in S-Z$ there is an intight set $Y \subseteq V-T(D)$ containing $y$. We claim that $Y \cap Z=\varnothing$. If not, then $X \cap Y \neq$ $\varnothing$ for a member $X$ of $\mathcal{F}_{1}$. But this contradicts Claim 4.2 because alternatives (a) and (b) cannot hold since $X$ is extreme; since (c) cannot hold either since $Y \cap T(D)=\varnothing$.

Therefore, there is a family $\mathcal{F}_{2}$ of in- $R$-tight subsets of $V-Z$ whose union includes $S-Z$. Assume that $\left|\mathcal{F}_{2}\right|$ is miniumum and, subject to this, $\sum\left(|X|: X \in \mathcal{F}_{2}\right)$ is minimum.

Claim 4.4. $\mathcal{F}_{2}$ is a subpartition of $V-Z$.
Proof. Indirectly, let $X, Y$ be two members of $\mathcal{F}_{2}$ with $X \cap Y \neq \varnothing$. This contradicts Claim 4.2 because the minimal choice of $\mathcal{F}_{2}$ implies that neither alternative (a) nor (b) may hold, and (c) is also impossible since $X, Y \subseteq V-Z \subseteq V-T(D)$.

Let $\mathcal{F}:=\mathcal{F}_{1} \cup \mathcal{F}_{2}$. By Claim 4.4, if $\mathcal{F}_{1}$ is a subpartition so is $\mathcal{F}$. By (4.5a), $\gamma \geq \sum\left(R(X)-\rho_{D}(X): X \in \mathcal{F}\right)=\sum\left(R(X)-\rho_{M}(X): X \in \mathcal{F}\right)+\delta_{M}(s)=\delta_{M}(s)$ as required for the lemma.

If $\mathcal{F}_{1}$ is not a subpartition, then by Claim 4.3 it consists of two members $A, B$ with $T(D) \subseteq A \cup B$. Now $R(A-B)=R(A)=R(B-A)=R(B)=k$ and $\rho_{D}(X)=\delta_{D}(X)$ for every $X \in \mathcal{F}_{2}$. Furthermore, (1.2c) applies to $A$ and $B$, from which $\delta_{D}(A-B)+$ $\delta_{D}(B-A) \leq \rho_{D}(A)+\rho_{D}(B)$.

By applying (4.5b) to the subpartition consisting of $A-B, B-A$, and the members of $\mathcal{F}_{2}$ we get $\gamma \geq\left[R(A-B)-\delta_{D}(A-B)\right]+\left[R(B-A)-\delta_{D}(B-A)\right]+\sum(R(X)-$ $\left.\delta_{D}(X): X \in \mathcal{F}_{2}\right) \geq\left[R(A)-\rho_{D}(A)\right]+\left[R(B)-\rho_{D}(B)\right]+\sum\left(R(X)-\rho_{D}(X): X \in \mathcal{F}_{2}\right) \geq$ $\left[R(A)-\rho_{M}(A)\right]+\left[R(B)-\rho_{M}(B)\right]+\sum\left(R(X)-\rho_{M}(X): X \in \mathcal{F}_{2}\right)+\delta_{M}(s)=\delta_{M}(s)$, and the proof of Lemma 4.1 is complete.

By adding back some discarded new edges, if necessary, we may assume that $\delta_{M}(s)=\rho_{M}(s)=\gamma$. Now replace each undirected edge of $M$ by a pair of oppositely directed edges. By our construction, the resulting digraph $D^{\prime}$ satisfies $T\left(D^{\prime}\right) \subseteq T(D)$. Therefore, we can apply Theorem 2.4 to $M:=D^{\prime}$. The resulting digraph $N^{+}:=M^{+}$ satisfies (4.4).

Remark. It is interesting to note that if a node $v$ is di-Eulerian in $D$ (that is, $\left.\rho_{D}(v)=\delta_{D}(v)\right)$, then $v$ is di-Eulerian in the augmented $D^{+}$as well.

Let us mention two corollaries. For simplicity we formulate them for directed starting graphs. In the first one we assume that $T$ is empty, that is, $D$ is di-Eulerian. Then $k$ may be chosen arbitrarily large and hence $r$ is not bounded above.

Corollary 4.1. Given a di-Eulerian digraph $D=(V, A)$ and a symmetric demand function $r, D$ can be extended to a digraph $D^{+}$by adding $\gamma$ new edges so that $\lambda\left(x, y ; D^{+}\right) \geq r(x, y)$ for every $x, y \in V$ if and only if $\sum q_{\text {in }}\left(X_{i}\right) \leq \gamma$ and $\sum q_{\text {out }}\left(X_{i}\right) \leq \gamma$ hold for every subpartition $\left\{X_{1}, \ldots, X_{t}\right\}$ of $V$. Furthermore, $D^{+}$may be chosen to be di-Eulerian.

In the second application we do not have any positive demand for di-Eulerian nodes.

Corollary 4.2. We are given a digraph $D=(V, A)$, positive integers $k, \gamma$, and a subset $\bar{T} \subseteq V$ so that $\rho_{D}(v)=\delta_{D}(v)$ holds for every $v \in V-T . D$ can be extended to a digraph $D^{+}$by adding $\gamma$ new directed edges so that $\lambda\left(x, y ; D^{+}\right) \geq k$ for every $x, y \in T$ if and only if

$$
\begin{equation*}
\sum\left(k-\rho_{D}\left(X_{i}\right)\right) \leq \gamma \quad \text { and } \quad \sum\left(k-\delta_{D}\left(X_{i}\right)\right) \leq \gamma \tag{4.10}
\end{equation*}
$$

hold for every subpartition $\left\{X_{1}, \ldots, X_{t}\right\}$ of $V$ for which $X_{i} \cap T, T-X_{i} \neq \varnothing(i=$ $1, \ldots, t)$.

The special case $T=V$ of this corollary was proven in Frank [6].
Our next goal is to prove an augmentation theorem when only undirected edges are allowed to be added. Our result is a generalization of Theorem 5.5 in [6], where the starting graph is an undirected graph. Let $N$ be a mixed graph composed from a directed graph $D=(V, A)$ and an undirected graph $G=(V, E)$, and let $r(x, y)$ be a
demand function satisfying (4.1). We say that a component $C$ of $N$ is marginal (with respect to $r$ ) if $r(u, v) \leq \lambda(u, v ; N)$ for every $u, v \in C$, and $r(u, v) \leq \lambda(u, v ; N)+1$ for every $u, v$ separated by $C$. In other words, $C$ is marginal if we do not want to increase the local edge-connectivity between the element $C$, and the demand for increased local edge-connectivity between a node in $C$ and a node outside $C$ is 0 or 1 .

Theorem 4.2. We are given a mixed graph $N$, integers $k \geq 2, \gamma \geq 0$, and a demand function $r(x, y)$ satisfying (4.1) so that there are no marginal components. $N$ can be extended to a mixed graph $N^{+}$by adding $\gamma$ new undirected edges so that

$$
\begin{equation*}
\lambda\left(x, y ; N^{+}\right) \geq r(x, y) \quad \text { for every } x, y \in V \tag{4.11}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\sum\left(R\left(X_{i}\right)-\beta_{N}\left(X_{i}\right)\right) \leq 2 \gamma \tag{4.12}
\end{equation*}
$$

holds for every subpartition $\left\{X_{1}, \ldots, X_{t}\right\}$ of $V$.
Remark. If $N$ has a marginal component, then the above min-max theorem is not true as is shown by the empty graph on four nodes (taking $r(u, v) \equiv 1$ ). For the special case when $N$ is undirected, in [6, Thm. 5.3] a very simple reduction method was used to get rid of marginal components. The same method easily generalizes to mixed graphs. Since no new idea is required, we leave out the details.

Proof. Again we may assume that $N$ is a directed graph, that is, $N=D$. Let $N^{+}$ denote an augmentation of $D$ with $\gamma$ new undirected edges.

Claim 4.5. $N^{+}$satisfies (4.11) if and only if

$$
\begin{equation*}
\beta_{N^{+}}(X) \geq R(X) \tag{4.13}
\end{equation*}
$$

holds for every $X \subseteq V$.
Proof. First suppose that $N^{+}$satisfies (4.11). By applying Lemma 1.4 to $N^{+}$, we obtain that $\beta_{N^{+}}(X) \geq r_{N^{+}}(x, y) \geq r(x, y)$ for any subset $X$ separating $x$ and $y$. Hence (4.11) follows.

Conversely, assume that (4.11) is satisfied. By Menger's theorem there is a $y \bar{x}$ set $X$ for which $\lambda\left(x, y ; N^{+}\right)=\rho_{N^{+}}(X)$. Hence $\lambda\left(x, y ; N^{+}\right)=\rho_{N^{+}}(X) \geq \beta_{N^{+}}(X) \geq$ $R(X) \geq r(x, y)$ as required.

We first examine the proof of necessity. If $N^{+}$satisfies (4.11), then by Claim 4.5 there are at least $R(X)-\beta_{N}(X)$ new edges between $X$ and $V-X$. Therefore, the number $\gamma$ of new edges is at least half of $\sum_{i=1}^{t}\left(R\left(X_{i}\right)-\beta_{N}\left(X_{i}\right)\right)$.

We now examine the proof of sufficiency. First, extend $D$ by adding a new node $s$ and $k$ parallel edges connecting $s$ and $x$ for every $x \in V$. The resulting mixed graph $M$ satisfies

$$
\begin{equation*}
\beta_{M}(X) \geq R(X) \tag{4.14}
\end{equation*}
$$

for every $X \subseteq V$.
Second, discard new edges one by one as long as possible without violating (4.14). Henceforth we use $M$ to denote the final mixed graph and let $S:=\{x \in V$ : there is an edge in $M$ between $s$ and $x\}$. We call an $R$-tight set $X$ extreme if there is no $R$-tight set $Y$ with $X \cap S \subset Y \cap S$, and if, in addition, $X \cap S=Y \cap S$ for an $R$-tight set $Y$, then $X \subseteq Y$.

Lemma 4.2. $d_{M}(s) \leq 2 \gamma$.

Proof. Since no further new edge can be left out of $M$ without violating (4.14), there is a family $\mathcal{F}$ of $R$-tight sets whose union includes $S$. We may choose $\mathcal{F}$ so that its members are extreme and $|\mathcal{F}|$ is minimum.

Claim 4.6. $\mathcal{F}$ is a subpartition of $V$.
Proof. Assume indirectly that $X \cap Y \neq \varnothing$ for some $X, Y \in \mathcal{F}$. By Lemma 1.2, at least one of the following inequalities holds:

$$
\begin{align*}
0+0= & s(X)+s(Y) \geq s(X \cap Y)+s(X \cup Y)+2 d_{G^{\prime}}(X, Y) \\
& +d_{D}(X, Y) \geq 0  \tag{4.15a}\\
0+0= & s(X)+s(Y) \geq s(X-Y)+s(Y-X)+2 \bar{d}_{G^{\prime}}(X, Y) \\
& +\bar{d}_{D}(X, Y) \geq 0 \tag{4.15b}
\end{align*}
$$

where $G^{\prime}$ denotes the undirected part of $M$.
If (4.15a) holds, then $s(X \cup Y)=0$, that is, $X \cup Y$ is $R$-tight, contradicting the fact that $X, Y$ are extreme. If (4.15b) holds, then $s(X-Y)=s(Y-X)=0$ and $\bar{d}_{G^{\prime}}(X, Y)=0$. Therefore, both $X-Y$ and $Y-X$ are $R$-tight and $X \cap Y \cap S=\varnothing$, which again contradicts the extremality of $X$ and $Y$.

By (4.12), $2 \gamma \geq \sum\left(R(X)-\beta_{D}(X): X \in \mathcal{F}\right)=\sum\left(R(X)-\beta_{M}(X): X \in\right.$ $\mathcal{F})+d_{M}(s)=d_{M}(s)$, and Lemma 4.2 follows.

By adding back new edges which are parallel to existing new edges, we may assume that $d_{M}(s)=2 \gamma$. We claim that there is no cut-edge of $M$ incident to $s$. Indeed, if $e=s t$ were such an edge, then let $C$ denote the component of $M-e$ containing $t$. Since $e$ is the only edge of $M$ leaving $C, C$ is a marginal component contradicting the hypothesis.

The theorem now immediately follows from Theorem 3.3. $\quad \square$
If $N$ is an undirected graph in Theorem 4.2, then every node is di-Eulerian, and hence $r$ may be an arbitrary symmetric function. Therefore, Theorem 4.2 is a generalization of the following result from [6].

Corollary 4.3. Given an undirected graph $G=(V, E)$ and a symmetric demand function $r(x, y) \geq 2$, it is possible to add $\gamma$ new undirected edges to $G$ so that in the resulting graph $G^{+}, \lambda\left(x, y ; G^{+}\right) \geq r(x, y)$ holds for every pair of nodes $x, y$ if and only if $\sum\left(R\left(X_{i}\right)-d_{G}\left(X_{i}\right)\right) \leq 2 \gamma$ holds for every subpartition $\left\{X_{i}\right\}$ of $V$.

In another special case, $r \equiv k \geq 2$.
Corollary 4.4. Let $N=(V, A \cup E)$ be a mixed graph and let $k \geq 2, \gamma \geq 1$ be integers. $N$ can be made $k$-edge connected by adding $\gamma$ new undirected edges if and only if

$$
\sum\left(k-\beta_{N}\left(X_{i}\right)\right) \leq 2 \gamma
$$

holds for every subpartition $\left\{X_{1}, \ldots, X_{t}\right\}$ of $V$.
The example in Fig. 5 shows that for $k=1$, Corollary 4.4 (and hence Theorem 4.2) is not true in general. However, we can prove the following theorem.

Theorem 4.3. A mixed graph $N$ with connected underlying graph can be made 1-edge-connected ( $=$ strongly connected) by adding $\gamma$ new undirected edges if and only if $(*)$ every family $\mathcal{F}$ of $\gamma+1$ disjoint subsets of nodes contains (not necessarily distinct) members $X, Y$ for which $\rho_{N}(X)>0$ and $\delta_{N}(Y)>0$.

Proof. First, suppose that $E^{\prime}$ is a set of new undirected edges whose addition makes $N$ strongly connected, and there is a family $\mathcal{F}$ of $\gamma+1$ disjoint subsets of $V$ so that for each member of $\mathcal{F}$, say, $\rho_{N}(X)=0$. Since the underlying graph is connected, $X_{0}:=V-\bigcup(X: X \in \mathcal{F})$ is nonempty. Moreover, since there is no edge (undirected or directed) connecting distinct members of $\mathcal{F}, N-X_{0}$ has at least $\gamma+1$ components.


Fig. 5. It is easy to see that we need three edges here, but $k=1$ implies $\sum\left(k-\beta_{N}\left(X_{i}\right)\right) \leq 4$, which suggests that two edges would suffice.

Since the union of any $j$ members of $\mathcal{F}(j=1, \ldots, \gamma+1)$ must be connected to the rest by an element of $E^{\prime}$, we get $\left|E^{\prime}\right| \geq \gamma+1$, showing that $(*)$ is necessary.

To see the sufficiency we may assume again that $N$ is directed. Now (*) implies (4.10) for $k=1$ and $T=V$, and hence, by Corollary 4.2 , there are $\gamma$ directed edges whose addition makes $N$ strongly connected. If we leave out the orientations of the newly added edges we get the required undirected augmentations.
5. Variations, polyhedra, and algorithms. In this section we briefly outline some variations of the augmentation problem, the polyhedral background, and some algorithmic aspects. We are concerned here with the case when only undirected edges are allowed to be added. A similar approach was discussed in detail in Frank [6]. Since no new idea is required, we refer the reader to that paper for definitions and details. For the directed augmentation problem, we have not yet found analogous methods to handle minimum node-cost and degree-constrained versions. This is a possible subject of future research.

Let $N, k, \gamma, r$ be the same as in Theorem 4.2, but this time, rather than finding a minimum cardinality augmentation, we are interested in an augmentation satisfying (4.11) in which the degree of every node is a prescribed value.

Theorem 5.1. Given a mixed graph $N=(V, A+E)$ and an integer-valued vector $m: V \rightarrow \mathbf{Z}^{+}$for which

$$
\begin{equation*}
m(V) \text { is even, } \tag{5.1}
\end{equation*}
$$

$N$ can be extended to $N^{+}$satisfying (4.11) by adding a set $F$ of new undirected edges for which $d_{F}(v)=m(v)$ for every $v \in V$ if and only if

$$
\begin{equation*}
m(X)+\beta_{N}(X) \geq R(X) \text { for every } X \subseteq V \tag{5.2}
\end{equation*}
$$

Proof. Add a new node $s$ and $m(v)$ parallel undirected edges between $s$ and $v$ for every $v \in V$. Since there is no marginal component of $N$, in the extended graph there is no cut-edge incident to $s$. We may apply Theorem 3.3 and the result immediately follows.

From this easy derivation one should realize that Theorem 5.1 is nothing but a reinterpretation of Theorem 3.3. Let us call an integral-valued vector $m$ satisfying (5.1) and (5.2) an augmentation vector.

Let $q: 2^{V} \rightarrow \mathbf{Z}$ be an integer-valued set function. We call $q$ skew supermodular if $q(\varnothing)=0$ and

$$
\begin{equation*}
q(X)+q(Y) \leq q(X \cap Y)+q(X \cup Y) \quad \text { or } \tag{5.3a}
\end{equation*}
$$

$$
\begin{equation*}
q(X)+q(Y) \leq q(X-Y)+q(Y-X) \tag{5.3b}
\end{equation*}
$$

hold for every pair of subsets $X, Y \subseteq V$ (we point out that other names were used earlier instead of skew supermodular, for example, weakly supermodular [10] and $X$ supermodular [8]). The following theorem was proved in [6, Thm. 7.1] for set functions of form $q(X)=R(X)-d_{G}(X)$. However, its proof relied only on one feature of $q$, namely, that $q$ is skew supermodular. Hence we state the theorem in this more general form.

Theorem 5.2. Where $q$ is a skew supermodular function, the polyhedron

$$
\begin{equation*}
C(q):=\left\{z: \mathbf{R}^{V}: z \geq 0, z(X) \geq q(X) \text { for every } X \subseteq V\right\} \tag{5.4}
\end{equation*}
$$

is a contrapolymatroid $C(p)$, where the unique fully supermodular function $p$ defining $C(q)$ is given by

$$
\begin{equation*}
p(A):=\max \left(\sum q\left(A_{i}\right):\left\{A_{1}, \ldots, A_{t}\right\} \text { a subpartition of } V\right) \tag{5.5}
\end{equation*}
$$

By Lemma 1.2, $q:=R-\beta_{N}$ is skew supermodular and hence Theorem 5.2 applies. We find that the augmentation vectors $m$ are precisely the integer-valued elements of $C(q)$ satisfying (5.1).

We briefly indicate how this fact can be used for degree-constrained and minimum node-cost augmentations. Suppose first that we have a nonnegative cost function $c: V \rightarrow \mathbf{R}_{+}$, and we are interested in an augmentation of a mixed graph $N$ that satisfies (4.11). Also, the total cost of new edges is minimum. Here the cost of an edge $u v$ is defined to be $c(u)+c(v)$.

It was shown in Frank [6] that with a slight modification of the greedy algorithm we can find a minimum cost integer element $m$ of a contrapolymatroid for which $m(V)$ is even. That is, with the help of the greedy algorithm, first find an integer vector $m^{\prime}$ that minimizes $c x$ over $C(q)$. If $m^{\prime}(V)$ is even, define $m=m^{\prime}$. If $m^{\prime}(V)$ is odd, define $m\left(v_{n}\right)$ by adding 1 to $m^{\prime}\left(v_{n}\right)$, where $v_{n}$ is an element of $V$ of least cost, while $m(x):=m^{\prime}(x)$ for $x \in V-v_{n}$. This way we obtain a minimum cost augmentation vector $m$ and, by Theorem 5.1, $m$ determines a minimum node-cost augmentation satisfying (4.11).

To consider the degree-constrained augmentation, let $f: V \rightarrow \mathbf{Z}$ and $g: V \rightarrow$ $\mathbf{Z} \cup\{\infty\}$ be two functions with $f \leq g$. When does there exist an augmentation of $N$ satisfying (4.11) for which $f(v) \leq d_{F}(v) \leq g(v)$ holds for every $v \in V$ ? Let $B:=$ $\{x \in \mathbf{R}: f \leq x \leq g\}$ denote a box. By Theorem 5.1 the desired $F$ exists if and only if there is an integer element $m$ of $B \cap C(q)$ with the additional property that $m(V)$ is even. The intersection of a box and a contrapolymatroid is a generalized polymatroid. It was shown in [6, Prop. 6.10] that a $g$-polymatroid defined by a strong pair $(p, b)$ has no integer element $m$ for which $m(V)$ is even if and only if $p(V)=b(V)$ is odd (a submodular function $b$ and a supermodular function $p$ form a strong pair if $b(X)-p(Y) \geq b(X-Y)-p(Y-X)$ holds for all $X, Y \subset V$, where $V$ is the groundset for $b$ and $p$ ). From this one can derive the following theorem.

Theorem 5.3. Given $N, k, r$ as in Theorem 4.2 and integer-valued vector $f, g, N$ can be extended to $N^{+}$satisfying (4.11) by adding a set $F$ of new undirected edges for which $f(v) \leq d_{F}(v) \leq g(v)$ for every $v \in V$ if and only if $q(X) \leq g(X)$ for every $\varnothing \subset X \subset V$, and there is no partition $\mathcal{F}:=\left\{X_{0}, X_{1}, \ldots, X_{t}\right\}$, where only $X_{0}$ may be empty, with the following properties: $f\left(X_{0}\right)=g\left(X_{0}\right), g\left(X_{i}\right)=q\left(X_{i}\right)(i=1, \ldots, t)$, and $g(V)$ is odd.

Minimum node-cost degree-constrained augmentation problems can also be handled with the same technique.

To conclude, let's briefly say something about the algorithmic aspects. The proof of Theorem 4.2 consisted of two parts: the edge-deletion phase and the splitting-off phase. An argument analogous to the one used in [6] shows that the edge-deletion phase can be carried out on a graph with $n$ vertices by performing $2 n^{2}$ MFMC computations. The splitting-off phase requires no more than $n^{3}$ MFMC calculations. Since one MFMC calculation can be carried out in $O\left(n^{3}\right)$ steps, the overall complexity of the algorithm is $O\left(n^{6}\right)$. Actually, these bounds are valid for the more general problem when the starting graph is endowed with integer capacities on the edges and we are allowed to add a new edge in any number of copies. Theoretically, this problem is not more general since we can replace an edge by as many parallel edges as its capacity will hold. But from a computational point of view such a reduction is not satisfactory. Fortunately, the MFMC algorithm is strongly polynomial, and hence the approach outlined above gives rise to strongly polynomial time algorithm in the capacitated case as well.
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#### Abstract

A radio communication network can be modeled by a digraph, $D$, where there is an arc from vertex $x$ to vertex $y$ if a signal sent from $x$ can be received at $y$. The competition graph, $C(D)$, of this network has the same vertex set as $D$, and $(x, y)$ is an edge in $C(D)$ if there is a vertex $z$ such that $(x, z)$ and $(y, z)$ are arcs in $D$. The competition graph can be used to assist in assigning frequencies to the transmitters in the network. Usually the digraphs for these networks are strongly connected, but the power of transmitters may vary, so they are not necessarily symmetric. Therefore it is of interest to determine which graphs are the competition graphs of strongly connected digraphs. We characterize these graphs as well as establish several large classes of graphs, including chordal, interval, and some triangle-free graphs, which are competition graphs of loopless Hamiltonian digraphs.
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1. Introduction. A radio communication network can be modeled by a digraph, $D$, where there is an arc from vertex $x$ to vertex $y$ if a signal sent from $x$ can be received at $y$. The conflict graph, $C(D)$, of this network has the same vertex set as $D$, and $(x, y)$ is an edge in $C(D)$ if there is a vertex $z$ such that $(x, z)$ and $(y, z)$ are arcs in $D$. That is, signals sent from $x$ and $y$ can be received at $z$. The conflict graph can be used to assist in assigning frequencies to the transmitters in the network. Since it is desirable that a message initiated somewhere in the network be able to reach all stations, usually the digraphs for these networks are strongly connected. Nonetheless, in a very large network, with perhaps thousands of vertices, it is not unreasonable to expect that certain stations be equipped with very powerful transmitters while other stations cannot transmit signals as far. Thus the digraphs for these networks are not necessarily symmetric. One might start with a graph that is a conflict graph of a digraph and then change some of the arcs in the digraph so as to minimize or maximize the number of arcs while keeping the digraph strongly connected and the conflict graph the same. Hefner and Hintze [3] are developing algorithms to do this for a large naval communication network in the Pacific. So it is of interest to determine which graphs are the conflict graphs of strongly connected digraphs. We characterize these graphs as well as graphs that are the conflict graphs of Hamiltonian digraphs.

The conflict graph of a digraph is just another name for the competition graph

[^22]

Fig.1. $G$ is the competition graph of a digraph but not one that is strongly connected.
that has been studied extensively during the last 15 years (see Kim [4] and Lundgren [5] for recent surveys of the literature on competition graphs). Therefore we formulate our characterizations in terms of competition graphs. Characterizations have been found for competition graphs of acyclic digraphs [1], [5], arbitrary digraphs with or without loops [1], [11], and symmetric digraphs with or without loops [7], [9].

Let $\Theta_{E}(G)$ denote the edge clique cover number of $G$, that is, the smallest number of cliques that cover all the edges of $G$. The following result of Roberts and Steif [11] serves as a starting point for our work.

Proposition 1.1. If $|V(G)|=n$, then $G$ is a competition graph of a digraph that has no loops if and only if $G \neq K_{2}$ and $\Theta_{E}(G) \leq n$.
2. Competition graphs of strongly connected digraphs. The obvious question to ask first is whether or not the condition given in Proposition 1.1 will work for strongly connected digraphs as well. The graph given in Fig. 1 is the competition graph of a digraph but not one that is strongly connected. The problem is that while $\Theta_{E}(G)=9, \Theta_{E}(G)+i(G)>9$, where $i(G)$ is the number of isolated vertices in $G$. For a vertex $v$, we let $\operatorname{In}(v)$ denote the inset of $v$, that is, the set of all vertices that have an arc into $v$. Similarly, Out (v) will denote the outset of $v$. Unless stated otherwise, all digraphs are without loops.

Proposition 2.1. If $|V(G)|=n$ and $G$ is the competition graph of a strongly connected digraph, then $\Theta_{E}(G)+i(G) \leq n$.

Proof. Suppose $G=C(D)$ for $D$ strongly connected. Then each inset in $D$ corresponds to a clique in $G$ and these $n$ cliques cover the edges of $G$. However, for $D$ to be strongly connected, each isolated vertex $x$ in $G$ has an arc in $D$ to a vertex $y$ that has inset equal to $\{x\}$. Thus, $\Theta_{E}(G)+i(G) \leq n$.

Not only is this condition necessary, but it is also sufficient for $G$ to be the competition graph of a strongly connected digraph. First, we must establish the result for graphs with no isolated vertices.

Theorem 2.2. Let $G$ be a graph with no isolated vertices such that $G \neq K_{2}$ and $\Theta_{E}(G) \leq n$. Then $G$ is the competition graph of a strongly connected digraph.

Proof. By Proposition 1.1, $G=C(\hat{D})$ for some (loopless) digraph $\hat{D}$. Among all such digraphs, let $D=(V, A)$ be one with the smallest number $k$ of strong components and suppose that $k \geq 2$.

Let $D_{1}, D_{2}, \ldots, D_{k}$ be the strong components of $D$ and suppose $V$ has been labeled so that if $x \in D_{i}, y \in D_{j}$, and $(x, y) \in A$, then $i \leq j$. See chapter 2 of Roberts [10] for results that prove such an ordering always exists. Observe that since $G$ has no isolated vertices, this ordering implies there are at least two vertices in $D_{k}$, since every vertex in $D$ has an outgoing arc.

Case 1. $D_{1}=\{x\}$. Observe that $\operatorname{In}(x)=\varnothing$. Since $G$ has no isolated vertices, $\operatorname{Out}(x) \neq \varnothing$. Let $(x, y) \in A$ for some vertex $y$. Then get a new digraph $D^{\prime}$ by simply adding the arc $(y, x)$ to $D$. Then, $D^{\prime}$ has fewer strong components than $D$ and $C\left(D^{\prime}\right)=$ $G$, a contradiction.

Case 2. $\left|D_{1}\right| \geq 2$ and there is a vertex $y \in D_{k}$ such that $(x, y) \notin A$ for some $x \in D_{1}$. Since $\left|D_{k}\right| \geq 2$ and $D_{k}$ is strongly connected, $\operatorname{In}(y) \neq \varnothing$. As in Case 1 we construct a new digraph $D^{\prime}$. Let $\operatorname{In}_{D^{\prime}}(y)=\operatorname{In}_{D}(x)$ and $\operatorname{In}_{D^{\prime}}(x)=\operatorname{In}_{D}(y)$ with all other arcs in $D^{\prime}$ staying the same as in $D$. We claim that $D_{1} \cup D_{k}$ is strongly connected in $D^{\prime}$. To prove this, we must show that given arbitrary vertices $u, w \in D_{1} \cup D_{k}$, there is a path from $u$ to $w$.

Let $u$ be a vertex in $D_{1}$ not equal to $x$ and $w$ a vertex in $D_{k}$ not equal to $y$. In $D, u$ reached $x$, so in $D^{\prime}, u$ reaches $y . \operatorname{In} D, y$ reached $w$ and none of those arcs have changed; therefore, $u$ reaches all $w \in D_{k}$ in $D^{\prime}$. In $D, x$ reached $u$ and none of those arcs have changed; therefore $x$ reaches $w$. Therefore every vertex in $D_{1}$ reaches every vertex in $D_{k}$.

In $D, w$ reached $y$, so in $D^{\prime}, w$ reaches $x$. In $D, x$ reached $u$ and none of those arcs have changed; thus $w$ reaches $u$. In $D, y$ reached $w$ and none of those arcs have changed; thus $y$ reaches $u$. Therefore every vertex in $D_{k}$ reaches every vertex in $D_{1}$.

Since every vertex in $D_{1}$ reaches every vertex in $D_{k}$ and every vertex in $D_{k}$ reaches every vertex in $D_{1}$, every vertex in $D_{1}$ reaches every vertex in $D_{1}$ and every vertex in $D_{k}$ reaches every vertex in $D_{k}$, completing the proof that $D_{1} \cup D_{k}$ is strongly connected. So $D^{\prime}$ has fewer strong components than $D$ and $C\left(D^{\prime}\right)=G$, a contradiction.

Case 3. $\left|D_{1}\right| \geq 2$ and every vertex in $D_{1}$ has an arc to all vertices in $D_{k}$. Let $x \in D_{1}$ and $y \in D_{k}$. Since every vertex in $D_{1}$ has an arc to $y, D_{1}$ is a clique in $C(D)$ and all arcs in the inset of $x$ can be removed in a new digraph $D^{\prime}$ without changing the competition graph. Now let $\operatorname{In}_{D^{\prime}}(x)=\{y\}$ and let all other arcs in $D^{\prime}$ remain the same as in $D$. Then $D_{1} \cup D_{k}$ is strongly connected in $D^{\prime}$ by arguments analogous to that in Case 2, so $D^{\prime}$ has fewer strong components than $D$ and $C\left(D^{\prime}\right)=G$, a contradiction.

Thus $D$ is strongly connected, since we assumed that $k \geq 2$ was the smallest number of strongly connected components and in all cases reached a contradiction.

Corollary 2.3. Let $G$ be a graph such that $G \neq K_{1}$ or $K_{2}$ and $\Theta_{E}(G)+i(G) \leq$ $n$. Then $G$ is the competition graph of a strongly connected digraph.

Proof. If $G$ is a graph on $n$ isolated vertices, then $G$ is the competition graph of an $n$-cycle, so assume $G$ is not a graph on $n$ isolated vertices. If $G$ has no isolated vertices, then we are done by the previous theorem, so assume $i(G)=k \neq 0$. Let $I_{k}$ denote the subgraph of $G$ isomorphic to $k$ isolated vertices. Then there exists a graph $G^{\prime}$ such that $G=G^{\prime} \cup I_{k}$. Observe that $G^{\prime}$ has $m=n-k$ vertices, none of which are isolated and $\Theta_{E}\left(G^{\prime}\right) \leq m$. Let $\left\{a_{m+1}, a_{m+2}, \ldots, a_{m+k}\right\}$ denote the $k$ vertices of $I_{k}$.

If $G^{\prime}=K_{2}$, let $x$ and $y$ be the vertices of $G^{\prime}$. Let $D$ be the digraph with cycle $x, y, a_{m+1}, a_{m+2}, \ldots, a_{m+k}$ and the $\operatorname{arc}\left(x, a_{m+1}\right)$. Then $C(D)=G$ and $D$ is strongly connected. If $G^{\prime} \neq K_{2}$, by the previous theorem, there exists a strongly connected digraph $D^{\prime}=\left(V^{\prime}, A^{\prime}\right)$ such that $C\left(D^{\prime}\right)=G^{\prime}$. Create $D=(V, A)$ as follows. Let $V=$ $V^{\prime}+I_{k}$. Choose $x \in V^{\prime}$. Let $\operatorname{In}_{D}\left(a_{m+1}\right)=\operatorname{In}_{D^{\prime}}(x), \operatorname{In}_{D}(x)=a_{m+k}$, and $\left(a_{i}, a_{i+1}\right) \in A^{\prime}$ for $i=m+1, m+2, \ldots, m+(k-1)$. Leave all remaining $\operatorname{arcs}$ of $D^{\prime}$ in $D$. Then none of the competitions in $D^{\prime}$ have been changed so $C(D)=G$. We claim $D$ is strongly connected.

Since $D^{\prime}$ is strongly connected, $x$ reaches every vertex $V^{\prime}$. The only arcs that have changed are arcs from $\operatorname{In}_{D^{\prime}}(x)$. Therefore $x$ reaches every vertex in $V^{\prime}$ in $D$. Let $u$ be a vertex in $\operatorname{In}_{D^{\prime}}(x)$. Clearly $u$ reaches every vertex in $I_{k}$ in $D$, and since $x$ reaches $u, x$ reaches every vertex in $I_{k}$. Therefore $x$ reaches every vertex in $D$. Let $v$ be an arbitrary vertex in $V^{\prime}$. We claim $v$ reaches $x$. Let $u \in \operatorname{In}_{D^{\prime}}(x)$. There is a path from $u$
to $x$, namely $\left(u, a_{m+1}\right),\left(a_{m+1}, a_{m+2}\right), \ldots,\left(a_{m+k}, x\right)$, and $v$ reaches $u$ in $D$ because $v$ reaches $u$ in $D^{\prime}$ therefore $v$ reaches $x$ in $D$. Clearly an arbitrary vertex $v$ in $I_{k}$ reaches $x$. Thus every vertex in $I_{k}$ and $V^{\prime}$ reaches $x$ in $D$. Thus $D$ is strongly connected.

The previous theorems and corollary give the following extension of the result of Roberts and Steif [11].

Corollary 2.4. If $G$ is a graph and $|V(G)|=n \geq 3$, then $G$ is the competition graph of a strongly connected digraph if and only if $\Theta_{E}(G)+i(G) \leq n$.
3. Competition graphs of Hamiltonian digraphs. In looking at examples of graphs on $n$ vertices satisfying $\Theta_{E}(G)+i(G) \leq n$, we discovered that in many cases not only are the graphs competition graphs of strongly connected digraphs but frequently the digraphs could be chosen to be Hamiltonian. This raised the question of finding necessary and sufficient conditions on $G$ for $G=C(D)$ for $D$ Hamiltonian. From Proposition 2.1, certainly $\Theta_{E}(G)+i(G) \leq n$ is necessary, but is it sufficient? As we shall see, the answer in general is no, but first we present several classes of graphs for which the answer is yes. Our first result gives an edge clique covering characterization of such graphs analogous to the results on competition graphs of acyclic digraphs found by Brigham and Dutton [1] and Lundgren and Maybee [6].

Theorem 3.1. A graph $G$ with $|V(G)|=n$ is the competition graph of a Hamiltonian digraph if and only if $G$ has a labeling $a_{1}, a_{2}, \ldots, a_{n}$ of its vertices and an edge clique covering $\left\{C_{1}, \ldots, C_{n}\right\}$ satisfying $a_{i} \notin C_{i}, i=1, \ldots, n, a_{i} \in C_{i+1}, i=1, \ldots, n-1$, and $a_{n} \in C_{1}$.

Proof. Suppose $G=C(D)$ for $D$ Hamiltonian and $a_{1}, \ldots, a_{n}$ is a Hamiltonian cycle in $D$. Let $C_{i}=\operatorname{In}\left(a_{i}\right)$. Then $\left\{C_{1}, \ldots, C_{n}\right\}$ is an edge clique covering of $G, a_{i} \notin C_{i}$ since $D$ has no loops, $a_{i} \in C_{i+1}$ since ( $a_{i}, a_{i+1}$ ) is an arc, and $a_{n} \in C_{1}$ since ( $a_{n}, a_{1}$ ) is an arc.

Now suppose we have a labeling and an edge clique covering as stated in the theorem. Construct $D$ with vertices $a_{1}, \ldots, a_{n}$ and $\operatorname{In}\left(a_{i}\right)=C_{i}$. Then $a_{i} \in C_{i+1}$ implies that $\left(a_{i}, a_{i+1}\right)$ is an arc and $a_{n} \in C_{1}$ since $\left(a_{n}, a_{1}\right)$ is an arc; therefore $D$ is Hamiltonian. From the construction, it is clear that $C(D)=G$.

The next several results give classes of graphs satisfying $\Theta_{E}(G)+i(G) \leq n$ that are the competition graphs of Hamiltonian digraphs.

Proposition 3.2. If $G$ is a cycle, then $G$ is the competition graph of a Hamiltonian digraph.

Proof. Let $a_{1}, \ldots, a_{n}$ be the vertices of the cycle. Let $C_{1}=\left\{a_{n-1}, a_{n}\right\}, C_{2}=$ $\left\{a_{n}, a_{1}\right\}, C_{3}=\left\{a_{1}, a_{2}\right\}, \ldots, C_{n}=\left\{a_{n-2}, a_{n-1}\right\}$. Then $\left\{C_{1}, \ldots, C_{n}\right\}$ is an edge clique covering of $G$ satisfying Theorem 3.1.

Proposition 3.3. The complete graph $K_{n}$ for $n \geq 3$ is the competition graph of a Hamiltonian digraph.

Proof. Let $V=\left\{a_{1}, \ldots, a_{n}\right\}$ be the vertices of $K_{n}$. Let $C_{i}=V-\left\{a_{i}\right\}$. Then $\left\{C_{1}, \ldots, C_{n}\right\}$ is an edge clique cover of $K_{n}$ satisfying Theorem 3.1.

Two other classes of graphs that are competition graphs of Hamiltonian digraphs are chordal graphs and interval graphs. See Chapters 4 and 8 of Golumbic [2] for characterizations and more information about these graphs.

Proposition 3.4. If $G$ is a chordal graph on $n \geq 3$ vertices, then $G$ is the competition graph of a Hamiltonian digraph.

Proof. The proof is by induction on the number of vertices. It is easy to verify the theorem for chordal graphs with three vertices. Assume the result is true for all chordal graphs with less than $n$ vertices and suppose $G$ is a chordal graph with $n$ vertices. If $G=K_{n}$, then we are done by Proposition 3.3. So suppose $G \neq K_{n}$ and let


Fig. 2. This graph is not the competition graph of a Hamiltonian digraph.
$x$ be a simplicial vertex in $G$ and let $G^{\prime}=G-\{x\}$. Since $G^{\prime}$ is chordal, $G^{\prime}=C\left(D^{\prime}\right)$ where $D^{\prime}$ has the Hamiltonian cycle $a_{1}, a_{2}, \ldots, a_{n-1}$. Since $G \neq K_{n}$, there is a vertex $a_{j} \notin N[x]$, the closed neighborhood of $x$. Note that $N[x]$ is a clique since $x$ is simplicial. We define a new digraph $D$ as follows: $\operatorname{In}_{D}(x)=\operatorname{In}_{D^{\prime}}\left(a_{j}\right) ; \operatorname{In}_{D}\left(a_{j}\right)=N[x]$; and $\operatorname{In}_{D}\left(a_{i}\right)=\operatorname{In}_{D^{\prime}}\left(a_{i}\right)$ for all $i \neq j$. Clearly $C(D)=G$ and $a_{1}, a_{2}, \ldots, a_{j-1}, x, a_{j}, \ldots, a_{n-1}$ is a Hamiltonian cycle in $D$.

We note that since every chordal graph has a perfect elimination scheme, it automatically satisfies $\Theta_{E}(G)+i(G) \leq n$. Since the problem of determining the structure of digraphs with interval competition graphs remains an interesting open problem, we include the following corollary.

Corollary 3.5. If $G$ is an interval graph on $n \geq 3$ vertices, then $G$ is the competition graph of a Hamiltonian digraph.

We now prove that connected triangle-free graphs on three or more vertices are the competition graphs of Hamiltonian digraphs. To obtain this result, we need the following lemma.

Lemma 3.6. If $G$ is a connected triangle-free graph with $|V(G)|=n$ and $\Theta_{E}(G) \leq$ $n$, then $G$ is a tree or a tree with an additional edge.

Proof. Since $G$ is triangle-free, the cliques in any clique cover of minimum cardinality are just the edges of $G$. Since $G$ is connected and $\Theta_{E}(G) \leq n$, then either $e(G)=n-1$ and $G$ is a tree or $e(G)=n$ and $G$ is a tree plus an edge.

Proposition 3.7. If $G$ is a connected triangle-free graph on $n \geq 3$ vertices with $\Theta_{E}(G) \leq n$, then $G=C(D)$ for $D$ Hamiltonian.

Proof. The proof is by induction on the number of vertices $n$. For $n=3$, a path on three vertices is the only such graph, and by Proposition 3.4 a path on three vertices is the competition graph of a Hamiltonian digraph. Assume the result is true for all connected triangle-free graphs with $n$ vertices and suppose $G$ has $n+1$ vertices. By Lemma 3.6, $G$ is either a tree or a tree plus an edge. If $G$ is a tree, we are done by Proposition 3.4, so assume $G$ is a tree plus an edge. If $G$ has no pendant vertices, then $G$ is a cycle and the result follows from Proposition 3.3, so assume $G$ has a pendant vertex. Let $x$ be a pendant vertex in $G$. Then $G-\{x\}$ satisfies the induction hypothesis. Let $a_{1}, \ldots, a_{n}$ be the vertices of the Hamiltonian cycle. Since $n \geq 3$ and $\operatorname{deg}(x)=1$, there is a vertex $a_{j}$ such that $\left(x, a_{j}\right)$ is an edge in $G$ and a vertex $a_{k}$ such that $\left(x, a_{k}\right)$ is not an edge in $G$. We construct a new digraph $D^{\prime}$ as follows: $\operatorname{In}_{D^{\prime}}(x)=\operatorname{In}_{D}\left(a_{k}\right), \operatorname{In}_{D^{\prime}}\left(a_{k}\right)=\left\{x, a_{j}\right\}, \operatorname{In}_{D^{\prime}}\left(a_{i}\right)=\operatorname{In}_{D}\left(a_{i}\right)$ for $i \neq k$. Then $C\left(D^{\prime}\right)=$ $G$ and $a_{1}, a_{2}, \ldots, a_{k-1}, x, a_{k}, \ldots, a_{n}$ is a Hamiltonian cycle in $D^{\prime}$, completing the proof.

We now turn to the question of whether or not all graphs that satisfy $\Theta_{E}(G)+$ $i(G) \leq n$ are the competition graphs of Hamiltonian digraphs. In fact, not all trianglefree graphs satisfying this condition work. For example, neither the triangle-free graph in Fig. 2 nor the graph in Fig. 3 is the competition graph of a Hamiltonian digraph. The reasons are a consequence of the following result.

Theorem 3.8. If $G$ is the competition graph of a Hamiltonian digraph, then $G$
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has an edge clique covering that has a system of distinct representatives among the vertices of the cliques.

Proof. Suppose $G=C(D)$, where $D$ is Hamiltonian and let $a_{1}, \ldots, a_{n}$ be the Hamiltonian cycle in $D$. Let $C_{i}=\operatorname{In}\left(a_{i}\right)$, then $\mathcal{C}=\left\{C_{1}, \ldots, C_{n}\right\}$ is an edge clique covering of $G$, and $\left\{a_{n}, a_{1}, a_{2}, \ldots, a_{n-1}\right\}$ is a system of distinct representatives (SDR) for $\mathcal{C}$.

Corollary 3.9. Suppose that $G$ is a graph with components $G_{i}$, each of which has $n_{i}$ vertices. If $G$ is the competition graph of a Hamiltonian digraph, then $\Theta_{e}\left(G_{i}\right) \leq$ $n_{i}$ for each component $G_{i}$.

Proof. Suppose that $G$ is the competition graph of a Hamiltonian digraph. If $\Theta_{E}\left(G_{i}\right)>n_{i}$ for some $i$, then every edge clique cover $\mathcal{C}$ of $G$ requires more than $n_{i}$ cliques to cover $G_{i}$, and each of these cliques contains only vertices of $G_{i}$. It follows that $\mathcal{C}$ does not have a system of distinct representatives, a contradiction.

For the graph in Fig. 2, although $\Theta_{E}(G)+i(G) \leq n$, seven cliques are required to cover the component determined by $\{1,2,3,4,5,6\}$, so no edge clique cover contains an SDR. For the graph in Fig. 3, the fact that $\Theta_{E}(G)=10$ and that 5 and 6 are adjacent simplicial vertices causes the problem, as described in the following corollary to Theorem 3.8.

Corollary 3.10. If $G$ is a graph on $n$ vertices satisfying $\Theta_{E}(G)=n$ and $G=$ $C(D)$ for $D$ Hamiltonian, then $G$ contains no adjacent pair of simplicial vertices.

Proof. Suppose that $G=C(D)$ for $D$ Hamiltonian and that $\Theta_{E}(G)=n$. Suppose that $x$ and $y$ are simplicial vertices in $G$ that are adjacent. Then $N[x, y]$ is a clique, so $G-\{x, y\}$ requires at least $n-1$ cliques in any clique cover. But then no edge clique cover of $G$ contains an SDR, a contradiction.

We can use Theorem 3.8 to determine exactly which triangle-free graphs are competition graphs of Hamiltonian digraphs.

Theorem 3.11. Suppose that $G$ is a triangle-free graph with components $G_{i}$ each of which has $n_{i}$ vertices. Then $G$ is the competition graph of a Hamiltonian digraph if and only if $\Theta_{E}\left(G_{i}\right) \leq n_{i}$ for each component $G_{i}$.

Proof. One direction of the proof follows from Corollary 3.9. Suppose that $\Theta_{E}\left(G_{i}\right) \leq n_{i}$ for each component $G_{i}, 1 \leq i \leq k$, where $k$ is the number of components in $G$. If $n_{i} \geq 3$, then $G_{i}$ is the competition graph of a Hamiltonian digraph $D_{i}$ with Hamiltonian cycle $a_{1}^{i}, \ldots, a_{n_{i}}^{i}$ by Proposition 3.7. If $n_{i}=2$, then $G_{i}=K_{2}$, and we let $D_{i}$ be the arc ( $a_{1}^{i}, a_{2}^{i}$ ) (observe $C\left(D_{i}\right) \neq G_{i}$ in this case). If $n_{i}=1$, then $D_{i}$ is the isolated vertex $a_{1}^{i}$. Let $D=\bigcup_{i=1}^{k} D_{i}$. We can now form a digraph $D^{\prime}$ such that $C\left(D^{\prime}\right)=G$ and $D^{\prime}$ is Hamiltonian. For $i=1, \ldots, k-1$, if $n_{i} \geq 3$, let $\operatorname{In}_{D^{\prime}}\left(a_{1}^{i+1}\right)=\operatorname{In}_{D}\left(a_{1}^{i}\right)$. If $n_{k} \geq 3$, let $\operatorname{In}_{D^{\prime}}\left(a_{1}^{1}\right)=\operatorname{In}_{D}\left(a_{1}^{k}\right)$. For $i=1, \ldots, k-1$, if $n_{i}=2$, let $\operatorname{In}_{D^{\prime}}\left(a_{1}^{i+1}\right)=\left\{a_{1}^{i}, a_{2}^{i}\right\}$. If $n_{k}=2$, let $\operatorname{In}_{D^{\prime}}\left(a_{1}^{1}\right)=\left\{a_{1}^{k}, a_{2}^{k}\right\}$. For $i=1, \ldots, k-1$, if $n_{i}=1$, let $\operatorname{In}_{D^{\prime}}\left(a_{1}^{i+1}\right)=a_{1}^{i}$. If $n_{k}=1$, let $\operatorname{In}_{D^{\prime}}\left(a_{1}^{1}\right)=a_{1}^{k}$. Let all other insets in $D^{\prime}$ be the same as in $D$. Observe we have not changed any existing competitions from $C(D)$ to $C\left(D^{\prime}\right)$. Thus if $n_{i} \neq 2$, we get all the edges of $G_{i}$ in $C(D)$. For $i=1, \ldots, k-1$, if $n_{i}=2$, then $\operatorname{In}_{D^{\prime}}\left(a_{1}^{i+1}\right)=\left\{a_{1}^{i}, a_{2}^{i}\right\}$ gives the edge in $G_{i}=K_{2}$. Similarly, $\operatorname{In}_{D^{\prime}}\left(a_{1}^{1}\right)$ does this if $n_{k}=2$. Thus $C\left(D^{\prime}\right)=G$ and $D^{\prime}$ has the Hamiltonian cycle $a_{1}^{1}, \ldots, a_{n_{1}}^{1}, a_{1}^{2}, \ldots, a_{n_{2}}^{2}, \ldots, a_{1}^{k}, \ldots, a_{n_{k}}^{k}$.

We would like to improve on the characterization given in Theorem 3.1. One possibility for $n \geq 3$ and $G$ satisfying $\Theta_{E}(G) \leq n$ and no isolated vertices is the converse of Theorem 3.8. While we have yet to find a counterexample, we have not been able to show that this condition is sufficient to get a Hamiltonian digraph without loops. We close this section with the following result analogous to the result of Brigham and Dutton [1] for acyclic digraphs.

Theorem 3.12. Suppose $G$ is a graph on $n \geq 3$ vertices satisfying $\Theta_{E}(G) \leq n$ and $i(G)=0$. Then $G$ is the competition graph of a Hamiltonian digraph possibly having loops if and only if $G$ has an edge clique covering $\mathcal{C}=\left\{C_{1}, \ldots, C_{n}\right\}$ that has a system of distinct representative.

Proof. One direction of the proof follows from Theorem 3.8. So suppose $G$ has such an edge clique covering $\mathcal{C}$. Let the representative for clique $C_{i}$ be labeled $a_{i-1}$ for $i=2, \ldots, n$ and the representative for $C_{1}$ be labeled $a_{n}$. Define a digraph $D$ by $\operatorname{In}\left(a_{i}\right)=C_{i}$. Then $G=C(D)$ and $a_{1}, \ldots a_{n}$ is a Hamiltonian cycle in $D$.
4. Observations and future research. One obvious area for future research is improvement on the theorem of competition graphs of Hamiltonian digraphs. Perhaps some modification of Theorem 3.12 holds for digraphs without loops.

If $G$ is a graph satisfying $\Theta_{E}(G)+i(G) \leq n$, what is needed are algorithms or at least heuristics for generating strongly connected digraphs satisfying $C(D)=G$. If $D$ represents a communication network, one might want the heuristics to minimize or maximize the number of arcs in $D$ without changing $G$. Hefner and Hintze [3] have some results in this area.

These new characterizations suggest another problem. Suppose $\Theta_{E}(G)+i(G) \leq$ $n$. Let $\mathcal{D}(G)=\{D \mid C(D)=G\}$. What can be said about $\mathcal{D}(G)$ ? For example, we know that $\mathcal{D}(G)$ contains a strongly connected digraph. If $G$ is interval with an isolated vertex, then $\mathcal{D}(G)$ also contains an acyclic digraph as well as a Hamiltonian digraph. This approach may shed some light on the problem of characterizing digraphs with interval competition graphs. For a particular class of graphs, one might determine canonical representatives in $\mathcal{D}(G)$. This problem is investigated in Lundgren and Merz [8].
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#### Abstract

The new characterization for maximum matching in bipartite graphs given by Balinski and González is based on "strong spanning trees" and is independent on the classical notion of augmenting path. However, the algorithm that they derived runs in $0(|V||E|)$ time for bipartite graphs with $|V|$ nodes and $|E|$ edges, and so it is not competitive with the $0(\sqrt{|V||E|) \text { algorithm of }}$ Hopcroft and Karp. In this paper we prove that the basic results given by Hopcroft and Karp can also be obtained using the new characterization, allowing us to develop a competitive algorithm.
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1. Introduction. A matching $Z$ in an undirected finite graph $G=(V, E)$ with node set $V$ and edge set $E$ is a subset of $E$ such that no two edges of $Z$ have a common node. The maximum matching problem is to find a matching whose number of edges is maximum.

Balinski and González [3] presented a new characterization and a new algorithm to solve the maximum matching problem in bipartite graphs; these are based on "strong spanning trees," a concept introduced by Balinski [2]. This new approach is independent of the classical notion of augmenting paths, on which all the relevant results (related to the problem) previously written are based.

The classical notion states that a given matching $Z$ is maximum if and only if there exists no augmenting path with respect to $Z$ (proved independently by Berge [4] and Norman and Rabin [11]). This, in turn, gives a general procedure. Starting with any matching (e.g., the empty one), a search for an augmenting path is conducted. If the search finds one, the matching is augmented and the procedure is repeated (using the resulting matching) until no augmenting path is found.

For the bipartite case, direct implementations of the above procedure give algorithms that run in $0(|V||E|)$ time (e.g., Hall [7], Ford and Fulkerson [5], Kuhn [10]). The best algorithm in this case is that of Hopcroft and Karp [8], which has a running time of $0(\sqrt{|V|}|E|)$. To obtain such a bound, they proved that the construction of a maximum matching can be performed in $\sqrt{|V|}$ "phases." For a given matching $Z$, a phase consists of finding a maximal set of node-disjoint, minimum-length, augmenting paths with respect to $Z$. They showed that each phase can be carried out in $0(|E|)$ time. Alt et al. [1] give an implementation of the Hopcroft-Karp algorithm, which runs in time $0\left(n^{1.5} \sqrt{m / \log n}\right)$, an improvement by a factor of $\sqrt{\log n}$ for dense graphs.

The new algorithm of Balinski and González runs in $0(|V||E|)$ time and so is competitive with all algorithms that use augmenting paths except that of Hopcroft and Karp.

In this paper, we show that the approach originating from the concept of strong

[^23]spanning trees is actually related to the classical notion of augmenting paths, allowing us to follow and reproduce the basic results given by Hopcroft and Karp, which in turn allows us to derive a competitive algorithm.
2. Preliminaries and basic results. Let $G=(M, N, E)$ be a finite, connected, undirected, bipartite graph with node set $M \cup N$ and edge set $E \subset M \times N$, where $M=\{1,2, \ldots, m\}$ and $N=\{1,2, \ldots, n\}$. The elements of $M$ and $N$ are called row and column nodes, respectively. It will be assumed that $m \geq n$ and that $(i, j) \in E$ means $i \in M$ and $j \in N$.

Let $Z$ be a given matching of $G$. A row or column node $h$ is free or unmatched if $h$ is incident with no edge of $Z$. The edges of $Z$ are said to be matched and the ones of $E-Z$ unmatched. An augmenting path is a path of distinct nodes whose edges are alternatively in $E-Z$ and $Z$ and whose endpoints are both free (if one of them is a row node, the other one is a column node). If $\mu$ is any augmenting path with respect to $Z$, its length (number of edges), denoted by $|\mu|$, is odd. The following are well-known results for the maximum matching problem.

Lemma 1. Let $Z$ be a matching of $G$. If $\mu$ is any augmenting path with respect to $Z$, then $Z \Delta \mu=(Z-\mu) \cup(\mu-Z)$ is a matching of $G$ and $|Z \Delta \mu|=|Z|+1$.

Theorem 1 [4], [11]. $Z$ is a maximum matching of $G$ if and only if there is no augmenting path with respect to $Z$.

Since the notion of strong spanning trees cannot be applied to every bipartite graph [3], an auxiliary bipartite graph associated with $G$ is considered.

Given a bipartite graph $G=(M, N, E)$, the auxiliary graph $G^{a}$ associated with $G$ is the bipartite graph $G^{a}=\left(M^{a}, N, E^{a}\right)$, where $M^{a}=M \cup\{0\}$ and $E^{a}=E \cup\{(0, j)$ : $j \in N\}$.

Every spanning tree $T$ of $G^{a}$ will be considered to be a tree rooted at row node 0 . This induces a direction on all edges on paths $\mu_{0 s} \subset T$ which are directed away from the root 0 toward the (row or column) node $s$. If $l^{\prime}$ and $l^{\prime \prime}$ are two nodes joined by an edge of $T$, which is directed from $l^{\prime}$ to $l^{\prime \prime}$, then $l^{\prime}$ is called the predecessor of $l^{\prime \prime}$ in $T$ and $l^{\prime \prime}$ is a successor of $l^{\prime}$ in $T$. Further, such an edge is called odd if $l^{\prime} \in M$ and $l^{\prime \prime} \in N$ and even if $l^{\prime \prime} \in M$ and $l^{\prime} \in N$. Furthermore, a node or an edge is said to be higher than a second node or edge in $T$ (and the second is lower) if the first is on the path that joins the root to the second one. For every (row or column) node $s, T(s)$ denotes the subtree of $T$ which contains $s$ and all lower nodes and edges (than $s$ ) of $T$ (i.e., node $s$ is the root of $T(s)$ ), and $M^{s}$ and $N^{s}$ denote the sets of row and column nodes, respectively, that belong to $T(s)$. If $t \in T(s)$, the distance from $s$ to $t$ is the number of edges of the (unique) path $\mu_{s t}$ contained in $T$.

A spanning tree $T$ of $G^{a}$ is a strong spanning tree (s.s.t.) if every column node of degree 1 in $T$ is joined to the root by an (auxiliary) edge (i.e., terminal nodes in $T$ whose distance to the root is greater than 1 are all row nodes).

Given an s.s.t. $T$ of $G^{a}, Q(T)$ and $C(T)$ denote the sets of column nodes of degree 1 and greater than 2 in $T$, respectively. Furthermore, $D(T)$ denotes the subset of $C(T)$ which is highest, i.e., $h \in D(T)$ if $h \in C(T)$ and column nodes in $\mu_{0 h}$ different from $h$ are all of degree 2 in $T . M^{D}$ and $N^{D}$ denote the set of row and column nodes that belong to the subtrees of $T$ rooted at the column nodes $h \in D(T)$, i.e., $M^{D}=\cup\left\{M^{h}: h \in D(T)\right\}$ and $N^{D}=\cup\left\{N^{h}: h \in D(T)\right\}$.

An s.s.t. $T$ of $G^{a}$ is called closed if either $Q(T)=\phi$ or $C(T)=\phi$ or if $i \in M^{D}$ and $(i, j) \in G$ implies $j \in N^{D}$.

Let $T$ be an s.s.t. of $G^{a}$. For each column node $j \notin Q(T)$ (i.e., $j$ is of at least degree 2 in $T)$, let $s(j)$ be some successor of $j$ in $T$. The set $Z(T)=\cup\{(s(j), j): j \notin Q(T)\}$
is a matching of $G$, called the matching induced by $T$. Note that if $Z^{\prime}$ and $Z^{\prime \prime}$ are two matchings induced by an s.s.t. $T$ of $G^{a}$, then $\left|Z^{\prime}\right|=\left|Z^{\prime \prime}\right|$.

Given a spanning tree $T$ of $G^{a}$, a pivot in $T$ consists of deleting an edge of $T$ (called the leaving edge) and replacing it by an edge of $G-T$ (called the entering edge) to form a new spanning tree of $G^{a}$. A pivot in $T$ is said to be even (respectively, odd) if the leaving edge is even (respectively, odd). Furthermore, if the leaving edge joins the nodes $l^{\prime}$ and $l^{\prime \prime}$, and $l^{\prime \prime}$ is a successor of $l^{\prime}$ in $T$, then the deletion of such an edge cuts $T$ in two distinct subtrees: $T\left(l^{\prime \prime}\right)$ containing the node $l^{\prime \prime}$ and $T-T\left(l^{\prime \prime}\right)$ containing the node $l^{\prime}$. The entering edge is chosen from the set $B\left(l^{\prime}, l^{\prime \prime}\right)=\left\{(i, j): i \in M^{l^{\prime \prime}}, j \in N-N^{l^{\prime \prime}}\right\}$. If $(f, g)$ denotes the entering edge, $P=P\left(\left(l^{\prime}, l^{\prime \prime}\right),(f, g)\right)$ denotes the corresponding pivot and $T^{\prime}=T * P=\left(T-\left(l^{\prime}, l^{\prime \prime}\right)\right) \cup(f, g)$ is the resulting spanning tree.

Lemma 2 [3]. Let $T$ be an s.s.t. of $G^{a}$ and $h \in C(T)$. If $(l, h)$ is odd (even) edge in $T$ and $B(l, h) \neq \phi$, then $T^{\prime}=(T-(l, h)) \cup(f, g)$ is an s.s.t. of $G^{a}$ for any $(f, g) \in B(l, h)$ and $\left|Z\left(T^{\prime}\right)\right|=|Z(T)|$ if $g \notin Q(T)$ and $\left|Z\left(T^{\prime}\right)\right|=|Z(T)|+1$ if $g \in Q(T)$, for any $Z(T)$ and $Z\left(T^{\prime}\right)$ matchings induced by $T$ and $T^{\prime}$, respectively.

The following is the characterization of maximum matchings in bipartite graphs using strong spanning trees.

Theorem 2 [3]. If $T$ is a closed s.s.t. of $G^{a}$, then every matching induced by $T$ is a maximum matching of $G$. Moreover, every $G^{a}$ has a closed s.s.t. T. Reciprocally, if $Z$ is any maximum matching of $G$, then there exists a closed s.s.t. $T$ of $G^{a}$ with $Z$ a matching induced by $T$.

The algorithm described in [2] ensures the existence of a closed s.s.t. for every $G^{a}$. It generates a finite sequence of s.s.t. of $G^{a}, T^{0}, T^{1}, \ldots, T^{r}$, where $T^{k}$ is obtained by pivoting on some odd edge of $T^{k-1}, k=1, \ldots, r$, and $T^{r}$ is closed.
3. Strong block pivots in strong spanning trees. The implementation of the algorithm proposed in [3] uses the idea of a "block pivot" (as suggested in [6]). This permits the description of the algorithm as one consisting of at most $|N|-1$ stages. Each stage starts with the s.s.t. obtained at the end of the preceding stage and generates a finite sequence of (odd) pivots which terminates with a pivot whose entering edge is incident with a column node of degree 1 in that tree. At the end of the stage, a block pivot is performed to update the tree. The work required in each stage is $0(|E|)$, implying that the algorithm requires a work of $0(|V||E|)$ to find a maximum matching in the bipartite $G=(M, N, E)$. To make this idea more efficient some modification is needed. The following, as we prove later on, achieves this requirement.

Let $T$ be an s.s.t. of $G^{a}$. A strong block pivot (s.b.p.) in $T$ is a finite sequence of pivots in $T, P\left(\left(l_{1}, h_{1}\right),\left(f_{1}, h_{2}\right)\right), P\left(\left(l_{2}, h_{2}\right),\left(f_{2}, h_{3}\right)\right), \ldots, P\left(\left(l_{k-1}, h_{k-1}\right),\left(f_{k-1}, h_{k}\right)\right)$ that satisfies the following conditions:
(a) $\left(l_{1}, h_{1}\right)$ is an even edge in $T$ with column node $h_{1}$ of degree greater than 2 in $T$ and $f_{1} \in T\left(l_{1}\right)$;
(b) $\left(l_{i}, h_{i}\right)$ is an odd edge in $T$ with column node $h_{i}$ of degree 2 in $T$ and $f_{i} \in T\left(h_{i}\right)$, for $i=2, \ldots, k-1$;
(c) column node $h_{k}$ is of degree 1 in $T$ and $T^{\prime}=T * P_{k-1} * P_{k-2} * \cdots * P_{t}$ is a spanning tree of $G^{a}$, for $t=1, \ldots, k-1$, where $P_{i}=P\left(\left(l_{i}, h_{i}\right),\left(f_{i}, h_{i+1}\right)\right), i=1, \ldots, k-1$.

The requirement that the first leaving edge be an even edge in $T$ is crucial to efficiency, since $T\left(l_{1}\right) \subseteq T\left(h_{1}\right)$ implies that pivoting on ( $l_{1}, h_{1}$ ) takes less work than pivoting on the odd edge $\left(l_{0}, h_{1}\right) \in T$, with $l_{0}$ being the predecessor of $h_{1}$ in $T$. In addition, and more importantly, the choice of an even edge (as we will prove later) allows us to construct a certain set of s.b.p.s associated with $T$ (the equivalent of the particular set of augmenting paths found in each stage of the Hopcroft-Karp
algorithm), which is not always possible if the leaving edge is chosen as an odd edge (as in the Balinski-González algorithm).

To simplify notation (in some cases), $P=P_{1} \cup P_{2} \cup \cdots \cup P_{k-1}$ and $T^{\prime}=T * P$ will denote, respectively, an s.b.p. in $T$ and the resulting spanning tree of $G^{a}$ obtained after $P$ is done in $T$.

Two s.s.t.'s $T$ and $T^{\prime}$ of $G^{a}$ are called equivalent if $|Z(T)|=\left|Z\left(T^{\prime}\right)\right|$ for any $Z(T)$ and $Z\left(T^{\prime}\right)$ matchings induced by $T$ and $T^{\prime}$, respectively.

Lemma 3. Let $T$ be an s.s.t. of $G^{a}$. If $P$ is an s.b.p. in $T$, then $T^{\prime}=T * P$ is an s.s.t. of $G^{a}$, and $\left|Z\left(T^{\prime}\right)\right|=|Z(T)|+1$ for any $Z(T), Z\left(T^{\prime}\right)$ matchings induced by $T$ and $T^{\prime}$, respectively.

Proof. The proof follows directly from the definition of strong block pivots. $\quad$
Theorem 3. Let $T$ be an s.s.t. of $G^{a}$. If $T$ does not admit strong block pivots, then every matching induced by $T$ is a maximum matching of $G$.

Proof. We prove that $T$ is equivalent to a closed s.s.t. $T^{*}$ of $G^{a}$. In such a case, Theorem 2 and the definition of equivalence between trees imply the result.

Suppose that $T$ is not closed (otherwise $T^{*}=T$ ). Then, for some $h \in D(T)$, there exists an edge $(f, g)$ with $f \in T(h)$ and $g \notin N^{D}$. Since $h \in D(T), g$ does not belong to $Q(T)$, otherwise $P=P\left(\left(l^{\prime}, h\right),(f, g)\right)$ would be an s.b.p. in $T$, where $\left(l^{\prime}, h\right)$ is the even edge that belongs to the unique path in $T$ that joins $h$ with $f$, contradicting the hypothesis. Therefore, column node $g$ is of degree 2 in $T$. If $l^{\prime \prime}$ is the predecessor of $g$ in $T$, pivot on $\left(l^{\prime \prime}, g\right)$ in $T$, using $(f, g)$ as the entering edge, to obtain a new s.s.t. $T^{\prime}$ which is equivalent with $T$. By repeating this argument at most $|N|-|Q(T)|-|D(T)|$ times (since no more than this number of pivots can be done), a closed s.s.t. $T^{*}$ equivalent with $T$ is obtained.

Note that these results are similar to the ones given in Lemma 1 and Theorem 1.
4. The algorithm of Hopcroft and Karp. The following are the main results on which the Hopcroft-Karp algorithm is based.

Theorem 4 [8]. Let $Z^{\prime}$ and $Z^{\prime \prime}$ be two matchings of $G$. If $r=\left|Z^{\prime}\right|, s=\left|Z^{\prime \prime}\right|$, and $s>r$, then $Z^{\prime} \Delta Z^{\prime \prime}=\left(Z^{\prime}-Z^{\prime \prime}\right) \cup\left(Z^{\prime \prime}-Z^{\prime}\right)$ contains at least $s-r$ node-disjoint augmenting paths relative to $Z^{\prime}$. Moreover, if $Z^{\prime \prime}$ is a maximum matching of $G$, then there exists an augmenting path relative to $Z^{\prime}$ whose length is at most $2\lfloor r /(s-r)\rfloor+1$.

Given a matching $Z$ of $G$, an augmenting path $\mu$ relative to $Z$ is called shortest if $|\mu| \leq\left|\mu^{\prime}\right|$ for any augmenting path $\mu^{\prime}$ relative to $Z$.

Theorem 5 [8]. Let $Z$ be a matching of $G$ and $\mu$ a shortest augmenting path relative to $Z$. If $\mu^{\prime}$ is any augmenting path relative to $Z^{\prime}=Z \Delta \mu$, then $\left|\mu^{\prime}\right| \geq|\mu|+$ $\left|\mu \cap \mu^{\prime}\right|$.

By using these results the general procedure that finds a maximum matching in $G$ can be modified as follows. Starting with any matching $Z_{0}$ (e.g., $Z_{0}=\phi$ ), construct a sequence of matchings $Z_{1}, Z_{2}, \ldots$, defined by $Z_{i+1}=Z_{i} \Delta \mu_{i}$, where $\mu_{i}$ is a shortest augmenting path relative to $Z_{i}$. Moreover, these results imply that the computation of the sequence $\left\{Z_{i}\right\}$ can be performed in at most $2\lfloor\sqrt{|N|}\rfloor+2$ phases. Within each phase, all the segmenting paths found are node disjoint and have the same (shortest) length. All the augmenting paths are relative to the matching from the beginning of the phase.

In short, the basic steps of the algorithm are as follows:
Step 0 . Start with $Z=\phi$.
Step 1. Let $l(Z)$ be the length of a shortest augmenting path relative to the current matching $Z$. Find a maximal set of paths $\left\{\mu_{1}, \mu_{2}, \ldots, \mu_{t}\right\}$ such that
(a) $\mu_{i}$ is an augmenting path relative to $Z$ and $\left|\mu_{i}\right|=l(Z)$, for $i=1, \ldots, t$, and
(b) the $\mu_{i}$ are node disjoint. If no such paths exist, stop. The current matching $Z$ is maximum. Otherwise, go to Step 2.
Step 2. Construct $Z^{\prime}=Z \Delta \mu_{1} \Delta \mu_{2} \Delta \ldots \Delta \mu_{t}$. Set $Z=Z^{\prime}$ and go to Step 1 .
The construction of the set $\left\{\mu_{1}, \mu_{2}, \ldots, \mu_{t}\right\}$ in Step 1 is replaced by one that obtains a maximal set of node-disjoint paths in a particular graph associated with $G$ using a depth-first search. The work required to perform such a construction is $0(|E|)$, which implies the $0(\sqrt{|N|}|E|)$ bound for the whole algorithm.
5. The new competitive algorithm. In this section we show that the concept of an s.s.t. is related to the notion of augmenting path. This allows us to obtain results similar to those given in Theorems 4 and 5. To this end, some additional definitions are needed.

Let $T$ be an s.s.t. of $G^{a}$ and $P=\left\{P\left(\left(l_{i}, h_{i}\right),\left(f_{i}, h_{i+1}\right)\right): i=1, \ldots, k-1\right\}$ an s.b.p. in $T$. The definition of an s.b.p.implies that the (unique) paths in $T, \mu\left(l_{1}, f_{1}\right)$, $\mu\left(h_{i}, f_{i}\right), i=2, \ldots, k-1$, together with the entering edges $\left(f_{i}, h_{i+1}\right)$, define the path $\mu(P)=\mu\left(l_{1}, f_{1}\right) \cup\left(f_{1}, h_{2}\right) \cup \mu\left(h_{2}, f_{2}\right) \cup \cdots \cup \mu\left(h_{k-1}, f_{k-1}\right) \cup\left(f_{k-1}, h_{k}\right)$ (contained in $\left.G\right)$. The size of $P$, denoted by $s(P)$, is defined by the length of $\mu(P)$, i.e., $s(P)=|\mu(P)|$.

A given s.b.p. $P$ in $T$ is said to be of smallest size if $s(P) \leq s\left(P^{\prime}\right)$ for any s.b.p. $P^{\prime}$ in $T$.

Two s.b.p. $P$ and $P^{\prime}$ in an s.s.t. $T$ of $G^{a}$ are said to be disjoint if the paths $\mu(P)$ and $\mu\left(P^{\prime}\right)$ are node disjoint.

Theorem 6. Let $T$ be an s.s.t. of $G^{a}$ and $Z(T)$ a matching induced by T. If $\mu$ is an augmenting path relative to $Z(T)$, then $T$ admits an s.b.p. $\left\{P\left(\left(l_{i}, h_{i}\right),\left(f_{i}, h_{i+1}\right)\right)\right.$ : $i=1, \ldots, k-1\}$ such that $\mu$ contains the paths $\mu\left(l_{1}, f_{1}\right), \mu\left(h_{i}, f_{i}\right)$ and the entering edges $\left(f_{i}, h_{i+1}\right), i=1, \ldots, k-1$, i.e., $\mu \supset \mu(P)$.

Proof. Let $\mu=\left\{\left(f, j_{1}\right),\left(i_{1}, j_{1}\right),\left(i_{1}, j_{2}\right), \ldots,\left(i_{p-1}, j_{p-1}\right),\left(i_{p-1}, g\right)\right\}$ be an augmenting path in $G$, relative to $Z(T)$, whose edges satisfy $\left(i_{l}, j_{l}\right) \in Z(T),\left(i_{l-1}, j_{l}\right) \notin Z(T)$, for $l=1, \ldots, p$, where $i_{0}=f \in M$ and $j_{p}=g \in N$ are its endpoints. The definition of $Z(T)$ implies that $g \in Q(T)$, that the predecessor of $f$ in $T$, say column node $h$, is of degree greater than 2 in $T$ (because row node $f$ is free), and that $j_{s}$ is the predecessor of $i_{s}$ in $T$ for $s=1, \ldots, p-1$ (because $\left(i_{s}, j_{s}\right) \in Z(T)$ ).

Let $\mu^{\prime}$ and $\mu^{\prime \prime}$ be the subsets of $\mu$ defined as follows. For each edge ( $i_{s}, j_{s+1}$ ) in $\mu$, let $q_{s}$ be the predecessor of $i_{s}$ in $T$ and $\mu^{\prime}=\left\{\left(i_{s}, j_{s+1}\right): q_{s}\right.$ is of degree greater than 2 in $T\}$. Furthermore, let $\mu^{\prime \prime}=\left\{\left(i_{s}, j_{s+1}\right):\left(i_{s}, j_{s+1}\right) \in \mu-T\right\}$. These two sets are nonempty because $\left(i_{0}, j_{1}\right)=\left(f, j_{1}\right) \in \mu^{\prime}$ and $\left(i_{p-1}, j_{p}\right)=\left(i_{p-1}, g\right) \in \mu^{\prime \prime}$ (since $g \in Q(T)$ and $\left.\left(i_{p-1}, g\right) \notin Z(T)\right)$. Therefore, if $t=\max \left\{s:\left(i_{s}, j_{s+1}\right) \in \mu^{\prime}\right\}$ and $\bar{\mu}$ denotes the subset of $\mu^{\prime \prime}$ containing the edges $\left(i_{s}, j_{s+1}\right)$, with $s>t(\bar{\mu} \neq \phi$ because $\left.\left(i_{p-1}, g\right) \in \bar{\mu}\right)$, then a strong block pivot $P$ in $T$ is defined by the even edge $\left(i_{t}, q_{t}\right)$, with which $P$ starts, and the edges in $\bar{\mu}$, which define the entering edges of $P$.

Corollary 1. Let $T$ be an s.s.t. of $G^{a}$ and $Z(T)$ a matching induced by T. If $P$ is an s.b.p. of minimum size in $T$, then $\mu(P)$ is a shortest augmenting path relative to $Z(T)$. Reciprocally, if $\mu$ is any shortest augmenting path relative to $Z(T)$, then $T$ admits an s.b.p. $P$ such that $\mu=\mu(P)$.

Proof. Let $P$ be an s.b.p. in $T$ of minimum size and suppose that there exists an augmenting path $\mu$ relative to $Z(T)$ satisfying $|\mu|<|\mu(P)|$. By Theorem $6, \mu$ determines an s.b.p., say $P^{\prime}$, whose size is at most equal to $|\mu|$. Therefore, $s\left(P^{\prime}\right) \leq$ $|\mu|<|\mu(P)|=s(P)$, contradicting the hypothesis on $P$.

The second part follows directly from Theorem 6 , since the s.b.p. $P$ determined by $\mu$ satisfies $\mu(P) \subset \mu$, and the condition on $\mu$ of being a shortest path implies $\mu(P)=\mu$.

Theorem 7. Let $T$ and $T^{\prime}$ be two s.s.t.'s of $G^{a}$ and $Z(T), Z\left(T^{\prime}\right)$ matchings induced by $T$ and $T^{\prime}$, respectively. If $r=|Z(T)|, s=\left|Z\left(T^{\prime}\right)\right|$, and $r<s$, then $T$ admits (at least) $s-r$ disjoint strong block pivots.

Proof. By Theorem 4, it follows that $Z(T) \Delta Z\left(T^{\prime}\right)$ contains (at least) $p=s-r$ node-disjoint augmenting paths $\mu_{1}, \mu_{2}, \ldots, \mu_{p}$ relative to $Z(T)$. Theorem 6 implies that each $\mu_{k}$ determines an s.b.p. $P_{k}$ which satisfies $\mu\left(P_{k}\right) \subset \mu_{k}$. This implies that $\mu\left(P_{k}\right)$ are node disjoint, and Theorem 7 follows.

Corollary 2. Let $T$ be an s.s.t. of $G^{a}$ and $Z(T)$ a matching induced by T. Let $r=|Z(T)|$ and $s$ denote the cardinality of a maximum matching of $G$. Then $T$ admits an s.b.p. of size (at most) $2\lfloor r /(s-r)\rfloor$.

Proof. Since $s>r$, Theorem 7 implies that $T$ admits $s-r$ s.b.p. which contain (at most) the $r$ edges of $Z(T)$. Therefore one of them contains (at most) $\lfloor r /(s-$ $r)\rfloor$ edges of $Z(T)$, and by definition, the size of such an s.b.p. is at most $2\lfloor r /$ $(s-r)\rfloor$.

Theorem 8. Let $T$ be an s.s.t. of $G^{a}$ and $P$ an s.b.p. of minimum size in $T$. If $T^{\prime}=T * P$ and $P^{\prime}$ is any s.b.p. in $T^{\prime}$, then $s\left(P^{\prime}\right) \geq s(P)+2\left|\mu(P) \cap \mu\left(P^{\prime}\right)\right|$.

Proof. Let $P=\left\{P\left(\left(l_{i}, h_{i}\right),\left(f_{i}, h_{i+1}\right)\right): i=1, \ldots, k-1\right\}$ be an s.b.p. of minimum size in $T$ and $T^{\prime}=T * P$. From the definition of s.b.p. it follows that $d^{\prime}\left(h_{i}\right)=2$ for $i=2, \ldots, k$ in $T^{\prime}$ and $d^{\prime}\left(h_{1}\right) \geq 2$ in $T^{\prime}$. Furthermore, $f_{i}$ is the successor of $h_{i+1}$ in $T^{\prime}$ and every odd (respectively, even) edge of $\mu\left(h_{i}, f_{i}\right)$ in $T$ is an even (respectively, odd) edge in $T^{\prime}$. Moreover, the definition of $\mu(P)$ implies that the distance between $h_{k}$ and $l_{1}$ in $T^{\prime}$ is $\left|\mu^{\prime}\left(h_{k}, l_{1}\right)\right|=|\mu(P)|$.

Let $P^{\prime}=\left\{P\left(\left(l_{i}^{\prime}, h_{i}^{\prime}\right),\left(f_{i}^{\prime}, h_{i+1}^{\prime}\right)\right): i=1, \ldots, t-1\right\}$ be an s.b.p. in $T^{\prime}$. If $\mu(P) \cap$ $\mu\left(P^{\prime}\right)=\phi$, then $P^{\prime}$ is also an s.b.p. in $T$, and hence $s\left(P^{\prime}\right) \geq s(P)$.

Now assume that $\mu(P) \cap \mu\left(P^{\prime}\right) \neq \phi$. The definition of $T^{\prime}$ implies that $\mu(P) \cap$ $\mu\left(P^{\prime}\right)$ is contained in $\mu^{\prime}\left(h_{k}, l_{1}\right)$ and that both the highest and lowest edge in $\mu^{\prime}\left(h_{k}, l_{1}\right)$ which belong to $\mu(P) \cap \mu\left(P^{\prime}\right)$ are even. Moreover, the first edge of $P^{\prime}$ (starting from $\left(l_{1}^{\prime}, h_{1}^{\prime}\right)$ toward $\left.\left(f_{t-1}^{\prime}, h_{t}^{\prime}\right)\right)$ that belongs to $\mu(P) \cap \mu\left(P^{\prime}\right)$ is an even edge in $T^{\prime}$. This property is also satisfied by the last edge of $P^{\prime}$ that belongs to $\mu(P) \cap \mu\left(P^{\prime}\right)$. Therefore, if $\left(f_{r}^{\prime}, h_{r+1}^{\prime}\right)$ and $\left(f_{s}^{\prime}, h_{s+1}^{\prime}\right)$ denote such edges, then $P^{\prime}$ can be partitioned as follows. $P^{\prime}: P_{1}^{\prime} \cup P_{2}^{\prime} \cup P_{3}^{\prime}$, where $P_{1}^{\prime}=\left\{P\left(\left(l_{i}^{\prime}, h_{i}^{\prime}\right),\left(f_{i}^{\prime}, h_{i+1}^{\prime}\right)\right): i=1, \ldots, r\right\}$ and $P_{3}^{\prime}=\left\{P\left(\left(l_{i}^{\prime}, h_{i}^{\prime}\right),\left(f_{i}^{\prime}, h_{i+1}^{\prime}\right)\right): i=s+1, \ldots, t-1\right\}$ satisfy $P_{1}^{\prime} \cap \mu(P)=P_{3}^{\prime} \cap \mu(P)=\phi$, and $\mu(P) \cap \mu\left(P^{\prime}\right) \subset P_{2}^{\prime}$. Furthermore, if $q_{j}^{\prime}=\left|P_{j}^{\prime} \cap \mu\left(P^{\prime}\right)\right|$ for $j=1,2,3, t_{1}^{\prime}=$ $\left|\mu^{\prime}\left(f_{s}^{\prime}, l_{1}\right)\right|, t_{2}^{\prime}=\left|\mu^{\prime}\left(h_{r+1}^{\prime}, f_{s}\right)\right|, t_{3}^{\prime}=\left|\mu^{\prime}\left(h_{k}, h_{r+1}\right)\right|, P_{1}=\left\{P\left(\left(l_{i}, h_{i}\right),\left(f_{i}, h_{i+1}\right)\right): i=\right.$ $1, \ldots, s-1\}$, and $P_{3}=\left\{P\left(\left(l_{i}, h_{i}\right),\left(f_{i}, h_{i+1}\right)\right): i=r+1, \ldots, k-1\right\}$, then the following hold:
(1) $s(P)=t_{1}^{\prime}+t_{2}^{\prime}+t_{3}^{\prime}$, because $\mu^{\prime}\left(h_{k}, l_{1}\right)=\mu^{\prime}\left(h_{k}, h_{r+1}\right) \cup \mu^{\prime}\left(h_{r+1}, f_{s}^{\prime}\right) \cup \mu^{\prime}\left(f_{s}^{\prime}, l_{1}\right)$ and, by definition, $s(P)=\left|\mu^{\prime}\left(h_{k}, l_{1}\right)\right|$.
(2) $q_{1}^{\prime}+t_{3}^{\prime} \geq s(P)$, because $P_{1}^{\prime} \cup P_{3}$ is an s.b.p. in $T$. Hence, using (1) it follows that $q_{1}^{\prime} \geq t_{1}^{\prime}+t_{2}^{\prime}$.
(3) $t_{1}^{\prime}+q_{3}^{\prime} \geq s(P)$, because $P_{1} \cup P\left(\left(l_{s}, h_{s}\right),\left(f_{s}, h_{s}^{\prime}+1\right)\right) \cup P_{3}^{\prime}$ is an s.b.p. in $T$. Therefore, $q_{3}^{\prime} \geq t_{2}^{\prime}+t_{3}^{\prime}$.
(4) $t_{1}^{\prime}+q_{2}^{\prime}+t_{3}^{\prime} \geq s(P)$, because $P_{1} \cup P_{2}^{\prime} \cup P_{3}$ is an s.b.p. in $T$. (1) implies that $q_{2}^{\prime} \geq t_{2}^{\prime}$.

These relations imply that $s\left(P^{\prime}\right)=q_{1}^{\prime}+q_{2}^{\prime}+q_{3}^{\prime} \geq t_{1}^{\prime}+3 t_{2}^{\prime}+t_{3}^{\prime} \geq s(P)+2 \mid \mu(P) \cap$ $\mu\left(P^{\prime}\right) \mid$ since $t_{2}^{\prime} \geq\left|\mu(P) \cap \mu\left(P^{\prime}\right)\right|$, completing the proof.

The above results allow us to give the following algorithm to construct maximum matchings in bipartite graphs.

The basic steps are as follows:
Step 0. Start with an s.s.t. $T$ of $G^{a}$.
Step 1. Let $s(P)$ be the size of an s.b.p. $P$ of minimum size in the current tree $T$. Find a maximal set of s.b.p. $\left\{P_{1}, \ldots, P_{t}\right\}$ such that
(a) $s\left(P_{i}\right)=s(P)$, for $i=1, \ldots, t$, and
(b) the $P_{i}$ are disjoint. If no such set exists, stop. Every matching induced by $T$ is a maximum matching of $G$. Otherwise, go to Step 2.
Step 2. Obtain $T^{\prime}=T * P_{1} * P_{2} * \cdots * P_{t}$. Set $T=T^{\prime}$, and go to Step 1.
We now, consider the complexity of the algorithm. Recall that $G=(M, N, E)$ with $|M| \geq|N|$.

In the implementation, a standard adjacency list is used to represent the bipartite graph, and each tree is represented by some known data structure (e.g., the "three label" given in [9]).

Step 0 requires an amount of work of $0(|M|+|N|)$. The above results imply (due to an argument similar to that of Hopcroft and Karp) that Step 1 (and thus Step 2) is performed at most $0(\sqrt{|N|})$ times. Thus, since Step 2 can be done in $0(|M|+|N|)$ work (the noted data structure for trees allows subsets of nodes to be obtained in work linear in their cardinalities), the complexity of the whole algorithm depends on the work required to perform Step 1. However, by following the method by which Hopcroft and Karp solve the corresponding step of their algorithm, we can also obtain a maximal set of node-disjoint paths in a particular graph $\bar{G}=(\bar{V}, \bar{E})$ associated with $G$ and use such a maximal set of paths to determine the maximal set of s.b.p.

Let $N_{0}=C(T), M_{1}=\left\{i \in M: i\right.$ is a successor of $j$ in $\left.T, j \in N_{0}\right\}, N_{1}=\{j \in N:$ $\left.(i, j) \in E, i \in M_{1}, j \in N-N_{0}\right\}$, and $E_{1}=\left\{(i, j): i \in M_{1}, j \in N_{1}\right\}$. (Note that every column node in $N_{1}$ is of degree 2 in $T$.)

Suppose that for $t=1, \ldots, k$ the sets $M_{t}, N_{t}$, and $E_{t}$ have been obtained. Then $M_{k+1}, N_{k+1}$, and $E_{k+1}$ are defined by $M_{k+1}=\{i: i$ is the successor of $j$ in $T, j \in$ $\left.N_{k}\right\}, N_{k+1}=\left\{j:(i, j) \in E, i \in M_{k+1}, j \in N-\bar{N}_{k}\right\}$, where $\bar{N}_{k}=\cup\left\{N_{t}: t=\right.$ $0,1, \ldots, k\}$, and $E_{k+1}=\left\{(i, j): i \in M_{k+1}, j \in N_{k+1}\right\}$.

If $k^{*}$ denotes the least value of the index $k$ for which $N_{k} \cap Q(T) \neq \phi$, then $\bar{V}=\cup\left\{M_{t} \cup N_{t}: t=1, \ldots, k^{*}\right\}$ and $\bar{E}=\cup\left\{E_{t}: t=1, \ldots, k^{*}\right\}$.

The graph $\bar{G}=(\bar{V}, \bar{E})$, thus defined, can be considered as a layered (directed and acyclic) graph, since $\bar{E} \subset \cup\left\{M_{t} \times N_{t}: t=1, \ldots, k^{*}\right\}$ and each node has either in-degree or out-degree equal to 1 .

The construction of $\bar{G}$ takes $0(|E|)$ time because each edge in $G$ is processed at most once to become an arc in $\bar{G}$. Furthermore, this construction implies that the strong block pivots of minimum size in $T$ are in one-to-one correspondence with the paths of $\bar{G}$ that begin at nodes in $M_{1}$ and end at nodes in $N_{k^{*}} \cap Q(T)$. Moreover, since a maximal set of node-disjoint paths in $\bar{G}$ can be obtained with an amount of work of $0(|\bar{E}|)$ (by applying algorithm $B$ given in $[8]$ ), we conclude that Step 1 of the above algorithm can be executed in at most $0(|E|)$ work, which implies the following result.

Theorem 9. The algorithm requires $0(|\sqrt{|V|}| E \mid)$ work to find a maximum matching in a bipartite graph with $|V|$ nodes and $|E|$ edges.

Even though the above results are similar to those of Hopcroft and Karp, the approach based on s.s.t.'s is different from the one based on augmenting paths because the progress of the present algorithm (from one iteration to the next) does not use
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any matching of $G$ associated with the current s.s.t., and therefore it does not use (explicitly) augmenting paths. In fact, the main object of this approach is to maintain the structure of the s.s.t. However, since s.s.t.'s do induce some matchings, the above results allow us to show the relation between the concept of s.s.t.'s and augmenting paths.

We end this work with an example to illustrate that the two approaches are different.

Figure 1(a) shows a bipartite graph $G$ with a matching $Z$ (defined by the heavy edges), and Fig. 1(b) shows a given s.s.t. $T$ of $G^{a}$.

Figures 2(a) and 2(b) illustrate the auxiliary graphs obtained during Step 1 of the Hopcroft-Karp algorithm and our algorithm, respectively.

The paths $\mu^{\prime}=\{(1,1)\}$ and $\mu^{\prime \prime}=\{(5,5)\}$ define a maximal set of node-disjoint paths of the graph $\bar{G}$ given in Fig. 2(b), and determine a maximal set of trivial node-disjoint s.b.p.'s $\left\{P^{\prime}, P^{\prime \prime}\right\}$ associated with the s.s.t. $T$ of the Fig. 1(b), where $P^{\prime}=\{P((1,2),(1,1))\}$ and $P^{\prime \prime}=\{P((5,6),(5,5))\}$. Figure 3 illustrates the resulting s.s.t. $T^{\prime}=T * P^{\prime} * P^{\prime \prime}$ after pivoting in $T((1,1)$ and $(5,5)$ are the entering edges, and the even edges $(1,2)$ and $(5,6)$ in $T$ are the leaving ones).

Note that $Q\left(T^{\prime}\right)=\phi$, and therefore $T^{\prime}$ is closed (the matching induced by $T^{\prime}$ is a maximum matching of the graph $G$ given in Fig. 1(a)). Furthermore, since $T^{\prime}=$ $(T-\{(1,2),(5,6)\}) \cup\{(1,1),(5,5)\}$, the new tree $T^{\prime}$ differs from $T$ only in the leaving and entering edges. In the general case, if $\left\{P_{1}, \ldots, P_{t}\right\}$ is the set of s.b.p.'s determined in Step 1 of the algorithm, then the resulting tree $T^{\prime}=T * P_{1} * \cdots * P_{t}$ will have $\left|\mu\left(P_{1}\right)\right|+\cdots+\left|\mu\left(P_{t}\right)\right|$ new edges because the edges in $\mu\left(P_{i}\right)$ that were odd (even) in $T$ become even (odd) in $T^{\prime}$.

The difference shown by this example is due to the following reason. In the augmenting path approach, the free (row and column) nodes are fixed by the current matching, whereas in the s.s.t. approach (using the matching jargon), column nodes in $Q(T)$ are free and any successor of column nodes in $C(T)$ can be considered as a

(a)

(b)

Fig. 2.


Fig. 3.
free node (but no one of them is fixed to be free) because of the structure of the strong spanning trees.
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#### Abstract

A binary code $C \subseteq \mathbb{F}_{2}^{n}$ with $M$ codewords is called an ( $n, M, r, \mu$ ) multiple covering of the farthest-off points (MCF) if the Hamming spheres of radius $r$ centered at the codewords cover the whole space $\mathbb{F}_{2}^{n}$ and every $x \in \mathbb{F}_{2}^{n}$ such that $d(x, C)=r$ is covered by at least $\mu$ codewords. The minimum possible cardinality $F(n, r, \mu)$ of such a code is studied and tables of upper bounds on $F(n, r, \mu)$ for $n \leq 16, r \leq 4, \mu \leq 4$ are given.
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1. Introduction. Denote by $\mathbb{F}_{2}=\{0,1\}$ the field of two elements. The Hamming distance $d(x, y)$ between two words $x, y \in \mathbb{F}_{2}^{n}$ is the number of coordinate places in which $x$ and $y$ differ. The weight $\mathrm{wt}(\mathrm{x})$ of $x \in \mathbb{F}_{2}^{n}$ is the number of 1 's in $x$. Denote $B_{r}(x)=\left\{y \in \mathbb{F}_{2}^{n} \mid d(y, x) \leq r\right\}$.

We define that a binary code $C \subseteq \mathbb{F}_{2}^{n}$ is an $(n, M, r, \mu)$ multiple covering of the farthest-off point (MCF) if $C$ has $M$ codewords, its covering radius, defined by

$$
\mathrm{CR}(C)=\max _{x \in \mathbb{F}_{2}^{n}} \min _{c \in C} d(x, c),
$$

is at most $r$, and

$$
\left|B_{r}(x) \cap C\right| \geq \mu \quad \text { whenever } d(x, C)=r .
$$

Given $r$, we say that $y \in \mathbb{F}_{2}^{n}$ is covered by $c \in C$ if $d(y, c) \leq r$ and that $y$ is covered by $C$ if $y$ is covered by some $c \in C$. According to the previous definition, the covering radius of an $(n, M, r, \mu)$ MCF $C$ is at most $r$ and every $x$ for which $d(x, C)=r$ is covered by at least $\mu$ codewords of $C$. That is why we call $C$ an MCF, bearing in mind, however, that since the covering radius of $C$ is at most $r$, it is actually possible that there are no points $x \in \mathbb{F}_{2}^{n}$ whose distance to $C$ is as large as $r$. We denote the minimum possible cardinality of an $(n, \cdot, r, \mu)$ MCF by $F(n, r, \mu)$.

The problem of studying MCFs is closely related to studying multiple coverings. An ( $n, M, r, \mu$ ) multiple covering (MC) is a code $C \subseteq \mathbb{F}_{2}^{n}$ with $M$ codewords such that every $x \in \mathbb{F}_{2}^{n}$ is covered by at least $\mu$ codewords, i.e., $\left|B_{r}(x) \cap C\right| \geq \mu$ for every $x \in \mathbb{F}_{2}^{n}$. The minimum cardinality of an $(n, \cdot, r, \mu)$ MC is denoted by $K(n, r, \mu)$. This problem

[^24]and bounds on $K(n, r, \mu)$ have been studied, e.g., in a companion paper [9] to this paper, where a table on $K(n, r, \mu)$ for $n \leq 16, r \leq 4, \mu \leq 4$ and further references can be found.

MCFs form perhaps the simplest subclass of the weighted coverings (see [4]-[6]), for which all the weights are not equal. Weighted coverings have been studied in connection with some problems in information theory. Another motivation for studying these problems arises from the well-known combinatorial (generalized) football pool problem (see e.g. [11], [10], and [17]). Assume that we have $n=t+b$ matches, in $t$ of which there are three possible outcomes and in $b$ of which there are only two possible outcomes. We wish to forecast the outcomes of these matches by making $M$ forecasts such that no matter what the outcomes are, there is at least one forecast in which there are at most $r$ incorrect outcomes, i.e., that wins at least an $(r+1)$ st prize. Such a set of forecasts is simply a code with covering radius at most $r$. In this context, an MC is a system of forecasts that guarantees at least $\mu$ prizes, each of which is at least the $(r+1)$ st prize, whereas an MCF gives us a system of forecasts that wins a prize which is at least the $r$ th prize or at least $\mu$ times an $(r+1)$ st prize. From a player's point of view, studying MCFs is an even more natural problem, because at least for small values of $\mu$ the $r$ th prize will be worth at least $\mu$ times the $(r+1)$ st prize. In this paper, we study only the binary case $t=0$, i.e., in each match the player decides to exclude one of the outcomes, or, equivalently, we have cup matches without draws.

In the definition of an MCF, we have not allowed the possibility that some word appears in the code more than once. However, sometimes we can do better if this is permitted. Suppose $C$ is a collection consisting of $M$ (not necessarily distinct) words in $\mathbb{F}_{2}^{n}$, say $c_{1}, c_{2}, \ldots, c_{M}$. We say that these $M$ binary words form an $(n, M, r, \mu)$ MCFR (MCF with repeated words) if for every $x \in \mathbb{F}_{2}^{n}$ we have

$$
d\left(x, c_{i}\right) \leq r-1 \quad \text { for some } i=1,2, \ldots, M
$$

or

$$
d\left(x, c_{i}\right)=r \text { for at least } \mu \text { of the indices } i=1,2, \ldots, M
$$

More formally, $C$ is a multiset, i.e., a function from $\mathbb{F}_{2}^{n}$ to the set of natural numbers $\mathbb{N}=\{0,1,2, \ldots\}$, and we denote by $C(c)$ the multiplicity of $c$ in $C$. We denote the minimum cardinality of an $(n, \cdot, r, \mu)$ MCFR by $\bar{F}(n, r, \mu)$. An example of a case where $F(n, r, \mu)>\bar{F}(n, r, \mu)$ is given in $\S 2$.

In this paper we concentrate almost entirely on constructive upper bounds. In $\S 2$ we very briefly discuss some lower bounds. In $\S 3$ we discuss various different construction methods, for example, some natural ways of obtaining MCFs from MCs. In $\S 4$ we give a table of upper bounds on $F(n, r, \mu)$ for $n \leq 16, r \leq 4, \mu \leq 4$.

We illustrate the different problems discussed above by the following simple example.

Example 1. Suppose that there are thirteen football matches, the outcomes of which a player wishes to forecast; the player thinks that he or she knows in advance nine of the outcomes and can exclude one outcome in each of the remaining four matches. He or she wishes to find a suitable set of forecasts that-no matter what the outcomes in the remaining four matches are-ensures a forecast in which there is at most one incorrect result of a game. Then he or she can use the following four forecasts (after choosing a suitable notation for the outcomes):

If the player uses each of these four forecasts twice, then he or she is guaranteed to obtain at least two forecasts each with at most one incorrect entry. The same can be achieved even with seven forecasts instead of eight, namely

$$
0001,0010,0011,1100,1100,0111,1011,
$$

(see [3]). However, by using only the following six forecasts,

$$
1111,1111,1000,0100,0010,0001,
$$

the player will always get at least one entirely correct forecast or at least two forecasts with one incorrect entry, as can easily be checked.

This shows that $\bar{F}(4,1,2) \leq 6$. As will be shown later, $\bar{F}(4,1,2)=6$, but $F(4,1,2)=7$.
2. Lower bounds. According to the sphere covering lower bound for MCFs and MCFRs we have

$$
\begin{equation*}
F(n, r, \mu) \geq \bar{F}(n, r, \mu) \geq 2^{n}\left(\binom{n}{0}+\binom{n}{1}+\cdots+\binom{n}{r-1}+\frac{1}{\mu}\binom{n}{r}\right) \tag{1}
\end{equation*}
$$

(see [19]). An MCF which attains (1) with equality is called perfect.
In the following theorem we give a simple but nontrivial example of a case in which $F(n, r, \mu)>\bar{F}(n, r, \mu)$.

Theorem 1. $F(4,1,2)=7>\bar{F}(4,1,2)=6$.
Proof. By the sphere covering bound we have $\bar{F}(4,1,2) \geq 6$, and it is easy to check that the six words $1111,1111,1000,0100,0010,0001$ (see also Example 1 in $\S 1$ ) form a $(4,6,1,2)$ MCFR. Hence $\bar{F}(4,1,2)=6$.

It is equally easy to check that the seven words $1111,1100,0011,1000,0100,0010$, 0001 form a $(4,7,1,2)$ MCF. It therefore remains to show that $F(4,1,2) \geq 7$. Assume on the contrary that there is a $(4,6,1,2) \mathrm{MCF}$. In average the spheres $B_{1}(x)$ have $6 \cdot 5 / 16<2$ codewords of $C$, hence for some $x \in \mathbb{F}_{2}^{4}$, we have $\left|B_{1}(x) \cap C\right| \leq 1$. Then necessarily $x$ itself is a codeword. W.l.o.g. $x=0000$ and there are no codewords of weight 1 . Because of the words of weight 1 , the number of codewords of weight 2 is at least 2 , i.e., $A_{2} \geq 2$. On the other hand, since there are only six codewords, there is a word of weight 2 -say 1100 - that is not a codeword. But then both the words 1110 and 1101 have to be codewords and $A_{2} \leq 3$. If $0011 \notin C$ then also $1011,0111 \in C$, and $A_{2} \leq 1$, a contradiction. Hence $0011 \in C$. By symmetry, we can assume that $1010 \notin C$, but then $1011 \in C$. But this forces $A_{2}=2$, and the codewords of weight 2 should cover all the words of weight 1 once, and therefore the other codeword of weight 2 should be 1100, a contradiction.

## 3. Constructions.

3.1. Adding a parity check bit. If we have a binary code of length $n$ and covering radius $R$, adding a parity check bit to all the codewords increases both the length and the covering radius by 1 , which is disappointing in the sense that simply adding one more identically 0 coordinate would do the same. However, adding a parity check bit does have its advantages, as is shown in the following theorem. We denote the sum $(\bmod 2)$ of the coordinates of a word $x \in \mathbb{F}_{2}^{n}$ by $p(x)$.

Theorem 2. Suppose $C$ is an $(n, M, r, \mu)$ MC. Then the extended code $\bar{C}=$ $\left\{(c, p(c)) \in \mathbb{F}_{2}^{n+1} \mid c \in C\right\}$ is an $(n+1, M, r+1,\lceil\mu(n+1) /(r+1)\rceil)$ MCF.

Proof. It is clearly sufficient to show that every point $\left(x, x^{\prime}\right) \in \mathbb{F}_{2}^{n+1}, x \in \mathbb{F}_{2}^{n}$, $x^{\prime} \in \mathbb{F}_{2}$ that has distance $r+1$ to $\bar{C}$ is covered by at least $\mu(n+1) /(r+1)$ codewords. Clearly, $d(x, C)=r$. Because $\left(x, x^{\prime}\right)$ has distance $r+1$ to $\bar{C}$, the word $\left(x, x^{\prime}\right)$ has to disagree in the last coordinate with every $(c, p(c)) \in \bar{C}$ for which $d(x, c)=r$, and therefore $x^{\prime}=p(x)+1(\bmod 2)$ if $r$ is even and $x^{\prime}=p(x)$ if $r$ is odd. If $d(x, c)=r+1$ or $r$, then $\left|B_{r}(c) \cap B_{1}(x)\right|=r+1$, and because $C$ covers $\mu$ times all the points in $B_{1}(x)$, we have $\left|B_{r+1}(x) \cap C\right| \geq \mu(n+1) /(r+1)$. We show that the codewords $(c, p(c))$, where $c \in B_{r+1}(x) \cap C$, will do, i.e., each of them is within distance $r+1$ from $\left(x, x^{\prime}\right)$. This is immediate if $d(c, x)=r$. If $d(c, x)=r+1$, then $p(c)=p(x)+1=x^{\prime}$ when $r$ is even and $p(c)=p(x)=x^{\prime}$ when $r$ is odd, proving our claim.

Corollary 3. If $C$ is a perfect $(n, M, r, 1) \mathrm{MC}$, then the extended code $\bar{C}$ is a perfect $(n+1, M, r+1,(n+1) /(r+1))$ MCF.

Proof. By Theorem 2, the extended code $\bar{C}$ is an $(n+1, M, r+1,(n+1) /(r+1))$ MCF. Furthermore,

$$
\begin{aligned}
& M\left(\binom{n+1}{0}+\binom{n+1}{1}+\cdots+\binom{n+1}{r}+\frac{r+1}{n+1}\binom{n+1}{r+1}\right) \\
& \quad=M\left(\binom{n}{0}+\left(\binom{n}{0}+\binom{n}{1}\right)+\cdots+\left(\binom{n}{r-1}+\binom{n}{r}\right)+\binom{n}{r}\right) \\
& \quad=2 \cdot M\left(\binom{n}{0}+\binom{n}{1}+\cdots+\binom{n}{r}\right)=2 \cdot 2^{n}=2^{n+1} .
\end{aligned}
$$

Example 2. The extended Hamming code is a linear perfect $\left(2^{k}, 2^{2^{k}-1-k}, 2,2^{k-1}\right)$ MCF.
3.2. Puncturing. As we know from the context of covering codes, puncturing a covering code is often useful.

Theorem 4. Suppose $C$ is an ( $n, M, r, \mu$ ) MCF. Then the $M$ words $c^{\prime}=c(2) c(3)$ $\ldots c(n)$, where $c=c(1) c(2) \ldots c(n) \in C$, form an $(n-1, M, r, 2 \mu)$ MCFR $C^{\prime}$. If no two words of $C$ differ only in the first coordinate, then $C^{\prime}$ is an MCF.

Proof (cf. [14], proof of Lem. 2). If the Hamming distance from a word $x(2) x(3)$ $\ldots x(n)$ to all the words $c(2) c(3) \ldots c(n)$ is at least $r$, then $d(0 x(2) \ldots x(n), C)=$ $r, d(1 x(2) \ldots x(n), C)=r$, and there are at least $\mu$ different codewords $c_{i}^{0} \in C$ such that $d\left(c_{i}^{0}, 0 x(2) \ldots x(n)\right)=r$ and at least $\mu$ different words $c_{i}^{1} \in C$ such that $d\left(c_{i}^{1}, 1 x(2) \ldots x(n)\right)=r$. Since $d(0 x(2) \ldots x(n), C)=r$, all the words $c_{i}^{0}$ begin with 0 , and similarly the words $c_{i}^{1}$ all begin with 1 , and consequently we have altogether $2 \mu$ different words. Puncturing these words, we see that our claim holds. $\quad \square$

Example 3. The $(11,192,1,1)$ MC defined in [7] has the property that no two codewords differ only in the first coordinate. Hence, $F(10,1,2) \leq 192$.
3.3. Piecewise constant codes. We can also construct MCFs by using the piecewise constant code construction of [7]. By definition a piecewise constant code of length $n=n_{1}+n_{2}+\cdots+n_{i}$ consists of all the words ( $c_{1}, c_{2}, \ldots, c_{i}$ ), where $c_{j} \in \mathbb{F}_{2}^{n_{j}}$, such that $\left(\mathrm{wt}\left(c_{1}\right), \ldots, \mathrm{wt}\left(c_{i}\right)\right) \in W$, where $W$ is a given subset of $\mathbb{Z}^{i}$.

Example 4. It is easy to verify that the words of weight $0,2,5$, and 7 in $\mathbb{F}_{2}^{7}$ form a ( $7,44,1,3$ ) MCF.

Example 5. Choose $n_{1}=3$ and $n_{2}=2 k-1$ and take as codewords all the words
$\left(c_{1}, c_{2}\right)$, for which ( $\left.\mathrm{wt}\left(\mathrm{c}_{1}\right), \mathrm{wt}\left(\mathrm{c}_{2}\right)\right)$ is one of the following pairs:

$$
\begin{array}{cc}
0 & 0 \\
2 & 0 \\
1 & 2 k-1 \\
3 & 2 k-1
\end{array} .
$$

Then it is easy to check that we obtain a $(2 k+2,8, k, 4)$ MCF. Hence $F(2 k+2, k, 4) \leq 8$ for all $k \geq 1$.

Example 6. Choose $n_{1}=4$ and $n_{2}=2 k-1$ and take as codewords all the words $\left(c_{1}, c_{2}\right)$ such that ( $\left.\mathrm{wt}\left(\mathrm{c}_{1}\right), \mathrm{wt}\left(\mathrm{c}_{2}\right)\right)$ is one of the following four pairs:

$$
\begin{array}{cc}
1 & 0 \\
4 & 0 \\
0 & 2 k-1 \\
3 & 2 k-1
\end{array} .
$$

Again, it is easy to check that we obtain a $(2 k+3,10, k, 2) \mathrm{MCF}$ and that therefore $F(2 k+3, k, 2) \leq 10$ for all $k \geq 1$.

Example 7. Finally, choose $n_{1}=4$ and $n_{2}=2 k-3$, where $k \geq 2$, and take the words $\left(c_{1}, c_{2}\right)$ for which $\left(\operatorname{wt}\left(\mathrm{c}_{1}\right), \mathrm{wt}\left(\mathrm{c}_{2}\right)\right)$ is one of the following pairs:

$$
\begin{array}{cc}
1 & 0 \\
0 & 2 k-3 . \\
4 & 2 k-3
\end{array}
$$

It is easy to verify that these six words form a $(2 k+1,6, k, 4)$ MCF and hence $F(2 k+$ $1, k, 4) \leq 6$ for all $k \geq 2$. When $k=1$, we clearly have $F(3,1,4) \leq 2^{3}=8$. On the other hand, if $C$ is a $(3,7,1,4)$ MCF and $x$ is the only word in $\mathbb{F}_{2}^{3} \backslash C$ then $d(x, C)=1$, but $\left|B_{1}(x) \cap C\right| \leq\left|B_{1}(x)\right|-1=3$. Consequently $F(3,1,4)=8$. This gives another example of a case where the value of the function $\bar{F}$ is smaller. Indeed $\bar{F}(3,1,4)=6$ because the six words $000,000,110,101,011,111$ form a $(3,6,1,4)$ MCFR.

The idea of piecewise constant codes applies equally well to MCFRs as shown in the following examples.

Example 8. If we take the words of weight 3 in $\mathbb{F}_{2}^{7}$, each word of weight 6 twice, and the word of weight 0 four times, we obtain a $(7,53,1,4)$ MCFR.

Example 9. If we take the words of weight 3 in $\mathbb{F}_{2}^{6}$ and the all-0 and all-1 words each four times, we clearly obtain a $(6,28,1,4)$ MCFR.

Example 10. If we take the words of weight 3 and 5 in $\mathbb{F}_{2}^{5}$ and the all-0 word three times, we obtain a ( $5,14,1,3$ ) MCFR.

Example 11. If we take all the words in $\mathbb{F}_{2}^{9}$ of weight 3 and 6 and the all- 0 and all-1 words four times each, we obtain a $(9,176,1,4)$ MCFR. If we instead take all the words of weight $1,3,6$, and 8 in $\mathbb{F}_{2}^{9}$ we get a $(9,186,1,4)$ MCF instead.
3.4. A matrix construction. The matrix construction of $[11],[1],[13],[2]$ (see also, e.g., [15]) can easily be modified to the case of MCFs and MCFRs. Let $A=$ $(I ; D)=\left(a^{(1)} ; \ldots ; a^{(N)}\right)$ be an $n \times N$ binary matrix and $I$ the identity matrix and suppose $s^{(1)}, \ldots, s^{(t)}$ are not necessarily distinct words in $\mathbb{F}_{2}^{n}$ represented as column vectors.

Theorem 5. If every $x \in \mathbb{F}_{2}^{n}$ can be represented as a sum of exactly one $s^{(j)}$ and at most $r-1$ of the columns $a^{(i)}$, or in at least $\mu$ different ways as a sum of exactly one $s^{(j)}$ and $r$ of the columns $a^{(i)}$, then the words in the sets

$$
C_{j}=\left\{y \in \mathbb{F}_{2}^{N} \mid A y=s^{(j)}\right\}, \quad j=1,2, \ldots, t
$$

together form an $\left(N, t 2^{N-n}, r, \mu\right)$ MCFR C. If all the words $s^{(j)}$ are different, then $C$ is an MCF.

Proof. Let $z \in \mathbb{F}_{2}^{N}$. Then $x=A z$ can be represented as a sum

$$
x=a^{\left(i_{1}\right)}+\cdots+a^{\left(i_{k}\right)}+s^{(j)}
$$

for some $k \leq r$ and some indices $i_{1}<\cdots<i_{k}, j$, and therefore the word $z^{\prime}$ obtained by adding 1 to the coordinates $i_{1}, \ldots, i_{k}$ of $z$ belongs to $C_{j}$. Furthermore, we know that (a) we can find a representation in which $k<r$ in which case $d(z, C) \leq d\left(z, z^{\prime}\right)=k<r$, or (b) we can find at least $\mu$ representations in which $k=r$, proving that $C$ is an ( $N, t 2^{N-n}, r, \mu$ ) MCFR.

This construction turns out to be quite useful. Simulated annealing (see, e.g., [18]), with some suitable modifications, can be used in searching for a suitable matrix $A$ and for the words $s^{(j)}$.

In Table 1 we list all the codes found using this method that are referred to in Table 3. In Table 1 we first give $N, M, r, \mu$, and $n$ and then list in hexadecimal ( $0=0000,1=0001, \ldots, F=1111$ ) the columns $s^{(j)}$ and finally the $N-n$ columns of $D$. As an example, consider the $(16,192,3,1)$ code. The six columns $s^{(j)}$ and the columns of matrix $A$ are

| 0 | 0 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 | 0 | 0 |
| 1 | 0 | 0 | 0 | 1 | 1 |
| 1 | 0 | 0 | 1 | 0 | 1 |
| 1 | 0 | 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 | 1 | 1 |
| 0 | 0 | 1 | 1 | 0 | 1 |


| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0, |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |

respectively.
3.5. Perfect MCFs with $\boldsymbol{r}=1$. We have the following proposition.

Theorem 6 [5]. A perfect $(n, \cdot, 1, \mu)$ MCF exists if $n=\mu\left(2^{i}-1\right)$ for some $i$. These MCFs were constructed in the following way. Denote by $V^{0}$ (respectively, $V^{1}$ ) the set of all binary words of length $\mu$ that have even (respectively, odd) weight and by $\mathcal{H}$ the Hamming code of length $2^{i}-1$ and let

$$
C=\bigcup_{c=\left(c(1), \ldots, c\left(2^{i}-1\right)\right) \in \mathcal{H}} V^{c(1)} \oplus V^{c(2)} \oplus \cdots \oplus V^{c\left(2^{i}-1\right)} .
$$

It is easy to check that this is a perfect $(n, \cdot, 1, \mu)$ MCF.

Table 1
List of MCFs found using the matrix method.

| $N$ | $M$ | $r$ | $\mu$ | $n$ | Columns $s^{(j)} /$ columns of $D$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 24 | 1 | 3 | 5 | 0, 3, 4, B, D, E, 11, 16, 17, 18, 1A, 1D/1F |
| 7 | 58 | 1 | 4 | 6 | $\begin{aligned} & 1,3,4,9, \mathrm{~A}, \mathrm{C}, \mathrm{~F}, 11,12,16,17,18,1 \mathrm{~B}, 1 \mathrm{D}, 1 \mathrm{E}, 20,22,25,26,2 \mathrm{~B}, 2 \mathrm{C}, \\ & 2 \mathrm{~F}, 33,34,35,38,39,3 \mathrm{~A}, 3 \mathrm{~F} / 3 \mathrm{~F} \end{aligned}$ |
| 8 | 80 | 1 | 3 | 4 | $0,3,6, \mathrm{C}, \mathrm{D} / 8,9,9,7$ |
| 8 | 104 | 1 | 4 | 6 | $\begin{aligned} & 1,4,6,9, \mathrm{~A}, \mathrm{~F}, 11,12,17,18,1 \mathrm{~B}, 1 \mathrm{C}, 1 \mathrm{D}, 20,23,25,27,29,2 \mathrm{~A}, \\ & 2 \mathrm{C}, 31,32,34,39,3 \mathrm{E}, 3 \mathrm{~F} / 20,1 \mathrm{~F} \end{aligned}$ |
| 9 | 106 | 1 | 2 | 8 | $5, \mathrm{~B}, \mathrm{C}, 13,16,19,1 \mathrm{~A}, 20,27,2 \mathrm{E}, 30,3 \mathrm{~B}, 3 \mathrm{D}, 42,45,4 \mathrm{C}, 50,5 \mathrm{~B}$, $5 \mathrm{~F}, 67,69,6 \mathrm{E}, 71,72,74,78,81,86,88,92,94,9 \mathrm{~F}, \mathrm{~A} 3, \mathrm{AA}, \mathrm{AD}, \mathrm{B} 5, \mathrm{~B} 6$, B9, BC, C1, C8, CF, D6, D7, DB, DD, DE, E3, E4, EA, F0, FD, FF/FF |
| 11 | 368 | 1 | 2 | 8 | $0,2,5, \mathrm{~B}, \mathrm{~F}, 2 \mathrm{C}, 32,35,37,39,3 \mathrm{~A}, 3 \mathrm{C}, 4 \mathrm{C}, 53,54,58,5 \mathrm{D}, 5 \mathrm{E}, 60$, $62,65,6 \mathrm{~B}, 6 \mathrm{~F}, 8 \mathrm{C}, 90,91,96,9 \mathrm{~B}, 9 \mathrm{C}, 9 \mathrm{~F}, \mathrm{~A} 1, \mathrm{~A} 6, \mathrm{~A} 7, \mathrm{~A} 9, \mathrm{AA}, \mathrm{C} 1, \mathrm{C} 6$, C7, C9, CA, EC, F3, F4, F8, FD, FE/E0, D0, AF |
| 11 | 592 | 1 | 4 | 8 | $0,6,7, \mathrm{~B}, \mathrm{C}, 11,14,1 \mathrm{~A}, 1 \mathrm{D}, 23,25,26,28,2 \mathrm{~F}, 30,33,37,39,3 \mathrm{E},$ <br> $41,44,4 \mathrm{~A}, 4 \mathrm{D}, 52,57,58,5 \mathrm{~B}, 5 \mathrm{E}, 62,67,69,6 \mathrm{C}, 6 \mathrm{~F}, 71,74,7 \mathrm{~A}, 7 \mathrm{D}, 82$, 84, 85, 89, 8E, 93, 96, 98, 9F, A1, A4, A7, AA, AD, B1, B2, B5, BB, BC, C3, C6, C8, CF, D0, D5, D9, DA, DC, E0, E5, EB, ED, EE, F3, F6, F8, FF/80, 70, F |
| 12 | 976 | 1 | 3 | 8 | $3,6, D, 10,14,16,1 B, 1 \mathrm{C}, 22,25,28,29,2 \mathrm{E}, 31,36,3 \mathrm{~F}, 41,48,4 \mathrm{~F}$, $52,55,58,5 \mathrm{E}, 60,67,6 \mathrm{~B}, 6 \mathrm{C}, 73,78,7 \mathrm{D}, 81,88,8 \mathrm{~F}, 94,96,97$, 9A, 9B, A2, A4, A9, AA, AE, B3, B8, BD, C3, C6, CD, D0, D5, D9, DA, DC, E4, E7, E8, EA, F1, F6, FF/E0, D0, CC, B3 |
| 13 | 1248 | 1 | 2 | 9 | $0,9, \mathrm{E}, 14,1 \mathrm{~A}, 1 \mathrm{D}, 27,28,3 \mathrm{C}, 42,4 \mathrm{~B}, 4 \mathrm{C}, 56,58,5 \mathrm{~F}, 6 \mathrm{~A}, 71,7 \mathrm{E}$, 83, 91, 92, 97, 9B, A4, AD, B2, B3, BA, BB, C5, D3, E0, E6, E9, EF, F4, FD, 105, 113, 122, 12B, 130, 136, 139, 13F, 141, 144, 147, 14D, 155, 164, 165, 16C, 16D, 172, 17B, 186, 188, 18A, 18C, 18F, 198, 19C, 19E, 1A1, $1 \mathrm{AE}, 1 \mathrm{~B} 5,1 \mathrm{C} 8,1 \mathrm{CA}, 1 \mathrm{CE}, 1 \mathrm{D} 0,1 \mathrm{D} 9,1 \mathrm{DA}, 1 \mathrm{DC}, 1 \mathrm{DE}, 1 \mathrm{E} 3,1 \mathrm{~F} 7,1 \mathrm{~F} 8 / 100$, 80, 180, 1FF |
| 13 | 1728 | 1 | 3 | 8 | $2,4, \mathrm{D}, 11,16,1 \mathrm{~A}, 1 \mathrm{C}, 21,27,28,2 \mathrm{E}, 34,37,3 \mathrm{~B}, 40,47,49,4 \mathrm{~A}, 53,54,5 \mathrm{~F}$, $62,64,6 \mathrm{D}, 72,79,7 \mathrm{E}, 82,84,8 \mathrm{~F}, 92,99,9 \mathrm{C}, \mathrm{A} 1, \mathrm{~A} 6, \mathrm{~A} 8, \mathrm{AB}, \mathrm{B} 0, \mathrm{~B} 5, \mathrm{BF}$, C0, C5, CB, CE, D3, D5, D6, D8, E3, E6, EC, F0, FA, FD/C0, A0, 50, 3C, F3 |
| 14 | 3072 | 1 | 3 | 8 | $1,2, \mathrm{~F}, 13,1 \mathrm{C}, 1 \mathrm{E}, 25,29,2 \mathrm{E}, 30,35,3 \mathrm{~A}, 41,46,4 \mathrm{~A}, 55,5 \mathrm{~A}, 5 \mathrm{~F}, 60,6 \mathrm{D}, 6 \mathrm{E}$ 71, 73, 7C, 84, 8B, 8C, 90, 97, 99, A2, A7, A8, B6, BB, BD, C7, C8, CD, D2, D4, D9, E3, E4, EB, F6, F8, FF/80, C0, 38, 76, 75, EB |
| 16 | 14336 | 1 | 4 | 8 | $1,3,6, F, 13,14,1 \mathrm{D}, 1 \mathrm{E}, 20,21,24,2 \mathrm{~A}, 35,36,38,3 \mathrm{~B}, 40,47,49,53,5 \mathrm{~A}$, $5 \mathrm{C}, 63,66,6 \mathrm{C}, 74,79,7 \mathrm{~F}, 85,89,8 \mathrm{~A}, 92,97,98, \mathrm{~A} 2, \mathrm{AC}, \mathrm{AF}, \mathrm{B} 1, \mathrm{~B} 6, \mathrm{BD}$, C4, C7, CB, CD, D0, D1, D5, DE, E2, E5, E8, EE, F0, F2, F7, FB/E0, DC, BA, 16, 6E, B5, 73, C7 |
| 9 | 26 | 2 | 2 | 8 | 0, 1D, 3A, 4B, 61, 76, 86, AB, B1, D3, D8, E7, EC/FF |
| 10 | 56 | 2 | 3 | 7 | 0, 5, 3B, 3E, 5B, 60, 65/39, 75, 53 |
| 11 | 96 | 2 | 3 | 6 | 0, 16, 1E/2E, 3D, 3B, 37, F |
| 11 | 112 | 2 | 4 | 9 | 1B, $62,64,68,6 \mathrm{D}, 75,76,81,84,87,8 \mathrm{E}, 90,9 \mathrm{C}, \mathrm{FB}, 104,109,10 \mathrm{~A}, 112$, $117,11 \mathrm{D}, 17 \mathrm{~B}, 19 \mathrm{~B}, 1 \mathrm{E} 3,1 \mathrm{E} 4,1 \mathrm{EF}, 1 \mathrm{~F} 1,1 \mathrm{~F} 8,1 \mathrm{FE} / 1 \mathrm{C} 0,1 \mathrm{~A} 0$ |
| 12 | 160 | 2 | 3 | 7 | 2, 1C, 1F, 21, 3E/70, 68, 64, 5C, 3F |
| 13 | 224 | 2 | 2 | 10 | 31, 3A, 3D, 4A, 84, 87, 8A, FA, 135, 13B, 142, 145, 185, 18E, 1F5, 1F8, 236, 240, 24F, 289, 2F3, 2FC, 330, 349, 34C, 383, 3F6, 3FF/300, E0, D0 |
| 13 | 368 | 2 | 4 | 9 | E, 3C, 60, 68, 7B, 7C, 85, 88, A2, D6, D8, ED, 103, 131, 144, 153, 15F, 19D, 1B6, 1BA, 1C7, 1E7, 1E9/1F0, 1CC, 1AA, 156 |
| 14 | 384 | 2 | 2 | 10 | $4,6,38,49,63,7 \mathrm{D}, 18 \mathrm{~A}, 19 \mathrm{D}, 1 \mathrm{AF}, 1 \mathrm{D} 7,1 \mathrm{E} 0,1 \mathrm{E} 4,29 \mathrm{~B}, 2 \mathrm{~A} 9,2 \mathrm{~B} 5,2 \mathrm{D} 0$, 2D2, 2EE, 301, 332, 336, 34F, 35C, 37B/380, 70, 36C, 363 |
| 14 | 640 | 2 | 4 | 9 | $21,2 \mathrm{E}, 54,5 \mathrm{~B}, 87,88, \mathrm{~B} 2, \mathrm{BD}, \mathrm{E} 4, \mathrm{~EB}, 117,118,142,14 \mathrm{D}, 177,178,1 \mathrm{~A} 4$, $1 \mathrm{AB}, 1 \mathrm{D} 1,1 \mathrm{DE} / 100,80,40,20,10$ |
| 15 | 896 | 2 | 3 | 10 | C, 21, 5A, B4, D4, EB, F3, FC, 10B, 113, 134, 154, 18C, 1BA, 1C1, 1F4, $23 \mathrm{~F}, 247,274,282,299,32 \mathrm{C}, 34 \mathrm{C}, 362,379,394,3 \mathrm{~A} 7,3 \mathrm{DF} / 200,3 \mathrm{E} 0,19 \mathrm{C}$, 35A, 339 |
| 16 | 1344 | 2 | 2 | 10 | C, 65, 7F, 8F, B1, CF, F1, 158, 16A, 1C1, 1D7, 226, 23C, 2B2, 2CC, 2F0, |

Table 1
Continued

| $N$ | $M$ | $r$ | $\mu$ | $n$ | Columns $s^{(j)} /$ columns of $D$ |
| ---: | ---: | ---: | ---: | ---: | :--- |
|  |  |  |  |  | $2 \mathrm{~F} 2,31 \mathrm{~B}, 329,382,394 / 3 \mathrm{C} 0,338,2 \mathrm{~B} 4,6 \mathrm{C}, 1 \mathrm{DC}, 23 \mathrm{C}$ |
| 15 | 192 | 3 | 3 | 10 | $\mathrm{~A} 9,16 \mathrm{E}, 271,3 \mathrm{~B} 2,3 \mathrm{~B} 4,3 \mathrm{~B} 7 / 380,340,38,2 \mathrm{~F} 7,2 \mathrm{EF}$ |
| 16 | 192 | 3 | 1 | 11 | $\mathrm{EC}, 31 \mathrm{~A}, 515,541,6 \mathrm{~A} 6,6 \mathrm{EF} / 700,680,5 \mathrm{C} 0,660,1 \mathrm{~F}$ |
| 16 | 448 | 3 | 4 | 10 | $5 \mathrm{~A}, 197,1 \mathrm{CD}, 2 \mathrm{C} 0,2 \mathrm{EA}, 2 \mathrm{FA}, 375 / 380,370,2 \mathrm{E} 8,1 \mathrm{E} 6,2 \mathrm{D} 5,1 \mathrm{E} 3$ |
| 14 | 40 | 4 | 3 | 12 | $0,1 \mathrm{FB}, 2 \mathrm{EC}, 71 \mathrm{~A}, 783,935$, ABB$, \mathrm{CD}, \mathrm{E} 3 \mathrm{~A}, \mathrm{~F} 4 \mathrm{D} / \mathrm{B} 62,49 \mathrm{D}$ |
| 16 | 96 | 4 | 2 | 11 | $0,4 \mathrm{DE}, 5 \mathrm{FC} / 79 \mathrm{~A}, 4 \mathrm{DE}, 671,15 \mathrm{D}, 66 \mathrm{~B}$ |

Table 2
List of linear MCFs found using the matrix method.

| $N$ | $M$ | $r$ | $\mu$ | Generator matrix |
| :---: | :---: | :---: | :---: | :--- |
| 10 | 32 | 2 | 2 | 0101110000 |
|  |  |  |  | 0011101000 |
|  |  |  |  | 1111000100 |
|  |  |  |  | 1001100010 |
| 13 | 256 | 2 | 3 | 1110100001 |
|  |  |  |  | 1010111000000 |
|  |  |  |  | 1101100100100 |
|  |  |  |  | 0001111100010 |
|  |  |  |  | 0110101100001 |
| 15 | 1024 | 2 | 4 | 011111000010000 |
|  |  |  |  | 101110100001000 |
|  |  |  |  | 110110010000100 |
|  |  |  |  | 1111100000000010 |
| 16 | 256 | 3 | 2 | 1111010010000000 |
|  |  |  |  | 0100010101000000 |
|  |  |  |  | 1010101000100000 |
|  |  |  |  | 1100110000010000 |
|  |  |  |  | 011111000001000 |
|  |  |  |  | 0101001100000100 |
|  |  |  |  | 11000110000000001 |

3.6. Other codes. For the very smallest values of $n$, we can determine the exact values of $F(n, r, \mu)$.

Theorem 7 . If $\mu \geq 2$ then

$$
F(n, r, \mu)= \begin{cases}1 & \text { if } 1 \leq n<r, \\ 2 & \text { if } r \leq n<2 r \text { or if } n=2 r \text { and } \mu=2, \\ 4 & \text { if } n=2 r \text { and } \mu \geq 3 .\end{cases}
$$

Proof. The first two cases are simple, and their proofs are omitted. If $n=2 r$, then $F(2 r, r, \mu) \leq K(2 r, r-1,1)=4$ by [7]. It suffices to show that $F(2 r, r, \mu) \geq 4$ when $\mu \geq 3$. Assume on the contrary that there is a ( $2 r, 3, r, \mu$ ) code $C$ consisting of three words $0^{2 r}, c$, and $c^{\prime}$. Consider the coordinates in pairs $\{1,2\},\{3,4\}, \ldots,\{2 r-1,2 r\}$. Choose $x=x(1) x(2) \cdots x(n-1) x(n)$ so that $x(1) x(2)$ is a pair not appearing in coordinates 1 and 2 of the codewords of $C, x(3) x(4)$ a pair not appearing in coordinates 3 and 4 , and so on. Then $d(x, C)=r$. If, e.g., coordinate 1 of $C$ is identically 0 , then either 0 or 1 -say 0 -appears at most once in coordinate 2 . Then, choosing $x(1)=1$ and $x(2)=0$, we see that $x$ has distance $r$ to at most one word of $C$. Hence we may conclude that no coordinate is identically 0 in $C$. If all three pairs appearing in coordinates 1 and 2 of $C$ are different, then clearly $x$ has distance at most $r$ to
at most two of the codewords of $C$. We can therefore assume that the only pairs appearing in $C$ in coordinates 1 and 2 are 00 and 11. Neither $c$ nor $c^{\prime}$ is the all0 word and both of them are not the all-1 word, and we can w.l.o.g. assume that $c(1)=c(2)=1, c(3)=c(4)=0$, and $c^{\prime}(3)=c^{\prime}(4)=1$. When we now choose $x(3)=x(4)=1, x(1)=x(2)=1+c^{\prime}(1)=1+c^{\prime}(2)$, and $x(5), \ldots, x(n)$ as before, we see again that $x$ can have Hamming distance $r$ to at most two of the words in $C$.

Remark. Clearly, $\bar{F}(2 r, r, 3)=3$, as can be seen by taking the all- 0 word twice and the all-1 word once.

Finally, we mention some examples and present some lengthening methods.
Example 12. Take as codewords all the cyclic shifts of the word 11101001000, 00000000000 and their complements to obtain a ( $11,24,3,3$ ) MCF.

In many cases the amalgamated direct sum (ADS) (see [8]) of an ( $n, M, r, \mu$ ) MCF and the code $\{000,111\}$ gives us an $(n+2, M, r+1, \mu)$ MCF. We have checked all these cases separately, and the upper bounds obtained in this way have been marked with $g$ in Table 3.

Theorem 8. $F(2 n, 1,2 \mu) \leq 2^{n} F(n, 1, \mu)$.
Proof. Let $C$ be an $(n, F(n, 1, \mu), 1, \mu) \mathrm{MCF}$ and $D=\left\{(x, x+c) \mid x \in \mathbb{F}_{2}^{n}, c \in C\right\}$. If $(\alpha, \alpha+\beta) \in \mathbb{F}_{2}^{2 n}$, where $\alpha \in \mathbb{F}_{2}^{n}$ has distance 1 to $D$, then we can choose $c \in C$ in $\mu$ different ways so that $d((\alpha, \alpha+\beta),(\alpha, \alpha+c))=1$. All the words $\beta+c$ have weight 1 , and we find another $\mu$ codewords $(\alpha+(\beta+c), \alpha+\beta)=(\alpha+(\beta+c), \alpha+(\beta+c)+c) \in D$ that have distance 1 to $(\alpha, \alpha+\beta)$.

Theorem 9. $F(2 n+\mu, 1, \mu) \leq 2^{n+\mu-1} F(n, 1, \mu)$.
Proof. Let $C$ be an $(n, F(n, 1, \mu), 1, \mu)$ MCF and $D=\left\{\left(x_{0}, x, x+c\right) \mid x_{0} \in \mathbb{F}_{2}^{\mu}, x \in\right.$ $\mathbb{F}_{2}^{n}, c \in C, \mathrm{wt}\left(x_{0} x\right)$ is even $\}$. Let $\left(\alpha_{0}, \alpha, \alpha+\beta\right) \in \mathbb{F}_{2}^{\mu+2 n}$, where $\alpha_{0} \in \mathbb{F}_{2}^{\mu}, \alpha, \beta \in \mathbb{F}_{2}^{n}$, be arbitrary.

Assume first that $d(\beta, C)=1$ and $d(\beta, c)=1$ where $c \in C$. The words $\beta$ and $c$ disagree in exactly one-say the $i$ th-coordinate. If wt $\left(\alpha_{0} \alpha\right)$ is even, then ( $\alpha_{0}, \alpha, \alpha+$ $c) \in D$ and $d\left(\left(\alpha_{0}, \alpha, \alpha+c\right),\left(\alpha_{0}, \alpha, \alpha+\beta\right)\right)=1$; otherwise $\left(\alpha_{0}, \alpha^{\prime}, \alpha^{\prime}+c\right) \in D$ and $d\left(\left(\alpha_{0}, \alpha^{\prime}, \alpha^{\prime}+c\right),\left(\alpha_{0}, \alpha, \alpha+\beta\right)\right)=1$ where $\alpha^{\prime}$ is the word obtained by changing the $i$ th coordinate in $\alpha$. The same argument applies to all the $\mu$ different words $c \in C$ such that $d(\beta, c)=1$ and gives us $\mu$ different words of $D$.

Assume that $\beta \in C$. If $\operatorname{wt}\left(\alpha_{0} \alpha\right)$ is even, then $\left(\alpha_{0}, \alpha, \alpha+\beta\right) \in D$. Finally, if $\mathrm{wt}\left(\alpha_{0} \alpha\right)$ is odd, then $\left(\alpha_{0}^{i}, \alpha, \beta\right) \in D$ for all $i=1,2, \ldots, \mu$, where $\alpha_{0}^{i}$ denotes the word obtained by changing the $i$ th coordinate in $\alpha_{0}$.

Example 13. It can be verified that a code $\left\{(x, x+y) \mid x, y \in \mathbb{F}_{2}^{7}, \mathrm{wt}(x)=0,2,5\right.$ or 7 , and $\operatorname{wt}(y)=0$ or 7$\}$ is a $(14,88,3,2)$ MCF.
4. Tables. In Tables 3.1-3.4 we give upper bounds for $F(n, r, \mu)$. In a number of cases better upper bounds are known for $\bar{F}(n, r, \mu)$. For the following upper bounds, see $\S 3.3$ :

$$
\begin{gathered}
\bar{F}(3,1,4) \leq 6, \quad \bar{F}(7,1,4) \leq 53, \quad \bar{F}(6,1,4) \leq 28 \\
\bar{F}(5,1,3) \leq 14, \quad \bar{F}(9,1,4) \leq 176
\end{gathered}
$$

The proofs of the following bounds are omitted:

$$
\begin{gathered}
\bar{F}(8,1,2) \leq 58, \quad \bar{F}(11,1,2) \leq 352, \quad \bar{F}(11,1,3) \leq 508 \\
\bar{F}(8,1,4) \leq 96, \quad \bar{F}(14,3,3) \leq 106
\end{gathered}
$$

See also the remark after Theorem 7.

Key to Tables 3.1.-3.4. The upper bounds for $\mu=1$ are from [9], [16], and [17]. $a: F(n+1, r, \mu) \leq 2 F(n, r, \mu)$,
$b$ : puncturing (see $\S 3.2$ ),
$g$ : ADS of a code with $\{000,111\}$ (see $\S 3.6$ ),
$l$ : linear code (see Table 2),
$m$ : matrix construction (see Table 1 and $\S 3.4$ ),
$p$ : Theorem 2,
$r$ : Theorem 8,
$s$ : piecewise constant code (see $\S 3.3$ ),
$t: F(n, r, \mu) \leq F(n, r, \mu+1)$,
$v$ : Theorem 1,
$w$ : Theorem 9,
$x$ : [9],
$y$ : perfect weighted covering (see $\S 3.5$ and [5]),
$z$ : see §3.6.

Table 3.1

| Upper bounds for $F(n, 1, \mu)$. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $\mu$ | 1 | 2 | 3 | 4 |
| 1 |  | 1 | $2 z$ | $2 z$ | $2 z$ |
| 2 |  | 2 | $2 z$ | $4 z$ | $4 z$ |
| 3 |  | 2 | $4 t$ | $4 y$ | 8 a |
| 4 |  | 4 | $7 v$ | $8 t$ | $8 s$ |
| 5 |  | 7 | 10 s | $16 t$ | 16 a |
| 6 |  | 12 | $16 y$ | 24 m | 32 a |
| 7 |  | 16 | $32 a$ | $44 s$ | 58 m |
| 8 |  | 32 | 62 b | 80 m | 104 m |
| 9 |  | 62 | 106 m | 128 y | 186 s |
| 10 |  | 120 | $192 b$ | 256 a | $320 r$ |
| 11 |  | 192 | 368 m | 512 a | 592 m |
| 12 |  | 380 | 640 w | 976 m | $1024 y$ |
| 13 |  | 736 | 1248 m | 1728 m | 2048 a |
| 14 |  | 1408 | 2048 y | 3072 m | $4096 a$ |
| 15 |  | 2048 | $4096 a$ | $6144 a$ | 8192 a |
| 16 |  | 4096 | 8192 a | 12288 a | 14336 m |

Table 3.2
Upper bounds for $F(n, 2, \mu)$.

| $n$ | $\mu$ | 1 | 2 | 3 | 4 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 2 |  | 1 | $2 z$ | $2 z$ | $2 z$ |
| 3 |  | 2 | $2 z$ | $2 z$ | $2 z$ |
| 4 |  | 2 | $2 z$ | $4 z$ | $4 z$ |
| 5 |  | 2 | $4 t$ | $4 p$ | $6 s$ |
| 6 |  | 4 | $7 t$ | $7 p$ | $8 s$ |
| 7 |  | 7 | $10 s$ | $12 t$ | $12 p$ |
| 8 |  | 12 | $16 t$ | $16 t$ | $16 p$ |
| 9 | 16 | $26 m$ | $32 a$ | $32 a$ |  |
| 10 | 30 | $32 l$ | $56 m$ | $62 p$ |  |
| 11 | 44 | $64 a$ | $96 m$ | $112 m$ |  |
| 12 | 78 | $128 a$ | $160 m$ | $192 p$ |  |
| 13 |  | 128 | $224 m$ | $256 l$ | $368 m$ |
| 14 | 256 | $384 m$ | $512 a$ | $640 m$ |  |
| 15 | 480 | $768 a$ | $896 m$ | $1024 l$ |  |
| 16 | 896 | $1344 m$ | $1792 a$ | $2048 a$ |  |

Table 3.3

| Upper bounds for $F(n, 3, \mu)$ |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: |
| $n$ | $\mu$ | 1 | 2 | 3 |
| 3 | 1 | $2 z$ | $2 z$ | $2 z$ |
| 4 |  | 2 | $2 z$ | $2 z$ |
| 5 | 2 | $2 z$ | $2 z$ | $2 z$ |
| 6 | 2 | $2 z$ | $4 z$ | $4 z$ |
| 7 | 2 | $4 t$ | $4 p$ | $6 s$ |
| 8 | 4 | $7 t$ | $7 p$ | $8 s$ |
| 9 | 7 | $10 s$ | $12 t$ | $12 g$ |
| 10 | 12 | $16 t$ | $16 t$ | $16 g$ |
| 11 | 16 | $24 t$ | $24 z$ | $30 p$ |
| 12 | 28 | $32 g$ | $44 t$ | $44 p$ |
| 13 | 42 | $64 a$ | $78 t$ | $78 p$ |
| 14 | 64 | $88 z$ | $128 t$ | $128 p$ |
| 15 | 112 | $160 x$ | $192 m$ | $256 a$ |
| 16 | $192 m$ | $256 l$ | $384 a$ | $448 m$ |

Table 3.4

| Upper bounds for $F(n, 4, \mu)$. |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: |
| $n$ | $\mu$ | 1 | 2 | 3 |
| 4 | 1 | $2 z$ | $2 z$ | $2 z$ |
| 5 | 2 | $2 z$ | $2 z$ | $2 z$ |
| 6 | 2 | $2 z$ | $2 z$ | $2 z$ |
| 7 | 2 | $2 z$ | $2 z$ | $2 z$ |
| 8 | 2 | $2 z$ | $4 z$ | $4 z$ |
| 9 | 2 | $4 t$ | $4 p$ | $6 s$ |
| 10 | 4 | $7 t$ | $7 p$ | $8 s$ |
| 11 | 7 | $10 s$ | $12 t$ | $12 g$ |
| 12 | 12 | $16 t$ | $16 t$ | $16 g$ |
| 13 | 16 | $24 t$ | $24 g$ | $28 p$ |
| 14 | 28 | $32 g$ | $40 m$ | $42 p$ |
| 15 | 40 | $64 t$ | $64 t$ | $64 p$ |
| 16 | 64 | $96 m$ | $112 t$ | $112 p$ |
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# THE EXISTENCE OF HOMOMORPHISMS TO ORIENTED CYCLES * 
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#### Abstract

We discuss the existence of homomorphisms of arbitrary digraphs to a fixed oriented cycle $C$. Our main result asserts that if the cycle $C$ is unbalanced then a digraph $G$ is homomorphic to $C$ if and only if (1) every oriented path homomorphic to $G$ is also homomorphic to $C$, and (2) the length of every cycle of $G$ is a multiple of the length of $C$. This answers a conjecture from an earlier paper with H. Zhou and generalizes a result proved there. We also show that this characterization does not hold for balanced cycles. We relate these results to work on the complexity of homomorphism problems.
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1. Introduction. All the digraphs discussed in this paper are finite unless otherwise specified. A homomorphism $G \rightarrow H$ of a digraph $G$ to a digraph $H$ is a mapping of the vertex sets $f: V(G) \rightarrow V(H)$ which preserves the edges, i.e., such that $x y \in E(G)$ implies $f(x) f(y) \in E(H)$. If such a homomorphism exists, we say $G$ is homomorphic to $H$ and write $G \rightarrow H$. Otherwise we write $G \nrightarrow H$. Note that these notions can also be applied to undirected graphs by viewing them as symmetric digraphs. If $K_{n}$ denotes the undirected complete graph on $n$ vertices, then for an arbitrary undirected graph $G$, a homomorphism $G \rightarrow K_{n}$ is just an $n$-colouring of $G$. Because of this fact, it is also common to call a homomorphism $G \rightarrow H$ (of general digraphs) an $H$-colouring of $G$.

Suppose $g_{0} \in V(G)$ is a fixed vertex of $G$, called the root of $G$, and $h_{0} \in V(H)$ is the root of $H$. A rooted homomorphism of $G$ to $H$ is a homomorphism $h: G \rightarrow H$ such that $h\left(g_{0}\right)=h_{0}$. In this case we write $\left(G, g_{0}\right) \rightarrow\left(H, h_{0}\right)$ and say $h$ is a homomorphism of $\left(G, g_{0}\right)$ to $\left(H, h_{0}\right)$. We observe that the composition of rooted homomorphisms $\left(G, g_{0}\right) \rightarrow\left(H, h_{0}\right)$ and $\left(H, h_{0}\right) \rightarrow\left(J, j_{0}\right)$ is a rooted homomorphism $\left(G, g_{0}\right) \rightarrow\left(J, j_{0}\right)$.

An oriented path $P$ is a sequence of distinct vertices $\left[p_{0}, p_{1}, \ldots, p_{n}\right]$, such that, for each $i \in\{0,1, \ldots, n-1\}$, either $p_{i} p_{i+1} \in E(P)$ (a forward edge of $P$ ) or $p_{i+1} p_{i} \in E(P)$ (a backward edge of $P$ ), and $P$ has no other edges. The direction in which $P$ is traversed is emphasized by saying that $p_{0}$ is the initial vertex $i(P)$ of $P$, and $p_{n}$ is the terminal vertex $t(P)$ of $P$, respectively.

An oriented cycle $C$ is a digraph obtained from an oriented path $P$ by identifying its initial and terminal vertices. Thus an oriented cycle $C$ can be given by a circular sequence of vertices $\left[c_{0}, c_{1}, \ldots, c_{m-1}, c_{0}\right]$, such that, for each $i \in\{0,1, \ldots, m-1\}$, either $c_{i} c_{i+1} \in E(C)$ (a forward edge of $C$ ) or $c_{i+1} c_{i} \in E(C)$ (a backward edge of $C$ ), and $C$ has no other edges. (Subscript addition is taken modulo $m$.) The direction of $C$ which agrees with the forward edges, i.e., $c_{0}, c_{1}, c_{2}, \ldots$, is the positive direction of $C$, and the opposite direction, i.e., $c_{0}, c_{m-1}, c_{m-2}, \ldots$, is the negative direction of $C$. We also use the term path (respectively, cycle) to mean an oriented path (respectively, an oriented cycle). Since we do not distinguish an initial vertex of an oriented

[^25]cycle, $\left[c_{0}, c_{1}, \ldots, c_{m-1}, c_{0}\right]=\left[c_{1}, c_{2}, \ldots, c_{m-1}, c_{0}, c_{1}\right]$, and we usually choose the most convenient vertex to start listing $C$.

A directed cycle (respectively, a directed path) is a cycle (respectively, path) in which all edges are in the same direction; if they are all forward edges we speak of a forward directed cycle (respectively, path); if they are all backward edges we speak of a backward directed cycle (respectively, path).

Suppose $G$ is a digraph. A path (respectively, a cycle) in $G$ is a subgraph of $G$ which is an oriented path (respectively, an oriented cycle). A digraph $G$ is connected if any two vertices are joined by some path.

The length $l(X)$ of an oriented path or an oriented cycle $X$ is the number of forward edges of $X$ minus the number of backward edges of $X$. Note that the length can be negative. An oriented cycle $C$ is unbalanced if $l(C) \neq 0$; otherwise $C$ is balanced. A digraph $G$ is balanced if each cycle of $G$ is balanced. For an oriented path $P=$ [ $p_{0}, p_{1}, \ldots, p_{n}$ ] and two vertices $p_{i}, p_{j} \in P$, we define the distance $d_{P}\left(p_{i}, p_{j}\right)$ from $p_{i}$ to $p_{j}$ as the length of the subpath of $P$ connecting $p_{i}$ to $p_{j}$. The level of a vertex $p_{i}$ of $P$ is defined as $\lambda_{P}\left(p_{i}\right)=d_{P}\left(p_{0}, p_{i}\right)$. An oriented path $P$ is minimal if $P$ contains no proper subpath $P^{\prime}$ such that $l(P)=l\left(P^{\prime}\right)$.

Let $H$ be a fixed graph or digraph. The $H$-colouring problem, or the homomorphism problem with respect to the target $H$ denoted by $H$-col, is the decision problem in which the instance is a graph or digraph $G$ and the question is whether or not $G \rightarrow H$. The $H$-colouring problem has, from the algorithmic point of view, received much recent attraction [1]-[4], [8], [9], [14], [22], [30].

For undirected graphs, it was shown in [14] that $H$-col is polynomial for $H$ bipartite and $N P$-complete for all other $H$. No such clear distinction is known for digraphs. We do know many cases of $N P$-complete problems and many nontrivial cases of polynomial problems, [1]-[4], [8], [9], [22], [30]. One easy case is the existence of a homomorphism to a directed path. In fact, we have the following result; cf. [5], [10], [24].

Theorem 1.1. Let $P$ be a directed path of length $k$. $A$ digraph $G$ is homomorphic to $P$ if and only if every oriented path homomorphic to $G$ has length at most $k$.

Theorem 1.1 asserts that paths of length greater than $k$ are the only possible obstructions to a homomorphism to $P$. It is not hard to specify a polynomial algorithm for testing the condition by a breadth first labeling of $G$; cf. [10].

A polynomial algorithm for the existence of a homomorphism to any oriented path was given in [9]. It did not depend on a theorem specifying the obstructions to homomorphisms, but such a theorem was later given in [18].

Theorem 1.2. Let $P$ be an oriented path. A digraph $G$ is homomorphic to $P$ if and only if every oriented path homomorphic to $G$ is also homomorphic to $P$.

This theorem generalizes Theorem 1.1 and can also be shown to imply a polynomial algorithm for $P$-col; cf. [16].

The existence of homomorphisms to oriented cycles appears to be a harder problem. In particular, there exist oriented cycles $C$ for which $C$-col is $N P$-complete; cf. $[8, \S 4]$. It is still the case that for directed cycles there is a simple characterization in terms of obstructions, given in Theorem 1.3 below; cf. [5], [10], [24].

Theorem 1.3. Let $C$ be a directed cycle of length $k$. A digraph $G$ is homomorphic to $C$ if and only if the length of every oriented cycle in $G$ is divisible by $k$.

This result also implies a polynomial algorithm via a breadth first labeling modulo $k$; cf. [10].

At this point one may wonder whether or not a general obstruction result analogous to Theorem 1.2 holds for cycles. Let $C$ be an oriented cycle and let ( $D_{C}$ ) denote
the following statement:
$\left(D_{C}\right) A$ digraph $G$ is homomorphic to $C$ if and only if every oriented cycle homomorphic to $G$ is also homomorphic to $C$.

It is unlikely that $\left(D_{C}\right)$ holds for all oriented cycles $C$, though we shall prove it for a large class of oriented cycles. We shall prove in the last section that if $\left(D_{C}\right)$ holds then $C$-col is in $N P \cap \operatorname{coN} P$. Thus it is not surprising that when $\left(D_{C}\right)$ holds we usually also find a polynomial algorithm for $C$-col. (It is, of course, a priori not clear how to find such an algorithm, but see the added remark at the end of the paper.) This also means that $\left(D_{C}\right)$ is unlikely to hold for those cycles $C$ for which $C$-col is $N P$-complete.

If $C$ is a directed cycle then $\left(D_{C}\right)$ holds as can be easily seen using Theorem 1.3, since the condition concerning cycle lengths is weaker than the condition in $\left(D_{C}\right)$. If $C$ is a cycle obtained from two copies of an oriented path by identifying their two initial vertices and their two terminal vertices, then $\left(D_{C}\right)$ can also be seen to hold using Theorem 1.2. In this case we also have a weaker condition, namely, that every oriented path homomorphic to $G$ is also homomorphic to $C$. Indeed, if there is a path $P$ homomorphic to $G$ but not homomorphic to $C$, then the cycle obtained from two copies of $P$ by identifying their two initial vertices and their two terminal verices is homomorphic to $G$ but not to $C$. Another class of cycles $C$ for which $\left(D_{C}\right)$ holds is the class of $B$-cycles. A $B$-cycle is an oriented cycle obtained from a forward directed path $I$ of length $n$ and a minimal oriented path $J$ of length $n-1$ by identifying their two initial vertices and their two terminal verices. Thus $B$-cycles are particular cycles of length one. The following characterization theorem was proved in [19].

Theorem 1.4. Let $C$ be a $B$-cycle. A digraph $G$ is homomorphic to $C$ if and only if every oriented path homomorphic to $G$ is also homomorphic to $C$.

Thus in this case we also know that $\left(D_{C}\right)$ holds, and once again we have a weaker condition. These weaker conditions suggest the following modified statement:
$\left(D_{C}^{\prime}\right) A$ digraph $G$ is homomorphic to $C$ if and only if

- every oriented path homomorphic to $G$ is also homomorphic to $C$, and
- the length of any cycle of $G$ is a multiple of the length of $C$.

Note that if $C$ is a directed cycle then the first condition is vacuously satisfied and $\left(D_{C}^{\prime}\right)$ becomes Theorem 1.3. Similarly, when $C$ is a $B$-cycle, the second condition is vacuously satisfied and $\left(D_{C}^{\prime}\right)$ becomes Theorem 1.4. Thus $\left(D_{C}^{\prime}\right)$ is a stronger statement than $\left(D_{C}\right)$, yet one which holds in all the cases in which we know $\left(D_{C}\right)$ holds. We know that this stronger statement does not hold for all cycles. In $\S 4$ we will construct cycles $C$ such that $\left(D_{C}^{\prime}\right)$ fails. In [19] we made the following conjecture.

Conjecture 1.5. If $C$ is an unbalanced oriented cycle, then a digraph $G$ is homomorphic to $C$ if and only if $\left(D_{C}\right)$ holds.

Here we shall prove this conjecture. Note that this implies both Theorem 1.3 and Theorem 1.4, whose proof in [19] is quite complex. Our proof also motivated a polynomial algorithm for $C$-col for any unbalanced $C$ [30]. In fact, such an algorithm has also been discovered independently by Gutjahr [8]. More recently, it has been proved [16] that whenever $\left(D_{C}\right)$ holds, there is a polynomial algorithm for $C$-col. (See the remark at the end of this paper.)

The characterization theorem (Theorem 3.1) proved here is of course interesting in its own right, regardless of any polynomial algorithms it may yield or any implications regarding $N P \cap$ coNP. It has already been applied, at least in the special case of $B$-cycles, in proving the multiplicativity of certain oriented cycles [20], thereby completing the classification of multiplicative cycles [20].
2. Auxiliary results. We shall first prove some lemmas that are special cases of the conjecture and are needed in the proof of the main theorem. In order not to have to repeat our assumptions everywhere, we specify them explicitly here as follows.

Assumptions. Let $C$ be an unbalanced oriented cycle which is not a directed cycle. Assume that $l(C)>0$ and $n$ is the maximum length of a subpath of $C$. Let $c_{0}$ be a vertex of $C$ such that $C=\left[c_{0}, c_{1}, \ldots, c_{j_{0}}, \ldots, c_{m-1}, c_{0}\right]$, where $\left[c_{0}, c_{1}, \ldots, c_{j_{0}}\right]$ is a minimal path of length $n$.

The Assumptions result in no loss of generality in view of the fact that the result for directed cycles is known. In fact, when $C$ is a directed cycle, $l(C)=n$ and $\left[c_{0}, c_{1}, \ldots, c_{j_{0}}\right]=\left[c_{0}, c_{1}, \ldots, c_{0}\right]$. It is easy to see that under the Assumptions we have $n>l(C)$.

Lemma 2.1. Let $C$ be the cycle from the Assumptions. For any $1 \leq j \leq m-1$ we have $l\left(\left[c_{0}, c_{1}, \ldots, c_{j}\right]\right)>0$, and for any $j_{0} \leq j \leq m$ we have $l\left(\left[c_{0}, c_{m-1}, c_{m-2}\right.\right.$, $\left.\left.\ldots, c_{j}\right]\right) \geq 0$.

Proof. Suppose $1 \leq j \leq j_{0}$. If $l\left(\left[c_{0}, c_{1}, \ldots, c_{j}\right]\right) \leq 0$ then $l\left(\left[c_{j}, c_{j+1}, \ldots, c_{j_{0}}\right]\right) \geq n$, contradicting either the minimality of $\left[c_{0}, c_{1}, \ldots, c_{j_{0}}\right]$ or the maximality of $n$. Similarly, if $j_{0}<j \leq m-1$ and $\left.l\left[c_{0}, c_{1}, \ldots, c_{j}\right]\right) \leq 0$, then $l\left(c_{j}, c_{j+1}, \ldots, c_{m-1}, c_{0}\right)>0$ and $l\left(\left[c_{j}, c_{j+1}, \ldots, c_{0}, c_{1}, \ldots, c_{j_{0}}\right]\right)>n$, contradicting the choice of $n$. On the other hand, if $l\left(\left[c_{0}, c_{m-1}, c_{m-2}, \ldots, c_{j}\right]\right)<0$ for $j_{0} \leq j \leq m-1$, then we also have $l\left(c_{j}, c_{j+1}, \ldots, c_{m-1}, c_{0}\right)>0$, and we obtain a contradiction as above.

Note that these inequalities imply that $c_{0}$ has in-degree zero.
We sometimes view $\left[c_{0}, c_{1}, \ldots, c_{m-1}, c_{0}\right]$ as an oriented path and call it $R^{1}(C)$; formally, we introduce a new vertex $c_{0}^{1}$ and let $R^{1}(C)$ be the path $\left[c_{0}, c_{1}, \ldots, c_{m-1}, c_{0}^{1}\right]$, where $c_{m-1} c_{0}^{1}$ or $c_{0}^{1} c_{m-1}$ is an edge of $R^{1}(C)$ precisely if $c_{m-1} c_{0}$ or $c_{0} c_{m-1}$ is an edge of $C$. This is the path which wraps around $C$ exactly once in the positive direction starting at $c_{0}$ and also ending at $c_{0}$. In a similar fashion we define $R^{q}(C)$ as the path wrapping around $C$ exactly $q$ times in the positive direction, i.e., $R^{q}(C)=$ $\left[c_{0}, c_{1}, \ldots, c_{m-1}, c_{0}^{1}, c_{1}^{1}, \ldots, c_{m-1}^{1}, c_{0}^{2}, \ldots, c_{0}^{q-1}, c_{1}^{q-1}, \ldots, c_{m-1}^{q-1}, c_{0}^{q}\right]$. For convenience we may also write $R^{q}(C)=\left[c_{0}^{0}, c_{1}^{0}, \ldots, c_{m-1}^{0}, c_{0}^{1}, c_{1}^{1}, \ldots, c_{m-1}^{1}, c_{0}^{2}, \ldots, c_{0}^{q-1}, c_{1}^{q-1}, \ldots\right.$, $\left.c_{m-1}^{q-1}, c_{0}^{q}\right]$. We define the index function as $\operatorname{Ind}\left(c_{j}^{i}\right)=i m+j$. For $x, y \in R^{q}(C)$, we say $x \leq y$ if $\operatorname{Ind}(x) \leq \operatorname{Ind}(y)$ (and $x<y$ if $\operatorname{Ind}(x)<\operatorname{Ind}(y)$ ). Note that $R^{q}(C) \rightarrow C$ via the obvious homomorphism taking all $c_{j}^{i}$ (for $\left.i=0,1, \ldots, q\right)$ to $c_{j}$.

Frequently, we will need to consider homomorphisms $h$ of an oriented path $P=$ [ $p_{0}, p_{1}, \ldots, p_{n}$ ] to the oriented cycle $C$. Each such $h$ defines a sequence $\left[h\left(p_{0}\right), h\left(p_{1}\right)\right.$, $\left.\ldots, h\left(p_{n}\right)\right]$ of vertices of $C$ such that for each $1 \leq i \leq n$, either $h\left(p_{i-1}\right) h\left(p_{i}\right)$ is an edge of $C$ (if $p_{i-1} p_{i}$ is an edge of $P$ ) or $h\left(p_{i}\right) h\left(p_{i-1}\right)$ is an edge of $C$ (if $p_{i} p_{i-1}$ is an edge of $P)$. We call such a sequence a walk of $C$. If $P=\left[p_{0}, p_{1}, \ldots, p_{n}\right]$ is a minimal path and $h: P \rightarrow C$ is a homomorphism, then we call $\left[h\left(p_{0}\right), h\left(p_{1}\right), \ldots, h\left(p_{n}\right)\right]$ a minimal walk.

Let $P=\left[p_{0}, p_{1}, \ldots, p_{n}\right]$ be an oriented path and $h: P \rightarrow C$ be a homomorphism. We shall also view $h$, in a natural way, as a homomorphism $P \rightarrow R^{2 q}=$ $\left[c_{0}, c_{1}, \ldots, c_{m-1}, c_{0}^{1}, c_{1}^{1}, \ldots, c_{m-1}^{1}, c_{0}^{2}, \ldots, c_{0}^{2 q-1}, c_{1}^{2 q-1}, \ldots, c_{m-1}^{2 q-1}, c_{0}^{2 q}\right]$ for a large enough $q$. Formally, we define a homomorphism $h^{\prime}: P \rightarrow R^{2 q}(C)$ as follows.

We let $h^{\prime}\left(p_{0}\right)=c_{i}^{q}$ if $h\left(p_{0}\right)=c_{i}$. Note that $c_{i}^{q}$ is in the "middle range" of $R^{2 q}(C)$. We will define $h^{\prime}$ so that $h\left(p_{r}\right)=c_{j}$ will always imply that $h^{\prime}\left(p_{r}\right)=c_{j}^{a}$ for some $a$. If we have already defined $h^{\prime}\left(p_{r}\right)=c_{j}^{a}$ and $h\left(p_{r+1}\right)=c_{s}$, then

$$
\begin{array}{ll}
h^{\prime}\left(p_{r+1}\right)=c_{s}^{a+1} & \text { if } j=m-1 \text { and } s=0, \\
h^{\prime}\left(p_{r+1}\right)=c_{s}^{a-1} & \text { if } j=0 \text { and } s=m-1,
\end{array}
$$

$$
h^{\prime}\left(p_{r+1}\right)=c_{s}^{a} \quad \text { otherwise } .
$$

It is easy to see that $h^{\prime}$ is well defined (as $q$ is large enough), uniquely determined by $h$ (for a fixed $q$ ), and indeed a homomorphism. We call $h^{\prime}$ the induced homomorphism of $h$. We say $h(P)$ goes in the positive direction of $C$ if $\operatorname{Ind}\left(h^{\prime}\left(p_{0}\right)\right)<\operatorname{Ind}\left(h^{\prime}\left(p_{n}\right)\right)$, and $h(P)$ goes in the negative direction if $\operatorname{Ind}\left(h^{\prime}\left(p_{0}\right)\right)>\operatorname{Ind}\left(h^{\prime}\left(p_{n}\right)\right)$. Observe that whether $h(P)$ goes in the positive direction or the negative direction of $C$ is independent of the integer $q$, though in the definition of $h^{\prime}$ we need to choose a fixed integer $q$.

For balanced graphs $G$, the second condition of Conjecture 1.5 is vacuously satisfied. Thus, when we restrict our attention to balanced graphs $G$, Conjecture 1.5 becomes the following statement.

Lemma 2.2. Let $G$ be a balanced digraph and $C$ be an unbalanced cycle. Then $G \rightarrow C$ if and only if every oriented path homomorphic to $G$ is also homomorphic to $C$.

Proof. Clearly, if $G \rightarrow C$ then any path $P$ with $P \rightarrow G$ satisfies $P \rightarrow C$ by composition. For the converse we shall use Theorem 1.2. Assume that $G$ has $q$ vertices. Then the absolute value of the length of any path in $G$ is less than $q$. Since $G$ is balanced, the same is true for any walk in $G$, and hence also for any path $P$ homomorphic to $G$. Since the length of $C$ is not zero, any homomorphism of such path $P$ to $C$ can wrap around $C$ at most $q$ times in either the positive or negative direction. Now assume that every oriented path homomorphic to $G$ is also homomorphic to $C$. Then any path homomorphic to $G$ is also homomorphic to $R^{2 q}(C)$. By Theorem 1.2, $G \rightarrow R^{2 q}(C)$, and by composition with $R^{2 q}(C) \rightarrow C$ we have $G \rightarrow C$.

Corollary 2.3. Let $T$ be an oriented tree and $C$ be an unbalanced cycle. Then $T \rightarrow C$ if and only if every oriented path homomorphic to $T$ is also homomorphic to $C$.

Lemma 2.2 has a corresponding rooted version.
Lemma 2.4. Let $G$ be a balanced digraph and $g_{0}$ be a fixed vertex of $G$. Let $C$ and $c_{0}$ be as described in the Assumptions. Then $\left(G, g_{0}\right) \rightarrow\left(C, c_{0}\right)$ if and only if $(P, i(P)) \rightarrow\left(G, g_{0}\right)$ implies that $(P, i(P)) \rightarrow\left(C, c_{0}\right)$ for every oriented path $P$.

Proof. The necessity of the condition is again clear by composition. Suppose the condition is satisfied. We shall construct a homomorphism $\left(G, g_{0}\right) \rightarrow\left(C, c_{0}\right)$. Assume again that $G$ has $q$ vertices and consider $R^{2 q}(C)$. Let $c^{*}$ be the "middle vertex" of $R^{2 q}$, i.e., $c^{*}=c_{0}^{q}$. Recall that $\left(R^{2 q}, c^{*}\right) \rightarrow\left(C, c_{0}\right)$. Note also that by Lemma 2.1 and the assumption that $l(C)>0$, we have $d_{R^{2 q}(C)}\left(c^{*}, x\right)>0$ for any $x$ with $x>c^{*}$.

We shall first define two mappings $\phi$ and $\psi$. For $x \in G$, let $\mathcal{P}_{x}$ be the set of all oriented paths $P$ such that some homomorphism $h: P \rightarrow G$ has $h(i(P))=g_{0}$ and $h(t(P))=x$. Consider a path $P \in \mathcal{P}_{x}$. Since $(P, i(P)) \rightarrow\left(G, g_{0}\right)$, we also have $(P, i(P)) \rightarrow\left(C, c_{0}\right)$ by our assumption. This implies that $(P, i(P)) \rightarrow\left(R^{2 q}(C), c^{*}\right)$ by an argument similar to the one given in the proof of the previous lemma. Thus we may define

$$
\phi(P)=\min \left\{h(t(P)): h \text { is a homomorphism }(P, i(P)) \rightarrow\left(R^{2 q}(C), c^{*}\right)\right\}
$$

Finally, we define $\psi: G \rightarrow R^{2 q}(C)$ as

$$
\psi(x)=\max \left\{\phi(P): P \in \mathcal{P}_{x}\right\} .
$$

Here the terms "max" and "min" are taken with respect to the order determined by the index function.

Next we prove that $\psi$ is a homomorphism $\left(G, g_{0}\right) \rightarrow\left(R^{2 q}(C), c^{*}\right)$. Let $(x, y) \in$ $E(G)$ be an edge of $G$. We show that $(\psi(x), \psi(y)) \in E\left(R^{2 q}(C)\right)$. First, $\psi(x) \neq \psi(y)$, because for any oriented paths $P_{1} \in \mathcal{P}_{x}$ and $P_{2} \in \mathcal{P}_{y}$, we must have $l\left(P_{1}\right)=l\left(P_{2}\right)-1$ (as $G$ is balanced) and, therefore, $\phi\left(P_{1}\right) \neq \phi\left(P_{2}\right)$.

Suppose $\psi(x)>\psi(y)$. Let $P \in \mathcal{P}_{x}$ be an oriented path such that $\phi(P)=\psi(x)$. Let $P^{\prime}$ be the path obtained from $P$ by adding a new vertex $a=t\left(P^{\prime}\right)$ and an edge $t(P) a$. Then, obviously, $P^{\prime} \in \mathcal{P}_{y}$. Therefore, $\phi\left(P^{\prime}\right) \leq \psi(y)$. Let $h:\left(P^{\prime}, i\left(P^{\prime}\right)\right) \rightarrow\left(R^{2 q}(C), c^{*}\right)$ be a homomorphism such that $h(a)=\phi\left(P^{\prime}\right)$. We have $h(t(P)) \geq \phi(P)=\psi(x)$, because $h$ restricted to $P$ is a homomorphism from $(P, i(P))$ to $\left(R^{2 q}(C), c^{*}\right)$. Since $h(t(P)) h(a) \in E\left(R^{2 q}(C)\right)$, we have $\operatorname{Ind}(h(t(P))) \leq \operatorname{Ind}(h(a))+1$. Hence $\operatorname{Ind}(h(a)) \leq$ $\operatorname{Ind}(\psi(y))<\operatorname{Ind}(\psi(x)) \leq \operatorname{Ind}(h(t(P))) \leq \operatorname{Ind}(h(a))+1$. Therefore, we must have $h(t(P))=\psi(x)$ and $h(a)=\psi(y)$, and $\psi(x) \psi(y)$ is an edge of $R^{2 q}(C)$.

A similar argument applies for the case $\psi(x)<\psi(y)$. Thus $\psi$ is indeed a homomorphism.

It remains to check that $\psi\left(g_{0}\right)=c^{*}$. First we have $\psi\left(g_{0}\right) \geq c^{*}$ because the path $P$ consisting of a single vertex is in $\mathcal{P}_{g_{0}}$ and $\phi(P)=c^{*}$. If $\psi\left(g_{0}\right)>c^{*}$, let $P^{\prime} \in \mathcal{P}_{g_{0}}$ be an oriented path such that $\phi\left(P^{\prime}\right)=\psi\left(g_{0}\right)>c^{*}$. Let $h:\left(P^{\prime}, i\left(P^{\prime}\right)\right) \rightarrow\left(R^{2 q}(C), c^{*}\right)$ be a homomorphism such that $h\left(t\left(P^{\prime}\right)\right)=\phi\left(P^{\prime}\right)$. Since $l\left(P^{\prime}\right)=0$ (because $G$ is balanced), we must have $d_{R^{2 q}(C)}\left(h\left(i\left(P^{\prime}\right)\right), h\left(t\left(P^{\prime}\right)\right)\right)=d_{R^{2 q}(C)}\left(c^{*}, \psi\left(g_{0}\right)\right)=0$. This is a contradiction with $d_{R^{2 q}(C)}\left(c^{*}, \psi\left(g_{0}\right)\right)>0$ implied by $\psi\left(g_{0}\right)>c^{*}$ (see the end of the first paragraph of this proof). Therefore, $\psi\left(g_{0}\right)=c^{*}$.

Corollary 2.5. Let $T$ be an oriented tree and $t_{0} \in T$. Let $C$ and $c_{0}$ be as described in our assumptions. Then $\left(T, t_{0}\right) \rightarrow\left(C, c_{0}\right)$ if and only if for any oriented path $P,(P, i(P)) \rightarrow\left(T, t_{0}\right)$ implies that $(P, i(P)) \rightarrow\left(C, c_{0}\right)$.

It is easy to see (from Lemma 2.2 and Corollary 2.3) that both the above lemma and corollary remain true when $C$ is a directed cycle and $c_{0}$ is an arbitrary vertex of $C$.
3. The main theorem. The following theorem verifies Conjecture 1.5 and is the main result of this paper.

Theorem 3.1. Let $C$ be an unbalanced cycle. A digraph $G$ is homomorphic to $C$ if and only if

- every oriented path homomorphic to $G$ is also homomorphic to $C$, and
- the length of any cycle of $G$ is a multiple of the length of $C$.

The necessity of the condition is obvious. We shall prove the sufficiency from the following rooted version of the theorem, which is of independent interest.

Theorem 3.2. Let $G$ be a digraph and $g_{0}$ be a fixed vertex of $G$. Let $C$ and $c_{0}$ be as described in the Assumptions. Then $\left(G, g_{0}\right) \rightarrow\left(C, c_{0}\right)$ if and only if

- for every oriented path $P,(P, i(P)) \rightarrow\left(G, g_{0}\right)$ implies that $(P, i(P)) \rightarrow\left(C, c_{0}\right)$, and
- the length of any cycle of $G$ is a multiple of the length of $C$.

It is again the case that the above theorem remains valid if $C$ is a directed cycle and $c_{0}$ is an arbitrary vertex of $C$. On the other hand, we do not know whether Theorem 3.2 remains true if the choice of $c_{0}$ is unrestricted.

We first prove that Theorem 3.2 implies Theorem 3.1.
Lemma 3.3. Let $G$ be a digraph satisfying the two conditions of Theorem 3.1. Let $C$ and $c_{0}$ be as described in the Assumptions. Then one of the following two situations must occur:

- there is a vertex $g_{0} \in V(G)$ such that for any oriented path $P,(P, i(P)) \rightarrow\left(G, g_{0}\right)$ implies $(P, i(P)) \rightarrow\left(C, c_{0}\right)$, or
- every oriented path $P$ homomorphic to $G$ is also homomorphic to $C \backslash c_{0}$.

Proof. Suppose the lemma is not true. Then for any vertex $g \in V(G)$, there is an oriented path $P_{g}$ such that $\left(P_{g}, i\left(P_{g}\right)\right) \rightarrow(G, g)$ and $\left(P_{g}, i\left(P_{g}\right)\right) \nrightarrow\left(C, c_{0}\right)$. Also, there is an oriented path $P=\left[p_{1}, p_{2}, \ldots, p_{n}\right]$ which is homomorphic to $G$ but not homomorphic to $C \backslash c_{0}$. Let $h: P \rightarrow G$ be a homomorphism. For each $1 \leq j \leq n$, let $P_{j}$ be an oriented path such that $\left(P_{j}, i\left(P_{j}\right)\right) \rightarrow\left(G, h\left(p_{j}\right)\right)$ and $\left(P_{j}, i\left(P_{j}\right)\right) \nrightarrow\left(C, c_{0}\right)$ (i.e., we write $P_{j}$ for $\left.P_{h\left(p_{j}\right)}\right)$. Let $T$ be the oriented tree obtained from $P$ by attaching the oriented path $P_{j}$ to each vertex $p_{j}$ of $P$, identifying $i\left(P_{j}\right)$ with $p_{j}$.

Obviously $T \rightarrow G$. Thus every oriented path homomorphic to $T$ is also homomorphic to $G$ and, by our assumption, also homomorphic to $C$. By Corollary 2.3 we have $T \rightarrow C$.

Let $f: T \rightarrow C$ be a homomorphism. Since $P \nrightarrow C \backslash c_{0}$, there exists $p_{j} \in$ $P \subset T$ such that $f\left(p_{j}\right)=c_{0}$. But then $f$ restricted to $P_{j} \subset T$ is a homomorphism $\left(P_{j}, i\left(P_{j}\right)\right) \rightarrow\left(C, c_{0}\right)$, contradicting the assumption that $\left(P_{j}, i\left(P_{j}\right)\right) \nrightarrow\left(C, c_{0}\right)$. This proves Lemma 3.3.

Now suppose that Theorem 3.2 is true and $G$ is a digraph satisfying the conditions of Theorem 3.1. By Lemma 3.3, either there is a vertex $g_{0} \in V(G)$ such that $\left(G, g_{0}\right)$ satisfies the conditions of Theorem 3.2, which implies $\left(G, g_{0}\right) \rightarrow\left(C, c_{0}\right)$, or every oriented path homomorphic to $G$ is also homomorphic to $C \backslash c_{0}$, which implies $G \rightarrow$ $C \backslash c_{0}$ by Theorem 1.2. In both cases we have $G \rightarrow C$ and, therefore, Theorem 3.2 implies Theorem 3.1.

Next we proceed to prove Theorem 3.2. Since rooted homomorphisms can be composed, it is easy to see that the conditions are necessary for the existence of homomorphisms $\left(G, g_{0}\right) \rightarrow\left(C, c_{0}\right)$. Thus suppose the conditions are satisfied.

We first construct an auxiliary digraph $D$ as follows: we take the subpath $\left[c_{0}, c_{1}, c_{2}\right.$, $\left.\ldots, c_{m-1}, c_{0}^{1}, c_{1}^{1}, \ldots, c_{j_{0}-1}^{1}\right]$ of $R^{2}(C)$ and identify the vertices $c_{0}$ and $c_{0}^{1}$, calling the new vertex $c^{*}$. Thus $D$ is a copy of the cycle $C$ with an additional oriented path $A=\left[c^{*}, c_{1}^{1}, \ldots, c_{j_{0}-1}^{1}\right]$ attached to it at vertex $c_{0}$. The path $A$ is just another copy of the path $\left[c_{0}, c_{1}, c_{2}, \ldots, c_{j_{0}-1}\right]$. Note that $c^{*}$ has in-degree zero. We define the index function as $\operatorname{Ind}\left(c_{j}\right)=j$ for $1 \leq j \leq m-1, \operatorname{Ind}\left(c_{j}^{1}\right)=m+j$ for $1 \leq j \leq j_{0}-1$, and $\operatorname{Ind}\left(c^{*}\right)=m$. For $a, b \in V(D)$, we write $a \leq b$ if and only if $\operatorname{Ind}(a) \leq \operatorname{Ind}(b)$ and $a<b$ if $\operatorname{Ind}(a)<\operatorname{Ind}(b))$. We again use the terms "min" and "max" with respect to this order.

Obviously $\left(D, c^{*}\right)$ and $\left(C, c_{0}\right)$ are homomorphically equivalent, i.e., $\left(D, c^{*}\right) \rightarrow$ $\left(C, c_{0}\right)$ and $\left(C, c_{0}\right) \rightarrow\left(D, c^{*}\right)$. Therefore, $\left(G, g_{0}\right) \rightarrow\left(C, c_{0}\right)$ if and only if $\left(G, g_{0}\right) \rightarrow$ $\left(D, c^{*}\right)$. Instead of constructing a homomorphism of $\left(G, g_{0}\right) \rightarrow\left(C, c_{0}\right)$, we will construct a homomorphism of $\left(G, g_{0}\right) \rightarrow\left(D, c^{*}\right)$.

Given a vertex $x \in V(G)$, we let $\mathcal{T}_{x}$ be the set of triples $\left(T, t_{0}, t\right)$ such that $T$ is an oriented tree, $t_{0}, t$ are vertices of $T$, and there is a homomorphism $h: T \rightarrow G$ with $h\left(t_{0}\right)=g_{0}$ and $h(t)=x$.

Remark 3.4. Let $\left(G, g_{0}\right)$ be a rooted digraph satisfying the conditions of Theorem 3.2. Let $C$ and $c_{0}$ be as described in the Assumptions. Then for any rooted tree $\left(T, t_{0}\right),\left(T, t_{0}\right) \rightarrow\left(G, g_{0}\right)$ implies $\left(T, t_{0}\right) \rightarrow\left(C, c_{0}\right)$.

Indeed, if $\left(T, t_{0}\right) \rightarrow\left(G, g_{0}\right)$, then for any oriented path $P$, the existence of a homomorphism $(P, i(P)) \rightarrow\left(T, t_{0}\right)$ implies the existence of a homomorphism $(P, i(P)) \rightarrow$ $\left(G, g_{0}\right)$ and, therefore, the existence of a homomorphism $(P, i(P)) \rightarrow\left(C, c_{0}\right)$ (according to one of the hypotheses). Thus $\left(T, t_{0}\right) \rightarrow\left(C, c_{0}\right)$ by Corollary 2.5.

Now we are ready to construct a homomorphism $\left(G, g_{0}\right) \rightarrow\left(D, c^{*}\right)$.

Define two mappings $\phi$ and $\psi$ as follows: for $\left(T, t_{0}, t\right) \in \cup_{x \in V(G)} \mathcal{T}_{x}$, let

$$
\phi\left(T, t_{0}, t\right)=\max \left\{h(t): h \text { is a homomorphism }\left(T, t_{0}\right) \rightarrow\left(D, c^{*}\right)\right\}
$$

and for $x \in V(G)$, let

$$
\psi(x)=\min \left\{\phi\left(T, t_{0}, t\right):\left(T, t_{0}, t\right) \in \mathcal{T}_{x}\right\}
$$

Note that $\phi$ and $\psi$ are well defined: for any $x$ and any $\left(T, t_{0}, t\right) \in \mathcal{T}_{x}$ we have $\left(T, t_{0}\right) \rightarrow\left(G, g_{0}\right)$, and hence $\left(T, t_{0}\right) \rightarrow\left(C, c_{0}\right)$ by the above remark. Thus $\left(T, t_{0}\right) \rightarrow$ $\left(D, c^{*}\right)$. It is also clear that for any $x \in V(G)$, the set $\mathcal{T}_{x}$ is not empty, since $G$ is connected.

We now proceed to prove that $\psi$ is a homomorphism $\left(G, g_{0}\right) \rightarrow\left(D, c^{*}\right)$.
First we need some lemmas that will help us restrict the possible images of a vertex of $G$ under a homomorphism of $G$ to $D$.

Let $l(C)=k$. For $x \in V(D)$, let $\lambda(x)$ be the length of the path $\left[c^{*}, c_{1}, c_{2}, \ldots, x\right]$ if $x \in C$ and the length of the path $\left[c^{*}, c_{1}^{1}, \ldots, x\right]$ if $x \in A$. By the remarks at the beginning of $\S 2$, we have that $\lambda(x)>0$ for all $x \neq c^{*}$.

Consider any oriented path $P$ and any homomorphism $h:(P, i(P)) \rightarrow\left(D, c^{*}\right)$. The image $h(P)$ of $P$ under $h$ is a walk of $D$. Since homomorphism of paths preserves distances, we have $\lambda_{P}(x)=\lambda_{h(P)}(h(x))$ for any $x \in P$. The walk $h(P)$ may wind around $C$ several times. Since $l(C)=k$, we have $\lambda_{h(P)}(h(x))=\lambda(h(x))+t k$ for some integer $t$ ( $t$ can be positive, negative, or zero). We state this important fact as a lemma.

Lemma 3.5. Let $\left(D, c^{*}\right)$ be the rooted digraph defined above and $k=l(C)$. For any oriented path $P$ and any homomorphism $h:(P, i(P)) \rightarrow\left(D, c^{*}\right)$, we have $\lambda_{P}(x) \equiv$ $\lambda(h(x))(\bmod k)$ for all $x \in P$.

Corollary 3.6. Suppose that $H$ is a connected digraph and $h_{0} \in V(H)$ is a fixed vertex of $H$; suppose further that $h_{1}:\left(H, h_{0}\right) \rightarrow\left(D, c^{*}\right)$ and $h_{2}:\left(H, h_{0}\right) \rightarrow\left(D, c^{*}\right)$ are two homomorphisms. Then $\lambda\left(h_{1}(x)\right) \equiv \lambda\left(h_{2}(x)\right)(\bmod k)$ for all $x \in H$.

Note that the path $I=\left[c^{*}, c_{1}, \ldots, c_{j_{0}}\right]$ is the only minimal path of length $n$ in $D$ which starts at $c^{*}$.

Lemma 3.7. Let $\left(D, c^{*}\right)$ be the auxiliary digraph constructed from $\left(C, c_{0}\right)$. Let $n$ be the maximum length of a subpath of $C$ and $k$ be the length of $C$. If $X=\left[x_{0}, x_{1}, \ldots, x_{t}\right]$ is a minimal walk of $D$ of length $n$ and $\lambda\left(x_{0}\right) \equiv 0(\bmod k)$, then $x_{0}=c^{*}$ and $X \subset I$.

Proof. Let $X=\left[x_{0}, x_{1}, \ldots, x_{t}\right]$ be a minimal walk of $D$ of length $n$ with $\lambda\left(x_{0}\right)=$ $0(\bmod k)$. First we show that $x_{0}=c^{*}$. Otherwise, suppose $x_{0} \neq c^{*}$. It is easy to see (by Lemma 2.1) that $D \backslash c^{*}$ contains no path of length $n$, and thus we have $c^{*}=x_{j}$ for some $0 \leq j \leq t$. Since $c^{*} \neq x_{0}$, we have $\lambda\left(x_{0}\right)>0$. Since $X$ is minimal, $d_{X}\left(x_{0}, c^{*}\right)>0$. However, if $X$ goes in the negative direction of $C$, then $d_{X}\left(x_{0}, c^{*}\right)=-\lambda\left(x_{0}\right)<0$. Therefore $X$ must go in the positive direction of $C$. Thus $0<d_{X}\left(x_{0}, c^{*}\right)=k-\lambda\left(x_{0}\right)$, which implies $\lambda\left(x_{0}\right)<k$. Thus $0<\lambda\left(x_{0}\right)<k$, contradicting the assumption that $\lambda\left(x_{0}\right) \equiv 0(\bmod k)$. Therefore $x_{0}=c^{*}$. Since $I$ is the only minimal path of length $n$ in $D$ which starts at $c^{*}$, we see that $X \subset I$.

Corollary 3.8. Suppose that $P$ is an oriented path and $B$ is a minimal subpath of $P$ of length $n$. If there is a homomorphism $h:(P, i(P)) \rightarrow\left(D, c^{*}\right)$ such that $h(B)=$ $I$, then for any homomorphism $h^{\prime}:(P, i(P)) \rightarrow\left(D, c^{*}\right)$, we must also have $h^{\prime}(B)=I$.

Proof. Let $h^{\prime}:(P, i(P)) \rightarrow\left(D, c^{*}\right)$ be a homomorphism. Obviously $h^{\prime}(B)$ is a minimal walk of $D$ of length $n$. By Corollary 3.6, $\lambda\left(h^{\prime}(i(B))\right)=0(\bmod k)$. Therefore, $h^{\prime}(i(B))=c^{*}$ and $h^{\prime}(B)=I$ by Lemma 3.7.

In the following three lemmas, we assume that $x y$ is an edge of $G$. We shall prove that $\psi(x) \psi(y)$ is an edge of $D$.

Lemma 3.9. Let $\psi: V(G) \rightarrow V(D)$ be the mapping defined just after Remark 3.4. If $x y \in E(G)$ then $\psi(x) \neq \psi(y)$.

Proof. Otherwise, suppose $\psi(x)=\psi(y)=a$. Let $\left(T^{\prime}, t_{0}^{\prime}, t^{\prime}\right) \in \mathcal{T}_{x}$ be a triple such that $\phi\left(T^{\prime}, t_{0}^{\prime}, t^{\prime}\right)=\psi(x)$, and let $\left(T^{\prime \prime}, t_{0}^{\prime \prime}, t^{\prime \prime}\right) \in \mathcal{T}_{y}$ be a triple such that $\phi\left(T^{\prime \prime}, t_{0}^{\prime \prime}, t^{\prime \prime}\right)=$ $\psi(y)$.

Let $T$ be the tree obtained from the disjoint union of $T^{\prime}$ and $T^{\prime \prime}$ by adding the edge from $t^{\prime}$ to $t^{\prime \prime}$. Then it is easy to see that $\left(T, t_{0}^{\prime}, t^{\prime}\right),\left(T, t_{0}^{\prime \prime}, t^{\prime}\right) \in \mathcal{T}_{z}$ and $\left(T, t_{0}^{\prime}, t^{\prime \prime}\right),\left(T, t_{0}^{\prime \prime}, t^{\prime \prime}\right) \in \mathcal{T}_{y}$. By the definition of $\psi(y)$ we have $\phi\left(T, t_{0}^{\prime \prime}, t^{\prime \prime}\right) \geq \psi(y)=$ $\phi\left(T^{\prime \prime}, t_{0}^{\prime \prime}, t^{\prime \prime}\right)$. Since any homomorphism $h:\left(T, t_{0}^{\prime \prime}\right) \rightarrow\left(D, c^{*}\right)$ restricted to $T^{\prime \prime}$ is a homomorphism from ( $T^{\prime \prime}, t_{0}^{\prime \prime}$ ) to ( $D, c^{*}$ ), we have $\phi\left(T, t_{0}^{\prime \prime}, t^{\prime \prime}\right) \leq \phi\left(T^{\prime \prime}, t_{0}^{\prime \prime}, t^{\prime \prime}\right)$. Therefore $\phi\left(T, t_{0}^{\prime \prime}, t^{\prime \prime}\right)=\phi\left(T^{\prime \prime}, t_{0}^{\prime \prime}, t^{\prime \prime}\right)=a$. Similarly, $\phi\left(T, t_{0}^{\prime}, t^{\prime}\right)=\phi\left(T^{\prime}, t_{0}^{\prime}, t^{\prime}\right)=a$. Let $h: T \rightarrow D$ be a homomorphism such that $h\left(t^{\prime \prime}\right)=a$, and let $h^{\prime}: T \rightarrow D$ be a homomorphism such that $h^{\prime}\left(t^{\prime}\right)=a$. Suppose $h\left(t^{\prime}\right)=b$ and $h^{\prime}\left(t^{\prime \prime}\right)=c$. Then $(b, a) \in E(D)$ and $(a, c) \in E(D)$, because $\left(t^{\prime}, t^{\prime \prime}\right) \in E(T)$ and $h, h^{\prime}$ are homomorphisms. Therefore, $a$ has positive in-degree and positive out-degree. In particular, $a \neq c^{*}$ and, therefore, $a$ has in-degree one and out-degree one.

To obtain the final contradiction, we consider two cases.
Case 1. Suppose that $a=c_{1}$. Let $h:\left(T, t_{0}^{\prime \prime}\right) \rightarrow\left(D, c^{*}\right)$ be a homomorphism such that $h\left(t^{\prime \prime}\right)=\phi\left(T, t_{0}^{\prime \prime}, t^{\prime \prime}\right)=c_{1}$. Then $h\left(t^{\prime}\right)=c^{*}$. Delete from $T$ all the vertices $t$ such that $h(t)=c^{*}$, and let $B$ be the component which contains $t^{\prime \prime}$ after the deletion. If $c_{j_{0}} \notin h(B)$ then $h(B)$ is contained in $I \backslash c_{j_{0}}$. Now define a mapping $h^{\prime}: T \rightarrow D$ as follows:

$$
\begin{aligned}
& h^{\prime}(t)=h(t) \quad \text { if } t \notin B, \quad \text { and } \\
& h^{\prime}(t)=c_{j}^{1} \quad \text { if } t \in B \text { and } h(t)=c_{j} .
\end{aligned}
$$

It is easy to see that $h^{\prime}$ is a homomorphism and $h^{\prime}\left(t_{0}^{\prime \prime}\right)=c^{*}, h^{\prime}\left(t^{\prime \prime}\right)=c_{1}^{1}$. However, $\operatorname{Ind}\left(c_{1}^{1}\right)=m+1>\operatorname{Ind}\left(c_{1}\right)$. This contradicts the fact that $\phi\left(T, t_{0}^{\prime \prime}, t^{\prime \prime}\right)=c_{1}$. Therefore $c_{j_{0}} \in h(B)$. Let $s \in B$ be a vertex such that $h(s)=c_{j_{0}}$, and for which the unique path $P$ connecting $t^{\prime}$ and $s$ in $T$ has no other vertex $u$ with $h(u)=c_{j_{0}}$. Thus $P$ is a minimal path of length $n$.

Now let $h^{\prime \prime}:\left(T, t_{0}^{\prime}\right) \rightarrow\left(D, c^{*}\right)$ be a homomorphism such that $h^{\prime \prime}\left(t^{\prime}\right)=$ $\phi\left(T, t_{0}^{\prime}, t^{\prime}\right)=c_{1}$. By Corollary 3.8, $h^{\prime \prime}(P)=I$, which implies that $h^{\prime \prime}\left(t^{\prime}\right)=c^{*}$, a contradiction.

Case 2. Assume that $a \neq c_{1}$. Then for the two neighbours $b$ and $c$ of $a$ we have $b<a<c$. As $a$ has in-degree one and out-degree one, assume that $b a \in E(D)$ and $a c \in E(D)$. (A similar argument applies to the case $a b \in E(D)$ and $c a \in E(D)$ ).

By the definition of $\psi(x)$, we have $\phi\left(T, t_{0}^{\prime \prime}, t^{\prime}\right) \geq \psi(x)=a$. Let $h:\left(T, t_{0}^{\prime \prime}\right) \rightarrow$ $(D, c *)$ be a homomorphism such that $h\left(t^{\prime}\right)=\phi\left(T, t_{0}^{\prime \prime}, t^{\prime}\right)$. Then $\left(h\left(t^{\prime}\right), h\left(t^{\prime \prime}\right)\right) \in E(D)$ implies that $h\left(t^{\prime \prime}\right)>a$. This contradicts the fact that $\phi\left(T, t_{0}^{\prime \prime}, t^{\prime \prime}\right)=a$ and proves that $\psi(x) \neq \psi(y)$.

Lemma 3.10. Let $\psi: V(G) \rightarrow V(D)$ be the mapping defined just after Remark 3.4. If $x y \in E(G)$ and $\psi(x)<\psi(y)$ then $\psi(x) \psi(y) \in E(D)$.

Proof. We proceed as in the proof of Lemma 3.9, constructing ( $T^{\prime}, t_{0}^{\prime}, t^{\prime}$ ), $\left(T^{\prime \prime}, t_{0}^{\prime \prime}, t^{\prime \prime}\right)$, and $T$. Recall that $\phi\left(T, t_{0}^{\prime}, t^{\prime}\right)=\psi(x)$ and $\phi\left(T, t_{0}^{\prime}, t^{\prime \prime}\right) \geq \psi(y)$. Let $h$ : $\left(T, t_{0}^{\prime}\right) \rightarrow\left(D, c^{*}\right)$ be a homomorphism such that $h\left(t^{\prime \prime}\right)=\phi\left(T, t_{0}^{\prime}, t^{\prime \prime}\right) \geq \psi(y)$. By the definition of $\phi$ we have $h\left(t^{\prime}\right) \leq \phi\left(T, t_{0}^{\prime}, t^{\prime}\right)=\psi(x)$. Therefore $h\left(t^{\prime}\right) \leq \psi(x)<\psi(y) \leq$ $h\left(t^{\prime \prime}\right)$. However, $h\left(t^{\prime}\right) h\left(t^{\prime \prime}\right) \in E(D)$, and hence $\operatorname{Ind}\left(h\left(t^{\prime \prime}\right)\right) \leq \operatorname{Ind}\left(h\left(t^{\prime}\right)\right)+1$. Therefore, we must have $h\left(t^{\prime}\right)=\psi(x), h\left(t^{\prime \prime}\right)=\psi(y)$, and thus $\psi(x) \psi(y) \in E(D)$.

Lemma 3.11. Let $\psi: V(G) \rightarrow V(D)$ be the mapping defined just after Remark 3.4. If $x y \in E(G)$ and $\psi(x)>\psi(y)$, then $\psi(x) \psi(y) \in E(D)$.

Proof. Again, let $\left(T^{\prime}, t_{0}^{\prime}, t^{\prime}\right),\left(T^{\prime \prime}, t_{0}^{\prime \prime}, t^{\prime \prime}\right)$, and $T$ be defined as in the proof of Lemma 3.9; thus we again have $\phi\left(T, t_{0}^{\prime \prime}, t^{\prime \prime}\right)=\psi(y)$ and $\phi\left(T, t_{0}^{\prime \prime}, t^{\prime}\right) \geq \psi(x)$. Let $h:\left(T, t_{0}^{\prime \prime}\right) \rightarrow$ $\left(D, c^{*}\right)$ be a homomorphism such that $h\left(t^{\prime}\right)=\phi\left(T, t_{0}^{\prime \prime}, t^{\prime}\right) \geq \psi(x)$. As in the proof above, we have $h\left(t^{\prime \prime}\right) \leq \psi(y)<\psi(x) \leq h\left(t^{\prime}\right)$ and $h\left(t^{\prime}\right) h\left(t^{\prime \prime}\right) \in E(D)$. If $\operatorname{Ind}\left(h\left(t^{\prime}\right)\right) \leq$ $\operatorname{Ind}\left(h\left(t^{\prime \prime}\right)\right)+1$ then the same argument shows that $\psi(x) \psi(y)=h\left(t^{\prime}\right) h\left(t^{\prime \prime}\right) \in E(D)$. Otherwise, we must have $h\left(t^{\prime}\right)=c^{*}, h\left(t^{\prime \prime}\right)=c_{1}$, and $c_{1} \leq \psi(y)<\psi(x) \leq c^{*}$. In what follows we prove that in this case we must have $\psi(y)=c_{1}$ and $\psi(x)=c^{*}$ and, therefore, $\psi(x) \psi(y) \in E(D)$.

Let $K=\left\{t \in T: h(t)=c^{*}\right\}$ and let $B$ be the component of $T \backslash K$ which contains $t^{\prime \prime}$. With the same argument as in Case 1 of the proof of Lemma 3.9, we find a vertex $s \in B$ such that the unique path $P$ in $T$ joining $t^{\prime}$ and $s$ is a minimal path of length $n$. Let $h^{\prime}:\left(T, t_{0}^{\prime}\right) \rightarrow\left(D, c^{*}\right)$ be a homomorphism such that $h^{\prime}\left(t^{\prime}\right)=\phi\left(T, t_{0}^{\prime}, t^{\prime}\right)=\psi(x)$. Since $h\left(t^{\prime}\right)=c^{*}$, we have $h(P)=I$. By Corollary 3.8, we have $h^{\prime}(P)=I$ as well. Therefore $h^{\prime}\left(t^{\prime}\right)=c^{*}=\psi(x)$.

To show that $\psi(y)=c_{1}$, we let $h^{\prime \prime}:\left(T, t_{0}^{\prime \prime}\right) \rightarrow\left(D, c^{*}\right)$ be a homomorphism such that $h^{\prime \prime}\left(t^{\prime \prime}\right)=\phi\left(T, t_{0}^{\prime \prime}, t^{\prime \prime}\right)=\psi(y)$. Again, by Corollary $3.8, h^{\prime \prime}(P)=I$ and $h^{\prime \prime}\left(t^{\prime}\right)=c^{*}$. Observe that $t^{\prime \prime}$ is the vertex adjacent to $t^{\prime}$ in $P$; we have $h^{\prime \prime}\left(t^{\prime \prime}\right)=c_{1}$. Now Lemma 3.11 is proved.

This completes the proof that $\psi: G \rightarrow D$ is a homomorphism. To complete the proof of Theorem 3.2, we still need the following lemma.

Lemma 3.12. The homomorphism $\psi$ satisfies $\psi\left(g_{0}\right)=c^{*}$.
Proof. First, we observe that $\psi\left(g_{0}\right) \leq c^{*}$, because for the tree $T^{*}$ consisting of a single vertex $t_{0}$, we have $\left(T^{*}, t_{0}, t_{0}\right) \in \mathcal{T}_{g_{0}}$ and $\phi\left(T^{*}, t_{0}, t_{0}\right)=c^{*}$.

Assume that $\psi\left(g_{0}\right)<c^{*}$, and let $\left(T, t_{0}, t\right) \in \mathcal{T}_{g_{0}}$ be a triple such that $\phi\left(T, t_{0}, t\right)=$ $\psi\left(g_{0}\right)$. Thus, there exists a homomorphism $h_{1}: T \rightarrow G$ with $h\left(t_{0}\right)=h(t)=g_{0}$ and a homomorphism $h_{2}: T \rightarrow D$ with $h_{2}\left(t_{0}\right)=c^{*}$ and $h_{2}(t)=\phi\left(T, t_{0}, t\right)=\psi\left(g_{0}\right)$. By identifying $c_{i}^{1}$ with $c_{i}$, we view $h_{2}$ as a homomorphism of $T$ to $C$ with $h_{2}\left(t_{0}\right)=c_{0}$. We shall proceed to construct a homomorphism $h: T \rightarrow C$ with $h\left(t_{0}\right)=h(t)=c_{0}$, which can be viewed as a homomorphism of $T$ to $D$ with $h\left(t_{0}\right)=h(t)=c^{*}$, in contradiction to $\phi\left(T, t_{0}, t\right)<c^{*}$.

To construct $h$ we shall use $h_{1}, h_{2}$, and a third homomorphism $h_{3}: T \rightarrow C$ with $h_{3}(t)=c_{0}$. Such a homomorphism exists by Remark 3.4, since $(T, t) \rightarrow\left(G, g_{0}\right)$ via $h_{1}$. We shall construct $h$ by letting it equal $h_{2}$ on part of the tree $T$ and $h_{3}$ on the rest of the tree $T$. For this purpose we need the following claim.

Claim. Let $P$ be the unique path of $T$ connecting $t_{0}$ to $t$. Then there is a vertex $t^{*}$ of $P$ such that $h_{2}\left(t^{*}\right)=h_{3}\left(t^{*}\right)$.

Since $h_{1}(P)$ is a closed walk of $G$, we have $l(P)=l\left(h_{1}(P)\right)=s k$ for an integer $q$. Now we consider four cases.

Case 1. Suppose that $s \leq-1$. Since $h_{2}\left(t_{0}\right)=c_{0}$ and $l\left(h_{2}(P)\right) \leq-k$, it is easy to see from Lemma 2.1 and the minimality of $I$ that $h_{2}(P)$ must wind around $C$ in the negative direction at least once. Therefore, there is a minimal subpath $X$ of $P$ such that $h_{2}(X)=I$. By Corollary $3.8, h_{3}(X)=I$ and $h_{2}(i(X))=h_{3}(i(X))=c_{0}$. Thus, in this case we let $t^{*}=i(X)$.

This argument also shows that the claim follows whenever there exists a vertex $v \in P$ which has level less than or equal to $-k$.

Case 2. Suppose that $s \geq 2$. The composition $\xi=\psi \circ h_{1}$ of the two homomorphisms $\psi$ and $h_{1}$ is a homomorphism of $T$ to $D$. Since $\xi\left(t_{0}\right)=\xi(t)=\psi\left(g_{0}\right)$ and $C$ is a cycle of length $k$, we see that $\xi(P)$ is a closed walk of $C$ which winds around $C$ at
least twice. This implies that there is a minimal subpath $X$ such that $\xi(X)=I$, and again, by Corollary $3.8, h(i(X))=h^{\prime}(i(X))$. In this case we also let $t^{*}$ be $i(X)$.

Case 3. Suppose that $s=0$. We choose a large integer $q$ and consider the induced homomorphisms of $h_{2}$ and $h_{3}$, namely $h_{2}^{\prime}, h_{3}^{\prime}: P \rightarrow R^{2 q}(C)$ (cf. §2). As $h_{2}\left(t_{0}\right)=$ $h_{3}(t)=c_{0}$, we have $h_{2}^{\prime}\left(t_{0}\right)=c_{0}^{q}$ and $h_{3}^{\prime}(t)=c_{0}^{a}$ for some $a$. Let $h_{3}^{\prime \prime}: P \rightarrow R^{2 q}(C)$ be the homomorphism defined as $h_{3}^{\prime \prime}(x)=c_{j}^{r+q-a}$ if $h_{3}^{\prime}(x)=c_{j}^{r}$. In other words, $h_{3}^{\prime \prime}$ is obtained from $h_{3}^{\prime}$ by shifting the image so that $t$ is sent to $c_{0}^{q}$. It is obvious that if $h_{2}^{\prime}\left(t^{*}\right)=h_{3}^{\prime \prime}\left(t^{*}\right)$ for some $t^{*} \in P$, then $h_{2}\left(t^{*}\right)=h_{3}\left(t^{*}\right)$.

Note that Lemma 2.1 implies that $d_{R^{2 q}(C)}\left(c_{0}^{q}, v\right)>0$ for any $v \in R^{2 q}(C)$ with $v>c_{0}^{q}$ (recall that the order is defined by the index function). Since $h_{2}^{\prime}(P)$ and $h_{3}^{\prime \prime}(P)$ are walks of $R^{2 q}(C)$ of length zero, we must have $h_{2}^{\prime}(t)<c_{0}^{q}$ and $h_{3}^{\prime \prime}\left(t_{0}\right)<c_{0}^{q}$. Thus we have $h_{2}^{\prime}\left(t_{0}\right)>h_{3}^{\prime \prime}\left(t_{0}\right)$ and $h_{2}^{\prime}(t)<h_{3}^{\prime \prime}(t)$. Let $x$ be the last vertex of $P$ such that $h_{2}^{\prime}(x) \geq h_{3}^{\prime \prime}(x)$, and let $y$ be the next vertex of $P$. Thus we have $h_{2}^{\prime}(y)<h_{3}^{\prime \prime}(y)$. If $h_{2}^{\prime}(x)=h_{3}^{\prime \prime}(x)$ then we let $t^{*}=x$ and the claim follows. Assume that $h_{2}^{\prime}(x)>h_{3}^{\prime \prime}(x)$. Observe that either $x y$ is an edge of $P$, which implies that $h_{2}^{\prime}(x) h_{2}^{\prime}(y)$ and $h_{3}^{\prime \prime}(x) h_{3}^{\prime \prime}(y)$ are edges of $R^{q}(C)$, or $y x$ is an edge of $P$, which implies that $h_{2}^{\prime}(y) h_{2}^{\prime}(x)$ and $h_{3}^{\prime \prime}(y) h_{3}^{\prime \prime}(x)$ are edges of $R^{q}(C)$. In any case, we have $\operatorname{Ind}\left(h_{2}^{\prime}(x)\right) \leq \operatorname{Ind}\left(h_{2}^{\prime}(y)\right)+1$ and $\operatorname{Ind}\left(h_{3}^{\prime \prime}(y)\right) \leq$ $\operatorname{Ind}\left(h_{3}^{\prime \prime}(x)\right)+1$. Therefore, we must have $h_{2}^{\prime}(x)=h_{3}^{\prime \prime}(y)$ and $h_{2}^{\prime}(y)=h_{3}^{\prime \prime}(x)$. This is a contradiction, since $R^{2 q}(C)$ has no digons.

Case 4. Suppose that $s=1$. Again, we let $\xi=\psi \circ h_{1}$ be the composition of the two homomorphisms $\psi$ and $h_{1}$. Since $\xi(P)$ is a closed walk of $C$ of length $k$, it winds around $C$ exactly once in the positive direction of $C$. Therefore, the induced homomorphism $\xi^{\prime}: P \rightarrow R^{2 q}(C)$ satisfies $\xi^{\prime}\left(t_{0}\right)=c_{r}^{q}$ and $\xi^{\prime}(t)=c_{r}^{q+1}$, where $c_{r}=$ $\xi\left(t_{0}\right)=\psi\left(g_{0}\right)=h_{2}(t)$. In particular, there is a vertex $v \in P$ such that $\xi^{\prime}(v)=c_{0}^{q+1}$.

Recall that $h_{2}\left(t_{0}\right)=c_{0}$. Suppose $h_{2}(P)$ goes in the negative direction of $C$. Then the induced homomorphism (for some large $q$ ) $h_{2}^{\prime}: P \rightarrow R^{2 q}(C)$ satisfies $h_{2}^{\prime}\left(t_{0}\right)=c_{0}^{q}$ and $h_{2}^{\prime}(t)=c_{r}^{s}$ for some $s \leq q-1$. Thus the distance $d_{R^{2 q}(C)}\left(c_{0}^{q}, c_{r}^{s}\right)=l(P)=k$. However, $d_{R^{2 q}(C)}\left(c_{0}^{q}, c_{0}^{s+1}\right)=(-k) \cdot(q-(s+1)) \leq 0$. Therefore, $d_{R^{2 q}(C)}\left(c_{0}^{s+1}, c_{r}^{s}\right) \geq k$. This implies that $d_{R^{2 q}(C)}\left(c_{r}^{q}, c_{0}^{q+1}\right) \leq-k$, and hence the level of the vertex $v$ in $P$ is less than or equal to $-k$. We have already shown that in this case the claim is true (see the remark at the end of the proof of Case 1).

Thus we may assume that $h_{2}(P)$ goes in the positive direction of $C$, i.e., $h_{2}^{\prime}\left(t_{0}\right)=$ $c_{0}^{q}$ and $h_{2}^{\prime}(t)>c_{0}^{q}$. If there is a vertex $v$ of the tree $T$ such that $h_{2}^{\prime}(v)=c_{j_{0}}^{q}$, then the path $P^{\prime}$ of $T$ connecting $t_{0}$ to $v$ has length $n$. Thus it contains a minimal subpath $B$ of length $n$ such that $h_{2}^{\prime}(B)=\left[c_{0}^{q}, c_{1}^{1}, \ldots, c_{j_{0}}^{q}\right]$. This implies that $h_{2}(B)=I$ and, therefore, $h_{3}(B)=I$ by Corollary 3.8. In this case we let $t^{*}=i(B)$. On the other hand, suppose that there is no vertex $v$ of $T$ such that $h_{2}^{\prime}(v)=c_{j_{0}}^{q}$. We delete all the vertices $x$ of $T$ such that $h_{2}(x)=c_{0}$. Let $B$ be the component which contains $t$ (recall that $\left.h_{2}(t)=\psi\left(g_{0}\right) \neq c^{*}\right)$. Then there is no vertex $x \in B$ such that $h_{2}(x)=c_{j_{0}}$, and hence $h_{2}(B)$ is contained in $I \backslash c_{j_{0}}$. As in the proof of Lemma 3.9, we can shift the image of $B$ to $A$ (recall that $A$ is just another copy of $I \backslash\left\{c_{j_{0}}\right\}$ attached to $c^{*}$ in the auxiliary digraph $D$ ). The new homomorphism shows that $\phi\left(T, t_{0}, t\right) \geq c^{*}$, contradicting our assumption.

Now the claim is proved and we can define a homomorphism $h^{\prime \prime}:\left(T, t_{0}\right) \rightarrow\left(D, c^{*}\right)$ as follows: let $B$ be the component of $T \backslash t^{*}$ which contains $t$, and let

$$
\begin{array}{ll}
h^{\prime \prime}(x)=h^{\prime}(x) & \text { if } x \in B \\
h^{\prime \prime}(x)=h(x) & \text { if } x \notin B
\end{array}
$$

Then $h^{\prime \prime}$ is obviously a homomorphism and $h^{\prime \prime}\left(t_{0}\right)=h^{\prime}(t)=c^{*}$. Therefore, $\psi\left(g_{0}\right)=c^{*}$


Fig. 1. Example paths $P_{1}$ and $P_{2}$.
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Fig. 2. Cycles $G$ and $C$.
and $\left(G, g_{0}\right) \rightarrow\left(D, c^{*}\right)$. This completes the proof of Lemma 3.12, as well as that of Theorem 3.2.
4. General oriented cycles. We first construct an example to show that $\left(D_{C}^{\prime}\right)$ does not always hold.

Let $P_{1}$ and $P_{2}$ be two minimal paths of the same length such that $P_{1} \nrightarrow P_{2}$ and $P_{2} \nrightarrow P_{1}$. Such paths are easy to construct; Fig. 1 gives one such pair of paths.

Let $G$ be obtained by identifying $t\left(P_{1}\right)$ with $t\left(P_{2}\right)$ and $i\left(P_{1}\right)$ with $i\left(P_{2}\right)$ (cf. the left graph in Fig. 2, where the directed edge labeled $P_{i}$ represents the path $P_{i}$ ). Let $C$ be obtained in a similar way from two copies of $P_{1}$ and two copies of $P_{2}$, as depicted in the right graph of Fig. 2.

It is easy to see that $G \nrightarrow C$, yet $G$ satisfies the hypotheses of $\left(D_{C}^{\prime}\right)$. Thus $\left(D_{C}^{\prime}\right)$ does not hold for this cycle $C$. Note that this does not show that $\left(D_{C}\right)$ fails for $C$, since $G$ does not satisfy the hypotheses of $\left(D_{C}\right)$. However, Theorem 4.1 below suggests that $\left(D_{C}\right)$ may fail for any cycle $C$ such that $C$-col is $N P$-complete; cf. Fig. 3.

Theorem 4.1. If $\left(D_{C}\right)$ holds for an oriented cycle $C$ then $C$-col is in $N P \cap \operatorname{coN} P$.
Proof. Obviously each problem $C$-col is in the class $N P$. Let $C$ be a fixed oriented cycle for which ( $D_{C}$ ) holds, i.e., such that a digraph $G$ is homomorphic to $C$ if and only if every cycle homomorphic to $G$ is also homomorphic to $C$.

In order to prove that $C$-col is also in co $N P$, we shall prove the following two statements (in Lemmas 4.2 and 4.3).
(1) There is an algorithm which decides whether or not $X \rightarrow H$ in time $O(|E(X)| \cdot$ $|E(H)| \cdot|V(H)|)$ for any oriented cycle $X$ and any digraph $H$.
(2) Let $H$ be a fixed digraph. If there is a cycle $X$ which is homomorphic to a digraph $G$ but not to $H$, then there is such a cycle $X^{\prime}$ with $O(|V(G)|)$ edges.

It is not difficult to see that these two statements imply that $C$-col is in the class co $N P$. Indeed, if $G$ is a digraph with $G \nrightarrow C$, then there is a cycle $X$ which is homomorphic to $G$ but not to $C$. Thus by (2), there is such a cycle $X^{\prime}$ with $O(|V(G)|)$ edges. By (1), it can be verified in time $O\left(|V(G)| \cdot|E(G)|^{2}\right)$ that $X^{\prime}$ is indeed homomorphic to $G$ and not to $C$ (observe that the size of $C$ is a constant).

Let $W=\left[w_{0}, w_{1}, \ldots, w_{m-1}, w_{m}\right]$ be an oriented path, $H$ be any digraph, and $h_{0} \in V(H)$ be a fixed vertex of $H$. The canonical labeling of $W$ by $\left(H, h_{0}\right)$ is the
unique mapping $\lambda$ of $W$ to the subsets of $V(H)$ for which

$$
\begin{aligned}
\Lambda\left(w_{0}\right)= & \left\{h_{0}\right\} \\
\Lambda\left(w_{i+1}\right)= & \left\{v \in V(H): u v \in E(H) \text { for some } u \in \Lambda\left(w_{i}\right)\right\} \\
& \text { if } w_{i} w_{i+1} \in E(W), \\
\Lambda\left(w_{i+1}\right)= & \left\{v \in V(H): v u \in E(H) \text { for some } u \in \Lambda\left(w_{i}\right)\right\} \\
& \text { if } w_{i+1} w_{i} \in E(W) .
\end{aligned}
$$

Lemma 4.2. Let $W=\left[w_{0}, w_{1}, \ldots, w_{m-1}, w_{m}\right]$ be an oriented path and $X$ be the oriented cycle obtained from $W$ by identifying $w_{0}$ with $w_{m}$. Let $H$ be any digraph and let $h_{0}$ be a fixed vertex of $H$. Then $\left(X, w_{0}\right) \rightarrow\left(H, h_{0}\right)$ if and only if $h_{0} \in \Lambda\left(w_{m}\right)$ in the canonical labeling of $W$ by $H$.

Proof. Suppose $h:\left(X, w_{0}\right) \rightarrow\left(H, h_{0}\right)$ is a homomorphism. Then it is easy to show by induction on $j$ that $h\left(w_{j}\right) \in \Lambda\left(w_{j}\right)$ for all $0 \leq j \leq m$. Since $h\left(w_{m}\right)=h\left(w_{0}\right)=h_{0}$, we have $h_{0} \in \Lambda\left(w_{m}\right)$.

On the other hand, suppose $h_{0} \in \Lambda\left(w_{m}\right)$ in the canonical labeling of $W$ by $\left(H, h_{0}\right)$. A homomorphism $h:\left(X, w_{0}\right) \rightarrow\left(H, h_{0}\right)$ can be constructed as follows: Let $h\left(w_{m}\right)=h\left(w_{0}\right)=h_{0}$. If $h\left(w_{j}\right)=v_{j} \in \Lambda\left(w_{j}\right)$ has been chosen, then let $h\left(w_{j-1}\right)=$ $v_{j-1}$, where $v_{j-1}$ is an element of $\Lambda\left(w_{j-1}\right)$ such that either $\left(v_{j-1}, v_{j}\right) \in E(H)$ or $\left(v_{j}, v_{j-1}\right) \in E(H)$, according to whether $\left(w_{j-1}, w_{j}\right) \in E(W)$ or $\left(w_{j}, w_{j-1}\right) \in E(W)$. Such an element exists by the definition of the canonical labeling. It is clear that the mapping $h$ is a homomorphism.

The canonical labeling of $W$ by $\left(H, h_{0}\right)$ can be found in time $O(|E(W)| \cdot|E(H)|)$. Thus it can be determined in time $O(|E(W)| \cdot|E(H)|)$ whether or not $\left(X, w_{0}\right) \rightarrow$ $\left(H, h_{0}\right)$. In order to determine whether or not $W \rightarrow H$, it is enough to determine whether or not $\left(W, w_{0}\right) \rightarrow(H, h)$ for some $h \in V(H)$. Therefore, it suffices to find the canonical labeling of $W$ by $(H, h)$ for each of the vertices $h \in V(H)$. Thus it can be determined in time $O(|E(X)| \cdot|E(H)| \cdot|V(H)|)$ whether or not $X \rightarrow H$.

Lemma 4.3. Let $V(H)=k$. If there exists an oriented cycle $X$ homomorphic to $G$ but not to $H$, then there exists such a cycle $X$ with $|V(X)| \leq 2^{k^{2}} \cdot|V(G)|$.

Proof. Suppose that $X$ is obtained from the oriented path $W=\left[w_{0}, w_{1}, \ldots, w_{m}\right]$ by identifying $w_{0}$ with $w_{m}$, and $X \rightarrow G$ and $X \nrightarrow H$. Let $f: X \rightarrow G$ be a homomorphism. For each vertex $h \in V(H)$, let $\Lambda_{h}$ be the canonical labeling of $W$ by $(H, h)$. By the previous lemma, $h \notin \Lambda_{h}\left(w_{m}\right)$ for any $h \in V(H)$ (otherwise we would have $\left(X, w_{0}\right) \rightarrow(H, h)$, and hence $\left.X \rightarrow H\right)$. If $m>2^{k^{2}} \cdot|V(G)|$, then by the pigeon hole principle there are two vertices $w_{i}, w_{j}$ of $W$ (with $i<j$ ) such that $f\left(w_{i}\right)=f\left(w_{j}\right)$ and $\Lambda_{h}\left(w_{i}\right)=\Lambda_{h}\left(w_{j}\right)$ for all $h \in V(H)$. (The mappings $f$ and $\left\{\Lambda_{h}: h \in V(H)\right\}$ can be viewed as a single mapping of $W$ into the set $V(G) \times 2^{V(H)} \times 2^{V(H)} \times \cdots \times 2^{V(H)}$ of size $2^{k^{2}} \cdot|V(G)|$.) Let $W^{\prime}=\left[w_{0}, w_{1}, \ldots, w_{i}, w_{j+1}, \ldots, w_{m}\right]$ (i.e., $W^{\prime}$ is obtained from $W$ by deleting all the vertices $w_{i+1}, \ldots, w_{j-1}$ and identifying $w_{i}$ with $w_{j}$ ), and let $X^{\prime}$ be the cycle obtained from $W^{\prime}$ by identifying $w_{0}$ with $w_{m}$. Then, obviously, $W^{\prime} \rightarrow G$, and for the canonical labeling $\Lambda_{h}^{\prime}$ of $W^{\prime}$ by $(H, h)$ we have $\Lambda_{h}^{\prime}\left(w_{t}\right)=\Lambda_{h}\left(w_{t}\right)$ for all $w_{t} \in W^{\prime}$ and all $h \in V(H)$. Therefore, $h \notin \Lambda_{h}^{\prime}\left(w_{m}\right)$ for all $h \in V(H)$ and $X^{\prime} \nrightarrow H$.

Corollary 4.4. Let $G$ be a digraph and $C$ be an oriented cycle with $k$ edges. If there exists a cycle homomorphic to $G$ but not to $C$, then there exists such a cycle $X$ with $|V(X)| \leq 2^{k^{2}} \cdot|V(G)|$.

Since $C$ is fixed, $2^{k^{2}}$ is a constant. So the size of $X$ is $O(|V(G)|)$. Thus we have proved statements (1) and (2), as well as Theorem 4.1.

It follows from Corollary 4.4 and Theorem 3.1 that $C$-col is in $N P \cap \operatorname{coNP}$ whenever $C$ is unbalanced. In fact, it follows from [8], [30] that $C$-col is polynomial


Fig. 3. Gutjahr's cycle $C$ for which $C$-col is $N P$-complete.
for unbalanced cycles $C$. This can also be derived from Theorem 3.1 using a technique explained in [16]. On the other hand, suppose that $P_{i}(i=1,2,3,4,5,6)$ are minimal oriented paths of length $n$ such that $P_{i} \nrightarrow P_{j}$ whenever $i \neq j$. (Such paths are easy to construct using the technique apparent in Fig. 1.) Gutjahr proved that $C$-col is $N P$-complete for the balanced cycle $C$ depicted in Fig. 3 [8].
5. Remark on new results. In [16], we shall argue that statements like $\left(D_{C}\right)$ can be viewed as "duality" properties of graph homomorphisms. In the terminology of [16], our main result here asserts that unbalanced cycles have cycle duality, and Theorem 1.2 asserts that oriented paths have path duality. We have recently considered more general duality statements: A digraph $H$ is said to have treewidth$k$ duality if a digraph $G$ is homomorphic to $H$ if and only if every oriented partial $k$-tree homomorphic to $G$ is also homomorphic to $H$. Since oriented paths are partial 1-trees and oriented cycles are partial 2-trees, we have many examples of graphs with treewidth- $k$ duality. It is proved in [16] that if $H$ has treewidth- $k$ duality (for any $k$ ), then $H$-col is polynomial. This allows us to conclude, from our main theorem, that $C$-col is polynomial for each unbalanced cycle $C$. Polynomial algorithms for this problem have previously been proposed by X. Zhu [30] (motivated by the main technique of this paper), and independently by W. Gutjahr [8]. (It also allows us to conclude from Theorem 1.2 that $P$-col is polynomial for each oriented path $P$; this was first proved in [9].) T. Feder and M. Vardi have recently shown that the class of graphs with treewidth- $k$ duality corresponds exactly with $H$-col problems they call of bounded width [6], which admit polynomial Datalog algorithms. Most recently, Feder has shown that for all oriented cycles $C$, the problem $C$-col is either polynomial or $N P$-complete [7]. J. Nešetřil and X. Zhu [25] have shown that there exist balanced oriented cycles which have no treewidth- $k$ duality for any integer $k$. This implies, in particular, that $\left(D_{C}\right)$ does not hold for these cycles.
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# CHERNOFF-HOEFFDING BOUNDS FOR APPLICATIONS WITH LIMITED INDEPENDENCE * 
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#### Abstract

Chernoff-Hoeffding ( CH ) bounds are fundamental tools used in bounding the tail probabilities of the sums of bounded and independent random variables (r.v.'s). We present a simple technique that gives slightly better bounds than these and that more importantly requires only limited independence among the random variables, thereby importing a variety of standard results to the case of limited independence for free. Additional methods are also presented, and the aggregate results are sharp and provide a better understanding of the proof techniques behind these bounds. These results also yield improved bounds for various tail probability distributions and enable improved approximation algorithms for jobshop scheduling. The limited independence result implies that a reduced amount and weaker sources of randomness are sufficient for randomized algorithms whose analyses use the CH bounds, e.g., the analysis of randomized algorithms for random sampling and oblivious packet routing.
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1. Introduction. The most fundamental tools used in bounding the tail probabilities of the sums of bounded and independent random variables are based on techniques initiated by Chernoff [11] and generalized by Hoeffding [17] more than 30 years ago. They are frequently used in the design and analysis of randomized algorithms and derandomization and in the probabilistic method. We present a simple method which generalizes somewhat the classical method for proving the Chernoff Hoeffding $(\mathrm{CH})$ bounds in the case of bounded random variables confined to the interval $[0$, 1]. More importantly, this approach requires only limited independence among the random variables (r.v.'s) and thereby imports a variety of standard results to the case of limited independence for free. This and related bounds lead to a variety of applications ranging from improved bounds for tail probability distributions to new algorithmic results.

The limited independence result implies that sources of randomness that are

[^26]weaker than the standard model of unbiased and independent bits are sufficient for any algorithm whose analysis uses the CH bounds. It also provides a better understanding of the proof techniques behind these bounds and gives improved bounds for various tail probability distributions. Via standard techniques, it leads to a simple analysis of algorithms for such classical problems as random sampling. The formulation also leads to approximation algorithms with better approximation guarantees for certain problems.

Given $n$ r.v.'s $X_{1}, X_{2}, \ldots, X_{n}$, suppose we want to upper bound the "upper tail" probability $\operatorname{Pr}(X \geq a)$, where $X \doteq \sum_{i=1}^{n} X_{i}, \mu \doteq E[X], a=\mu(1+\delta)$, and $\delta>0$. The classical idea behind the CH bounds (see, for instance, Chernoff [11], Hoeffding [17], Raghavan [35], and Alon, Spencer, and Erdös [3]) is as follows. For any fixed $t>0, \operatorname{Pr}(X \geq a)=\operatorname{Pr}\left(e^{t X} \geq e^{a t}\right) \leq E\left[e^{t X}\right] / e^{a t}$ by Markov's inequality. Computing an upper bound $u(t)$ on $E\left[e^{t X}\right]$ and minimizing $u(t) / e^{a t}$ over $t>0$ gives an upper bound for $\operatorname{Pr}(X \geq a)$.

An important situation in computation is the one in which $X_{i} \in\{0,1\}, i=$ $1,2, \ldots, n$. For this case, we construct a class of functions of $X$ that is as easy to analyze and includes the class $\left\{e^{t X}: t>0\right\}$ and do the above minimization over this class. In the process, we discover that $X_{1}, X_{2}, \ldots, X_{n}$ need only be $h(n, \mu, \delta)$-wise independent for a suitably defined function $h(\cdot, \cdot, \cdot)$, which is typically much less than $n$ for many algorithms; recall that a set of r.v.'s $V$ exhibit $k$-wise independence if any subset of $k$ or fewer r.v.'s from $V$ are jointly independent, which is to say that their joint probability distribution function is simply the product of the individual distributions. One reason for the use of the $e^{t X}$ function in the classical methods is that $E\left[e^{t X}\right]$ generates all higher moments of $X$; using only a constant number of higher moments, for instance, gives weak bounds. However, in the binary case, the first $n$ moments are sufficient to generate all higher moments, which motivates our method. Interestingly, this formulation can also be applied to general $X_{i}$ that take arbitrary values in the interval $[0,1]$, even though it is not true that the first $n$ moments of $X=\sum_{i=1}^{n} X_{i}$ determine all higher ones.

The results have many applications to tail probability distributions. They imply similar limited independence results when $X_{1}, X_{2}, \ldots, X_{n}$ take values in the interval [ 0 , $1]$; this can be extended to bounded r.v.'s by scaling their ranges to $[0,1]$. In the case of the hypergeometric distribution (sampling without replacement), they provide an elementary mechanism to attain slightly better bounds than those implied in [17] and by Chvátal [13]. The method also yields good upper bounds for the tail probabilities of the sums of r.v.'s with limited independence.

These constructions also provide pointers to further improvement of the independence bounds. For example, we will take the liberty of redirecting somewhat the estimation method as appropriate when attaining improved tools for analyzing the behavior of the sum of $k$-wise independent r.v.'s. The results simplify and sharpen some of the analyses done in [39] and [40]. In particular, we derive good upper bounds on $E\left[\left(\left(\sum_{i=1}^{n} X_{i}\right)-E\left[\sum_{i=1}^{n} X_{i}\right]\right)^{k}\right]$, where $X_{1}, X_{2}, \ldots, X_{n}$ are $k$-wise independent r.v.'s, each of which lies in the interval [ 0,1 ]; this leads to better independence bounds than our $h(n, \mu, \delta)$ when $\delta<1$. We also prove good bounds on the probability of exactly $r$ successes in a sequence of $k$-wise independent Bernoulli trials, which shows that even with modest independence, probabilities and conditional probabilities are close to the fully independent case in situations such as hashing.

The sufficiency of limited independence has several computational applications. First, it means that any random process whose analysis uses the CH bounds can be simulated with a weaker random source than one which outputs unbiased and
independent bits. Next, via known constructions of r.v.'s with limited independence using fewer random bits (Joffe [19], Carter and Wegman [9], Mehlhorn and Vishkin [26], Alon, Babai and Itai [1], Siegel [43]), we can reduce the randomness required for certain algorithms. One simple example is that of random sampling; given a universe $U$ and a subset $X \subseteq U$, the problem is to estimate the fraction of objects of type $X$ in $U$ such that the absolute error of the output is at most $\delta$ with probability at least $1-\varepsilon$ for given error parameters $\delta$ and $\varepsilon$. The new constructions imply that if $R$ independent samples are required to yield the desired bound, then it in fact suffices for those $R$ samples to be $k^{*}$-wise independent, for $k^{*}=O\left(\log \left(\frac{1}{\varepsilon}\right)\right)$. These samples can be generated by $O\left(\log \left(\frac{1}{\varepsilon}\right)\right)$ random samples from $U$ using standard methods. Note that the above construction is not optimal with regard to the number of random bits used (see Bellare, Goldreich, and Goldwasser [6] for an optimal construction), but is extremely simple. It is also easily parallelizable, whereas it is not known how to parallelize other schemes for reducing randomness, e.g., random walks on expanders. It has come to our attention that, via weaker bounds on the $k$ th moment, essentially the same bounds for the random sampling problem have been obtained by Bellare and Rompel [7]. We believe that there should be additional applications yielding reduced randomness. A spectrum of explicit constructions of oblivious routing algorithms on the butterfly with varying time-randomness parameters is among the results of Peleg and Upfal [32]; our limited independence result directly matches these bounds on the hypercube and, we believe, should extend to other interconnection networks.

Finally, we combine the method of conditional probabilities [34], [44] with the new construction to obtain two results. We get a much faster implementation of the sequential jobshop scheduling algorithm of Shmoys, Stein, and Wein [41]. It is comparable in time complexity to the speedups of Plotkin, Shmoys, and Tardos [33] and Stein [45], but more importantly, the approximation bound it presents is better than those of [33] and [45]. Here, we show that a problem can be derandomized directly, thereby avoiding the bottleneck step of solving a huge linear program. We also prove an "exact partition" result for set discrepancy and derive a polynomial-time algorithm for it.

The organization of the paper is as follows. Section 2 presents the new formulation and its applications to tail probabilities. Section 3 presents applications of these results to computation.
2. The basic method and applications to tail probabilities. In this section, we introduce the method, discuss its implications to the tail probabilities of various distributions, and analyze some related approaches. We also prove probability bounds for exactly $r$ successes in a sequence of Bernoulli trials under limited independence. As discussed in $\S 1$, the basic idea used in the CH bounds is as follows. Given $n$ r.v.'s $X_{1}, X_{2}, \ldots, X_{n}$, we want to upper bound the upper tail probability $\operatorname{Pr}(X \geq a)$, where $X \doteq \sum_{i=1}^{n} X_{i}, \mu \doteq E[X], a=\mu(1+\delta)$, and $\delta>0$. For any fixed $t>0$,

$$
\operatorname{Pr}(X \geq a)=\operatorname{Pr}\left(e^{t X} \geq e^{a t}\right) \leq \frac{E\left[e^{t X}\right]}{e^{a t}}
$$

by computing an upper bound $u(t)$ on $E\left[e^{t X}\right]$ and minimizing $u(t) / e^{a t}$ over $t>0$, we can upper bound $\operatorname{Pr}(X \geq a)$. When $X_{1}, X_{2}, \ldots, X_{n}$ are binary, we construct a class of functions of $X$ that includes the class $\left\{e^{t X}: t>0\right\}$ and do the minimization over this class; in the process, we discover that $X_{1}, X_{2}, \ldots, X_{n}$ need only be $h(n, \mu, \delta)$-wise independent for a function $h(\cdot, \cdot, \cdot)$ that will be defined in equation (3) of the next section.

Notation. If $x$ is real and $r$ is a positive integer, then $\binom{x}{r}$ will denote, as usual, $(x(x-1) \cdots(x-r+1)) / r!$ with $\binom{x}{0} \doteq 1$.
2.1. Estimating tail probabilities of binary random variables. The CH bounds are frequently used when the r.v.'s $X_{1}, X_{2}, \ldots X_{n}$ are binary and independent. In this section, we first assume that $X_{1}, X_{2}, \ldots X_{n}$ are $0-1$ independent r.v.'s with $\operatorname{Pr}\left(X_{i}=1\right)=p_{i}, 1 \leq i \leq n$; the independence assumption will be relaxed later and the results will be extended to r.v.'s $X_{i}$ with $0 \leq X_{i} \leq 1$ in $\S 2.2$. Let $X \doteq \sum_{i=1}^{n} X_{i}$, and $\mu \doteq E[X]=\sum_{i=1}^{n} p_{i}$. We want good upper bounds on $\operatorname{Pr}(X \geq \mu(1+\delta))$ for $\delta>0$. Chernoff [11] implicitly showed that for identically distributed $0-1$ variables $X_{1}, X_{2}, \ldots X_{n}$ and for $a>\mu$,

$$
\min _{t} \frac{E\left[e^{t X}\right]}{e^{a t}} \leq L(n, \mu, a)=\left(\frac{\mu}{a}\right)^{a}\left(\frac{n-\mu}{n-a}\right)^{n-a} .
$$

Hoeffding [17] extended this by showing that $L(n, \mu, a)$ is an upper bound for the above minimum even if the $X_{i}$ 's are not identically distributed and range between 0 and 1. Replacing $a$ with $\mu(1+\delta)$ in the Hoeffding estimate $L(\cdot, \cdot, \cdot)$ gives, for $\delta>0$,

$$
\operatorname{Pr}(X \geq \mu(1+\delta)) \leq F(n, \mu, \delta) \doteq \frac{\left(1+\frac{\mu \delta}{(n-\mu(1+\delta))}\right)^{n-\mu(1+\delta)}}{(1+\delta)^{\mu(1+\delta)}}
$$

Since $L(n, \mu, a)$ is symmetric with respect to $(a, \mu)$ and ( $n-a, n-\mu$ ), the Hoeffding estimate also shows that

$$
\begin{aligned}
\operatorname{Pr}(X \leq \mu(1-\delta)) & =\operatorname{Pr}(n-X \geq n-\mu(1-\delta)) \leq F(n, \mu,-\delta) \\
& \doteq \frac{\left(1-\frac{\mu \delta}{(n-\mu(1-\delta))}\right)^{n-\mu(1-\delta)}}{(1-\delta)^{\mu(1-\delta)}}
\end{aligned}
$$

The following simple upper bounds for $F(n, \mu, \delta)$ and $F(n, \mu,-\delta)$ are sufficient to derive most of the useful approximations that have appeared in the literature [17], [4], [35], [3].

$$
F(n, \mu, \delta) \leq G(\mu, \delta) \doteq\left(\frac{e^{\delta}}{(1+\delta)^{1+\delta}}\right)^{\mu}
$$

(see, for example, [35]);

$$
\text { for } \delta<1, \quad G(\mu, \delta) \leq e^{-\delta^{2} \mu / 3}[4] ; \quad \text { for } \delta>2 e-1, \quad G(\mu, \delta) \leq 2^{-(1+\delta) \mu}[35],
$$

and

$$
F(n, \mu,-\delta) \leq G(\mu,-\delta) \leq e^{-\mu \delta^{2} / 2}
$$

[17], [4], [35], [3].
At the heart of these estimates are the simple calculations associated with the multiplicative nature of $E\left[e^{\Sigma X_{i}}\right]$. Recall that $e^{t X}=\sum_{i=0}^{\infty}\left(t^{i} / i!\right) X^{i}$. Consider $X^{2}$, for instance. $X^{2}=\left(X_{1}+X_{2}+\cdots+X_{n}\right)^{2}=\sum_{i=1}^{n} X_{i}^{2}+2 \sum_{1 \leq i_{1}<i_{2} \leq n} X_{i} X_{j}=\sum_{i=1}^{n} X_{i}+$ $2 \sum_{1 \leq i_{1}<i_{2} \leq n} X_{i} X_{j}$, since $X_{i}^{2}=X_{i}$ for $X_{i} \in\{0,1\}$. Similarly, other higher powers of the $\bar{X}_{i}$ 's are unnecessary, implying that a form simpler and more useful than functions of the form $\left\{e^{t X}: t>0\right\}$ might exist. There are many ways to formalize this. We define for $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in \Re^{n}$ a family of symmetric multilinear polynomials $S_{j}(z), j=$
$0,1, \ldots, n$, where $S_{0}(z) \equiv 1$, and for $1 \leq j \leq n, S_{j}(z) \doteq \sum_{1 \leq i_{1}<1_{2} \cdots<i_{j} \leq n} z_{i_{1}} z_{i_{2}} \cdots z_{i_{j}}$. We start with the following simple lemma.

Lemma 1. Suppose $z_{1}, z_{2}, \ldots, z_{n}$ take on binary values. Then for any positive integer $j,\left(z_{1}+z_{2}+\cdots+z_{n}\right)^{j} \equiv \sum_{i=1}^{\min (j, n)} a_{i} S_{i}\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ for some nonnegative integers $a_{1}, a_{2}, \ldots, a_{\min (j, n)}$.

The proof of Lemma 1 is trivial and is omitted. The converse of Lemma 1 also is true; if $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in\{0,1\}^{n}$, then for any $j, j=0,1, \ldots, n$,
$\forall\left(u_{0}, \ldots, u_{j}\right) \in \Re^{j+1} \quad \exists\left(v_{0}, \ldots, v_{j}\right) \in \Re^{j+1}: \sum_{i=1}^{j} u_{i} S_{i}(z) \equiv \sum_{i=1}^{j} v_{i}\left(z_{1}+z_{2}+\cdots+z_{n}\right)^{i}$.
So, the two forms polynomial of $z_{1}+z_{2}+\cdots+z_{n}$ and linear combination of $S_{0}(z)$, $S_{1}(z), \ldots, S_{n}(z)$ are equivalent. Note that if the binary random variables $X_{1}, X_{2}, \ldots$, $X_{n}$ are independent, then $E\left[S_{i}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]$ is explicitly available; $E\left[S_{i}\left(X_{1}, X_{2}\right.\right.$, $\left.\left.\ldots, X_{n}\right)\right]=S_{i}\left(p_{1}, p_{2}, \ldots, p_{n}\right)$, where $p_{j}=\operatorname{Pr}\left(X_{j}=1\right)$. This explains our preference for the $S_{i}$ 's.

Since the expansion $e^{t Z}=\sum_{i=1}^{\infty}\left(t^{i} / i!\right) Z^{i}$ converges for all $t$ and $Z$ and since all the coefficients ( $t^{i} / i!$ ) are positive if $t>0$, we get the following corollary.

Corollary 1. Let $z_{1}, z_{2}, \ldots, z_{n}$ take on binary values. Then for any $t>0$, there exist nonnegative reals $a_{0}, a_{1}, \ldots, a_{n}$ such that $e^{t\left(z_{1}+z_{2}+\cdots+z_{n}\right)} \equiv \sum_{i=0}^{n} a_{i} S_{i}\left(z_{1}\right.$, $\left.z_{2}, \ldots, z_{n}\right)$.

One reason for the use of the function $e^{t X}$ in the CH bounds is the need for higher moments of $X$. In particular, the moment-generating function of $X$ is defined to be $E\left[e^{t X}\right]=\sum_{i=0}^{\infty}\left(t^{i} / i!\right) E\left[X^{i}\right]$; its derivatives generate all higher moments of $X$. Moreover, the use of moment-generating functions embeds the problem of attaining probability estimates in a space rich with algebraic structure and convex inequalities. (More about the computational aspects of such an alternative approach can be found in [42].) The need for higher moments is due to the fact that a direct application of Markov's or Chebyshev's inequality to upper bound $\operatorname{Pr}(X \geq E[X] \cdot(1+\delta))$ leads to weak bounds. Higher moments and exponentials give dramatically better estimates. However, when $X$ is the sum of random bits $X_{1}, X_{2} \ldots, X_{n}$, Lemma 1 and Corollary 1 imply that all the higher moments of $X$ can be linearly generated by $\left\{E\left[S_{i}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]: i=0,1, \ldots, n\right\}$. Equivalently, they are also generated linearly by any $n$ higher moments of $X$.

Thus, we now consider functions of the form $\sum_{i=0}^{n} y_{i} S_{i}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, where $y_{0}, y_{1}, \ldots, y_{n} \geq 0$, instead of restricting ourselves to those of the form $e^{t X}$, for some $t>0$. Indeed, by Corollary 1 , we will be considering a class of functions which includes the class $\left\{e^{t X}: t>0\right\}$. For any $y=\left(y_{0}, y_{1}, \ldots, y_{n}\right) \in \Re_{+}^{n+1}$ and $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in$ $\Re^{n}$, define $f_{y}(z) \doteq \sum_{i=0}^{n} y_{i} S_{i}(z)$. With this notation, we can restate Corollary 1 as $\forall t>0 \exists y \in \Re_{+}^{n+1}: f_{y}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=e^{t X}$. Assume $a \doteq \mu(1+\delta)$ to be integral. Note that for any nonnegative integer $m, X=m$ iff $f_{y}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{i=0}^{m} y_{i}\left({ }_{i}^{m}\right)$ and hence,

$$
\begin{align*}
\operatorname{Pr}(X \geq a) & =\operatorname{Pr}\left(f_{y}\left(X_{1}, \ldots, X_{n}\right) \geq \sum_{i=0}^{a} y_{i}\binom{a}{i}\right) \leq \frac{E\left[f_{y}\left(X_{1}, \ldots, X_{n}\right)\right]}{\sum_{i=0}^{a} y_{i}\binom{a}{i}}  \tag{1}\\
& =\frac{\sum_{i=0}^{n} y_{i} S_{i}\left(p_{1}, p_{2}, \ldots, p_{n}\right)}{\sum_{i=0}^{a} y_{i}\binom{a}{i}} .
\end{align*}
$$

Thus, our goal now is to minimize this upper bound over $\left(y_{0}, y_{1}, \ldots, y_{n}\right) \in \Re_{+}^{n+1}$. To accomplish this, note that $y_{a+1}, y_{a+2}, \ldots, y_{n}$ must all be set to 0 since they contribute
nonnegative terms to the numerator and nothing to the denominator. Next, note that the right-hand side of inequality (1) is minimized by setting $y_{i}=1$ if $i=j^{*}$ and 0 otherwise, where $j^{*}$ is the integer at which $S_{i}\left(p_{1}, p_{2}, \ldots, p_{n}\right) /\binom{a}{i}$ is minimized over the range $i=0,1, \ldots, a$. To get a better handle on this minimum, we need the following lemma.

Lemma 2. For any $i>0$ and $s \geq 0, S_{i}\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ is maximized by setting $z_{1}=z_{2}=\cdots=z_{n}=\frac{s}{n}$, when subject to the constraints that $\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in \Re_{+}^{n}$ and $\sum_{j=1}^{n} z_{j}=s$.

Proof. Suppose $z_{p}<z_{q}$ for some vector $z$ satisfying the constraints ( $z_{1}, z_{2}$, $\left.\ldots, z_{n}\right) \in \Re_{+}^{n}$ and $\sum_{j=1}^{n} z_{j}=s$. Then, set $z_{p}^{\prime}=z_{p}+\varepsilon$ and $z_{q}^{\prime}=z_{q}-\varepsilon$ for any $\varepsilon<z_{q}-z_{p}$, and set $z_{j}^{\prime}=z_{j}$ for all indices $j, j \notin\{p, q\}$. It is easy to verify that $z \prime$ satisfies the above constraints and that $S_{i}\left(z^{\prime}\right)>S_{i}(z)$. Hence $S_{i}(z)$ is maximized at $z=z^{*}$, where $z_{j}^{*}=\frac{s}{n}$ for $j=1,2, \ldots, n$.

Inequality (1) and Lemma 2 imply that if $p \doteq\left(\sum_{i=1}^{n} p_{i}\right) / n=\frac{\mu}{n}$, then for any $y \in \Re_{+}^{n+1}$,

$$
\begin{equation*}
\operatorname{Pr}(X \geq a) \leq \frac{\sum_{i=0}^{n} y_{i}\binom{n}{i} p^{i}}{\sum_{i=0}^{a} y_{i}\binom{a}{i}} \tag{2}
\end{equation*}
$$

Since $\left.\binom{n}{i+1} p^{i+1} /\binom{a}{i+1}\right) /\left(\binom{n}{i} p^{i} /\binom{a}{i}\right)=\frac{(n-i) p}{a-i}$, which is less than, equal to, or greater than 1 depending on if $i$ is less than, equal to, or greater than $\frac{a-n p}{1-\mu / n},\binom{n}{i} p^{i} /\binom{a}{i}$ is minimized at

$$
\begin{equation*}
i^{*}=h(n, \mu, \delta) \doteq\left\lceil\frac{a-\mu}{1-\mu / n}\right\rceil=\left\lceil\frac{\mu \delta}{1-\mu / n}\right\rceil . \tag{3}
\end{equation*}
$$

So, the right-hand side of (2) is minimized at $y=y^{*}$, where $y_{i}^{*}=1$ if $i=i^{*}$, and 0 otherwise. Hence, we get

$$
\begin{aligned}
\operatorname{Pr}(X \geq \mu(1+\delta)) \leq U_{1}\left(n, p_{1}, \ldots, p_{n}, \delta\right) & \doteq \frac{S_{j^{*}}\left(p_{1}, p_{2}, \ldots, p_{n}\right)}{\binom{\mu(1+\delta)}{j^{*}}} \leq U_{2}(n, \mu, \delta) \\
& \left.\doteq \frac{\binom{n}{i^{*}}\left(\frac{\mu}{n} i^{*}\right.}{\left(i^{\mu}(1+\delta)\right.}\right)
\end{aligned}
$$

$U_{1}\left(n, p_{1}, \ldots, p_{n}, \delta\right)$ is guaranteed to be better than any estimate based on the CH method, since we have considered a larger class of functions. Also, the upper bound $U_{2}(n, \mu, \delta)$ on $U_{1}\left(n, p_{1}, \ldots, p_{n}, \delta\right)$ is better than any such estimate which depends only on $\mu$ and which is oblivious to the actual values of $p_{1}, p_{2}, \ldots, p_{n}$; this includes $F(n, \mu, \delta)$ and $G(\mu, \delta)$.

But most importantly, note that these new bounds will hold even if $X_{1}, X_{2}, \ldots$, $X_{n}$ are only $h(n, \mu, \delta)$-wise independent. This is because each term in $S_{k}\left(X_{1}, X_{2}, \ldots\right.$, $\left.X_{n}\right)$ is of the form $X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{k}}$ for any integer $k$, and, hence, $E\left[S_{k}\left(X_{1}, X_{2}, \ldots\right.\right.$, $X_{n}$ )] will be the same for $k$-wise independent $X_{1}, X_{2}, \ldots, X_{n}$ as for completely independent $X_{1}, X_{2}, \ldots, X_{n}$. Because $\mu(1+\delta) \leq n, h(n, \mu, \delta) \leq n$; in typical algorithmic situations, $h(n, \mu, \delta) \ll n$. This will be of great use later on.

Theorem 1. Let bits $X_{1}, X_{2}, \ldots, X_{n}$ be random with $\operatorname{Pr}\left(X_{i}=1\right)=p_{i}, X=$ $\sum_{i=1}^{n} X_{i}$, and $\mu=E[X]=\sum_{i=1}^{n} p_{i}$. Suppose further that the $X_{i}$ 's are $k$-wise independent for $k \geq h(n, \mu, \delta)$. Then for any $\delta>0$,

$$
\operatorname{Pr}(X \geq \mu(1+\delta)) \leq U_{1}\left(n, p_{1}, \ldots, p_{n}, \delta\right) \leq U_{2}(n, \mu, \delta)
$$

Furthermore, $U_{2}(n, \mu, \delta) \leq F(n, \mu, \delta) \leq G(\mu, \delta)$, i.e., the $C H$ upper bounds hold even if the $X_{i}$ 's are only $h(n, \mu, \delta)$-wise independent.

Our results also imply upper tail bounds for r.v.'s with smaller independence than $h(n, \mu, \delta)$.

Lemma 3. Let $X_{1}, X_{2}, \ldots, X_{n}$ be binary r.v.'s with $X \doteq \sum_{i=1}^{n} X_{i}$ and $\mu \doteq E[X]$. Then for any $\delta>0, \operatorname{Pr}(X \geq \mu(1+\delta)) \leq\binom{ n}{k}(\mu / n)^{k} /\binom{\mu(1+\delta)}{k}$, if the $X_{i}$ 's are $k$-wise independent for any $k<h(n, \mu, \delta)$.

Proof. Set $y_{i}=0$ for $i \neq k$ and $y_{k}=1$ in (2)
It turns out that $U_{2}(n, \mu, \delta)$ is almost the same as $F(n, \mu, \delta)$.
Theorem 2. Given $n$ random bits $X_{1}, X_{2}, \ldots, X_{n}$, let $X=\sum_{i=1}^{n} X_{i}, \mu=E[X]$, and $p \doteq \mu / n$. Then for any $\delta>0$,
(I) If the $X_{i}$ 's are $\lceil\mu \delta\rceil$-wise independent, then $\operatorname{Pr}(X \geq \mu(1+\delta)) \leq G(\mu, \delta)$, where

$$
G(\mu, \delta)=\left(\frac{e^{\delta}}{(1+\delta)^{1+\delta}}\right)^{\mu} \leq \begin{cases}e^{-\mu \delta^{2} / 3} & \text { if } \delta<1 \\ e^{-\mu \delta \ln (1+\delta) / 2} \leq e^{-\mu \delta / 3} & \text { if } \delta \geq 1\end{cases}
$$

(II) If the $X_{i}$ 's are $\lceil\mu \delta / 1-p\rceil$-wise independent, then $\operatorname{Pr}(X \geq \mu(1+\delta)) \leq$ $F(n, \mu, \delta)$.
(III) If the $X_{i}$ 's are $\lceil\mu \delta / p\rceil=\lceil n \delta\lceil$-wise independent, then $\operatorname{Pr}(X \leq \mu(1-\delta)) \leq$ $F(n, \mu,-\delta)$, where

$$
F(n, \mu, \delta) \leq \begin{cases}e^{-\mu \delta^{2} /(2(1-p))} & \text { if } p \leq 1 / 2 \\ e^{-2 p \mu \delta^{2}} & \text { if } p>1 / 2\end{cases}
$$

Proof. The first claim follows by setting $k=\lceil\mu \delta\rceil \leq h(n, \mu, \delta)$ in Lemma 3. The only interesting case is that $k<h(n, \mu, \delta)$. We apply the inequality $\binom{n}{k}(\mu / n)^{k} /\binom{a}{k} \leq$ $Q(n, k, a) \doteq\left(\frac{n}{a}\right)^{k}(\mu / n)^{k}\left(\frac{n}{n-k}\right)^{n-k}\left(\frac{a-k}{a}\right)^{a-k}$, valid for any $a<n$; this inequality follows by induction on $k$ combined with the fact that the function $\left(1-\frac{1}{x}\right)^{x-1}$ is nonincreasing for $x>1$. Let $a=(1+\delta) \mu$ and $k^{\prime}=\mu \delta$. Then,

$$
\begin{aligned}
Q\left(n, k^{\prime}, a\right) & =\frac{(n /(n-\mu \delta))^{n-\mu \delta}}{(1+\delta)^{\mu(1+\delta)}} \\
& =\left(\frac{1}{1+\delta}\right)^{\mu(1+\delta)}\left(1+\frac{\mu \delta}{n-\mu \delta}\right)^{n-\mu \delta} \leq\left(\frac{e^{\delta}}{(1+\delta)^{1+\delta}}\right)^{\mu} \\
& =G(\mu, \delta) .
\end{aligned}
$$

It is easy to verify that $Q(n, x, a)$ is nonincreasing for $x \leq h(n, \mu, \delta)$, and hence the bound $G(\mu, \delta)$ established for $k^{\prime}$ also holds for $k=\lceil\mu \delta\rceil$. The upper bounds for $G(\mu, \delta)$ are either straightforward or have been established in [4], [35], [3].

The second claim follows immediately from Theorem 1, while the third claim follows by obtaining lower tail bounds from the upper tail of $\sum_{i=1}^{n}\left(1-X_{i}\right)$ and importing the upper tail bounds established in [17]. By Theorem 1, these bounds hold with independence $h(n, \mu, \delta)$.

As we will show in $\S 2.3$, bounds almost as good as $G(\mu, \delta)$ and $F(n, \mu,-\delta)$ hold with the much smaller independence $k=\left\lfloor\mu \delta^{2}\right\rfloor$ when $\delta<1$.
2.2. Tail probabilities of bounded random variables. We now show that almost the same results hold for arbitrary r.v.'s which take values in $[0,1]$. Analogous bounds for bounded r.v.'s that are constrained to lie in other intervals can be obtained by a linear transformation of their ranges to $[0,1]$. Given arbitrary r.v.'s $X_{i}$ such
that $0 \leq X_{i} \leq 1, i=1,2, \ldots, n$, we wish to upper bound $\operatorname{Pr}(X \geq \mu(1+\delta))$, where $X=\sum_{i=1}^{n} X_{i}, \mu=E[X]$, and $\delta>0$. Hoeffding [17] has proved upper tail bounds for bounded r.v.'s, assuming full independence among the $X_{i}$ 's; the main point of interest here again is that partial independence suffices, giving bounds almost as good as Hoeffding's. Almost all of the work is done by the following lemma.

Lemma 4. Let $z_{i}$ be real numbers, with $0 \leq z_{i} \leq 1, i=1,2, \ldots, n$, and suppose that $a \geq 0, j \leq\lfloor a\rfloor$ and $\sum_{i=1}^{n} z_{i} \geq a$. Then,

$$
S_{j}\left(z_{1}, z_{2}, \ldots, z_{n}\right) \geq\binom{ a}{j}
$$

Proof. We will consider only the case $\sum_{i=1}^{n} z_{i}=a$; then the upper bound will directly follow if $\sum_{i=1}^{n} z_{i}>a$. If $0<z_{p} \leq z_{q}<1$ for $p \neq q$, then $S_{j}(z)$ decreases if we set $z_{p}:=z_{p}-\varepsilon$ and $z_{q}:=z_{q}+\varepsilon$ for any $\varepsilon<\min \left(z_{p}, 1-z_{q}\right)$. Thus, if $S_{j}(z)$ is minimized at $z^{*}$ in the domain $[0,1]^{n}$ under the constraint that $\sum_{i=1}^{n} z_{i}=a$, then $0<z_{i}^{*}<1$ for at most one $i, 1 \leq i \leq n$.

If $a$ is integral, then $z_{i}^{*} \in\{0,1\}, i=1,2, \ldots, n$, and hence $S_{j}\left(z^{*}\right)=\binom{a}{j}$. Otherwise, suppose $a$ is nonintegral; let $a_{1}=\lfloor a\rfloor$ and $a_{2}=a-a_{1}$. Hence, $z_{p}^{*}=a_{2}$ for some index $p$ and $z_{i}^{*} \in\{0,1\}$ for $i \in\{1,2, \ldots, n\}-\{p\}$; thus,

$$
S_{j}\left(z^{*}\right)=\binom{a_{1}}{j}+a_{2} \cdot\binom{a_{1}}{j-1},
$$

and we need to show that this is at least $\binom{a}{j}$, i.e., that

$$
\left[a_{1}\right]_{j}+a_{2} j \cdot\left[a_{1}\right]_{j-1} \geq\left[a_{1}+a_{2}\right]_{j}=[a]_{j}
$$

where $[x]_{r}$ denotes $x(x-1) \cdots(x-r+1)$ and $[x]_{0} \doteq 1$. This is easily seen by induction on $j$, as follows. Equality clearly holds for $j=1$. For $j>1,\left[a_{1}\right]_{j}+a_{2} j \cdot\left[a_{1}\right]_{j-1}=$ $\left[a_{1}\right]_{j}+(j-1) a_{2}\left[a_{1}\right]_{j-1}+a_{2}\left[a_{1}\right]_{j-1}$. Since $a_{2}<1, a_{2}\left[a_{1}\right]_{j-1} \geq a_{2}\left[a_{1}+a_{2}-1\right]_{j-1}$ and, hence,

$$
\begin{aligned}
& {\left[a_{1}\right]_{j}+a_{2} j \cdot\left[a_{1}\right]_{j-1} } \geq a_{1}\left(\left[a_{1}-1\right]_{j-1}+(j-1) a_{2}\left[a_{1}-1\right]_{j-2}\right)+a_{2}\left[a_{1}+a_{2}-1\right]_{j-1} \\
& \text { ind hyp. } \\
& \geq a_{1}\left[a_{1}+a_{2}-1\right]_{j-1}+a_{2}\left[a_{1}+a_{2}-1\right]_{j-1} \\
&=\left[a_{1}+a_{2}\right]_{j} .
\end{aligned}
$$

By essentially the same analysis as before, we get the following theorem.
Theorem 3. Given $n$ arbitrary r.v.'s $X_{1}, X_{2}, \ldots, X_{n}$ with $0 \leq X_{i} \leq 1$ and $E\left[X_{i}\right]=p_{i}$, let $X \doteq \sum_{i=1}^{n} X_{i}$ and $\mu \doteq E[X]$. Then if $X_{1}, X_{2}, \ldots, X_{n}$ are $k$-wise independent for $k \geq h(n, \mu, \delta)$, then $\operatorname{Pr}(X \geq \mu(1+\delta)) \leq U_{1}\left(n, p_{1}, \ldots, p_{n}, \delta\right) \leq U_{2}(n, \mu, \delta)$ for any $\delta>0$.

Proof. From Lemma 4, we have that for any $a>0$ and for nonnegative $y_{0}, y_{1}, \ldots$, $y_{n}$,

$$
\operatorname{Pr}(X \geq a) \leq \operatorname{Pr}\left(f_{y}\left(X_{1}, \ldots, X_{n}\right) \geq \sum_{i=1}^{\lfloor a\rfloor} y_{i}\binom{a}{i}\right) \leq \frac{E\left[f_{y}\left(X_{1}, \ldots, X_{n}\right)\right]}{\sum_{i=1}^{\lfloor a\rfloor} y_{i}(a)}
$$

and the rest of the proof follows as before.

Remark. The methods of $\S 2.1$ were motivated by the fact that if $X$ is the sum of $n 0-1$ r.v.'s, then any $n$ higher moments of $X$ linearly generate all the higher moments of $X$. However, note that if r.v's $X_{1}, X_{2}, \ldots, X_{n}$ take arbitrary values in the interval $[0,1]$ and if $X=\sum_{i=1}^{n} x_{i}$, then such a result is not true, in fact, no bound can be put on the number of higher moments needed to generate all the moments of $X$. However, the intuition gained from $\S 2.1$ has helped us obtain a large deviation bound for $X$, which is as good as the known bound [17]. This is despite the fact that we have not considered all the higher moments of $X$; one of the original motivations for Chernoff's consideration of $E\left[e^{t X}\right]$ was that it generates all the higher moments of $X$. A possible interpretation of our result of this subsection is that it pinpoints the "crucial" higher moments.
2.3. Redirecting the method. Recall that in $\S 2.1$ we introduced the class of functions $S_{0}(z), S_{1}(z), \ldots, S_{n}(z)$ and generalized Chernoff's idea by working with nonnegative linear combinations of these functions. A natural generalization of this is to allow arbitrary linear combinations; however, the corresponding optimization problem, described below, seems hard to analyze.

Suppose we have $n$ binary r.v.'s $X_{1}, X_{2}, \ldots, X_{n}$ with $\operatorname{Pr}\left(X_{i}=1\right)=p_{i}$ and with $X=\sum_{i=1}^{n} X_{i}$ and we want good upper bounds on $\operatorname{Pr}(X \geq a)$, where $a>E[X]$, when the $X_{i}$ 's are $k$-wise independent. As before, let

$$
f_{y}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{i=0}^{n} y_{i} S_{i}\left(X_{1}, X_{2}, \ldots, X_{n}\right)
$$

with the further restriction that $y_{i}=0$ for $i \geq k+1$ to capture the idea of $k$-wise independence. Note that $f_{y}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is a function of $X$;

$$
f_{y}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=g_{y}(X) \doteq \sum_{i=0}^{\min (k, X)} y_{i}\binom{X}{i}
$$

If $g(t) \geq 0$ for $t=0,1, \ldots, n$ (so that Markov's inequality can be applied) and if $g_{y}(b) \geq g_{y}(a)$ for $b \geq a$, then

$$
\operatorname{Pr}(X \geq a) \leq \operatorname{Pr}\left(g_{y}(X) \geq g_{y}(a)\right) \leq \frac{E\left[g_{y}(X)\right]}{g_{y}(a)}=\frac{\sum_{i=0}^{k} y_{i} S_{i}\left(p_{1}, p_{2}, \ldots, p_{n}\right)}{g_{y}(a)}
$$

We can scale the $y_{i}$ 's so that $g_{y}(a)=1$, and thus we get the following linear program with $y_{0}, y_{1}, \ldots, y_{k}$ being arbitrary real variables.
$\operatorname{LP}\left(a, k, p_{1}, p_{2}, \ldots, p_{n}\right):$
Minimize $\sum_{i=0}^{k} y_{i} S_{i}\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ subject to

- $g_{y}(j) \geq 0, j=0,1, \ldots, n$,
- $g_{y}(a)=1$, and
- $g_{y}(b) \geq 1, b=a+1, a+2, \ldots, n$.

Unfortunately, we have been unable to analytically compute the optimum of this linear program. However, we now consider an important case in which some of the multipliers are negative and that is a feasible solution to the above LP; our results generalize a result of [22], [8], [27]. We use the $k$ th moment inequality

$$
\operatorname{Pr}(|X-E[X]| \geq \delta E[X]) \leq \frac{E\left[|X-E[X]|^{k}\right]}{(\delta E[X])^{k}}
$$

which is attributable in various formulations and generalizations to Chebyshev, Markov, and Loéve [18] and has been used to attain probability deviation estimates for over a century. Note that if $X=X_{1}+X_{2}+\cdots X_{n}$, where the $X_{i}$ 's are random bits, then $(X-E[X])^{k}$ is a linear combination of $S_{0}\left(X_{1}, X_{2}, \ldots, X_{n}\right), S_{1}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, $\ldots, S_{k}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, with some of the multipliers being negative. We derive good upper bounds on $E\left[|X-E[X]|^{k}\right]$, where $X=\sum_{i=1}^{n} X_{i}$, with the $X_{i}$ 's being $k$-wise independent r.v.'s that satisfy $\left|X_{i}-E\left[X_{i}\right]\right| \leq 1$; this yields bounds that are better than those given in Theorem 1 and Lemma 3 when $k \ll h(n, \mu, \delta)$ and $\delta<1$. Moreover, the large-deviation bounds derived in Theorem 5 for $k$-wise independent r.v.'s agree with the simple exponential forms of the large-deviation bounds most often cited for sequences of fully independent Bernoulli trials.

Theorem 4 is similar in spirit and proof to Lemma 4.19 of [22] for identically distributed $X_{i}$ and constant $k$, but the present result is somewhat tighter even in the case of identically distributed $X_{i}$, especially if $X=\sum_{i=1}^{n} X_{i}$ has small variance. A slightly weaker form of a special case of one of the inequalities proven in Theorem 4 was also obtained in [8], and some related formulas were given in [27]. The proof of Theorem 4, as well as related proofs presented elsewhere, is based upon estimates for the $k$ th moment of $X$. Estimates related to ours, but for a more general class of r.v.'s, were established in [28]. That formulation, however, is considerably more complicated than ours and is not as tight for the cases specifically considered here. In particular, Theorem 5 cannot be derived from the bounds in [28] for the $k$ th moment. Other related work was done by Gladkov [15] (with later improvements in [16]). He showed that if $Y_{1}, Y_{2}, \ldots, Y_{n}$ are independent r.v.'s, with $Y_{i}$ having the same distribution as $X_{i}$ and with $Y \doteq Y_{1}+Y_{2}+\cdots+Y_{n}$, then as $n \rightarrow \infty$, the convergence of $Y$ to the normal distribution implies a comparable convergence for $X$ provided $k$ is sufficiently large.

Theorem 4. Let $X_{1}, \ldots, X_{n}$ be a sequence of $k$-wise independent r.v.'s that satisfy $\left|X_{i}-E\left[X_{i}\right]\right| \leq 1$. Let $X=\sum_{i=1}^{n} X_{i}$, with $E[X]=\mu$, and let $\sigma^{2}[X]$ denote the variance of $X$ so that $\sigma^{2}[X]=\sum_{i=1}^{n} \sigma^{2}\left[X_{i}\right]$ (provided $k \geq 2$, which we require). Then the following hold for any even $k$.
(I) For ${ }^{1} C \geq \sigma^{2}[X], \operatorname{Pr}(|X-\mu| \geq T) \leq \sqrt{2} \cosh \left(\sqrt{k^{3} / 36 C}\right)\left(k C / e T^{2}\right)^{k / 2}$.
(II) For $2 \leq k \leq 3\left(\sigma^{2}[X]\right)^{1 / 3}, \operatorname{Pr}(|X-\mu| \geq T) \leq 2\left(k \sigma^{2}[X] / e T^{2}\right)^{k / 2}$.
(III) For $C \geq \max \left\{k, \sigma^{2}[X]\right\}, \operatorname{Pr}(|X-\mu| \geq T) \leq\left(k C / e^{2 / 3} T^{2}\right)^{k / 2}$.

Proof. We use the $k$ th moment inequality

$$
\begin{equation*}
\operatorname{Pr}(|X-\mu| \geq T) \leq \frac{E\left[|X-\mu|^{k}\right]}{T^{k}} \tag{4}
\end{equation*}
$$

For even $k, E\left[|X-\mu|^{k}\right]=E\left[(X-\mu)^{k}\right]$. Most of our effort will therefore be invested in estimating the $k$ th moment of $X-\mu$. Let $p_{i}=E\left[X_{i}\right]$, for $1 \leq i \leq n$. Then

$$
\begin{align*}
E\left[(X-\mu)^{k}\right] & =E\left[\left(\sum_{i=1}^{n}\left(X_{i}-p_{i}\right)\right)^{k}\right] \\
& =\sum_{i_{1}+i_{2}+\cdots+i_{n}=k}\binom{k}{i_{1}, \ldots, i_{n}} E\left[\left(X_{1}-p_{1}\right)^{i_{1}}\right] \cdots E\left[\left(X_{n}-p_{n}\right)^{i_{n}}\right] \tag{5}
\end{align*}
$$

[^27]Clearly, $E\left[X_{i}-p_{i}\right]=0$ and any term in (5) that has some $i_{j}=1$ must be 0. More generally, $\left|E\left[X_{i}-p_{i}\right]^{\ell}\right| \leq \sigma^{2}\left[X_{i}\right]$ for any $\ell \geq 2$, since $\left|X_{i}-p_{i}\right| \leq 1$ and therefore $\left|X_{i}-p_{i}\right|^{\ell} \leq\left|X_{i}-p_{i}\right|^{2}$; hence $\left|E\left[X_{i}-p_{i}\right]^{\ell}\right| \leq\left|E\left[X_{i}-p_{i}\right]^{2}\right|=\sigma^{2}\left[X_{i}\right]$. Thus,

$$
\begin{align*}
E\left[(X-\mu)^{k}\right]= & \sum_{\ell=1}^{k / 2-1} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{k} / 2-\ell=k \\
j_{i} \geq 2}}\binom{k}{j_{1}, j_{2}, \ldots, j_{k / 2-\ell}} \\
& \times \sum_{i_{1}<i_{2}<\cdots<i_{k / 2-\ell}} \prod_{r=1}^{k / 2-\ell} E\left[X_{i_{r}}-p_{i_{r}}\right]_{r}^{j_{r}} \\
\leq & \sum_{\ell=1}^{k / 2-1} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{k / 2-\ell}=k \\
j_{i} \geq 2}}\binom{k}{j_{1}, j_{2}, \ldots, j_{k / 2-\ell}}  \tag{6}\\
& \times \sum_{\substack{i_{1} \\
i_{1}<i_{2}<\cdots<i_{k / 2-\ell}}} \prod_{r=1}^{k / 2-\ell} \sigma^{2}\left[X_{i_{r}}\right] \\
\leq & \sum_{\ell=0}^{k / 2-1} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{k / 2-\ell}=k \\
j_{i} \geq 2}}\binom{k}{j_{1}, j_{2}, \ldots, j_{k / 2-\ell}} \frac{\left(\sigma^{2}[X]\right)^{k / 2-\ell}}{(k / 2-\ell)!} .
\end{align*}
$$

Estimate (6) comes about because the summation

$$
\sum_{i_{1}<i_{2}<\cdots<i_{k / 2-\ell}} \prod_{r=1}^{k / 2-\ell} \sigma^{2}\left[X_{i_{r}}\right]
$$

is maximized when all the $\sigma^{2}\left[X_{i_{c}}\right]$ are equal (Lemma 2) and hence is at most

$$
\binom{n}{k / 2-\ell}\left(\frac{\sigma^{2}[X]}{n}\right)^{k / 2-\ell} \leq \frac{\left(\sigma^{2}[X]\right)^{k / 2-\ell}}{(k / 2-\ell)!} .
$$

Let $T_{0}, T_{1}, \ldots T_{k / 2-1}$ denote the $k / 2$ terms in summation (6); hence,

$$
\begin{equation*}
T_{\ell}=\sum_{\substack{j_{1}+j_{2}+\cdots+j_{k} / 2-\ell=k \\ j_{i} \geq 2}}\binom{k}{j_{1}, j_{2}, \ldots, j_{k / 2-\ell}} \frac{\left(\sigma^{2}[X]\right)^{k / 2-\ell}}{(k / 2-\ell)!} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{0}=\binom{k}{2,2, \ldots, 2} \frac{\left(\sigma^{2}[X]\right)^{k / 2}}{(k / 2)!} \tag{8}
\end{equation*}
$$

There are exactly $\binom{k / 2+\ell-1}{2 \ell}$ terms (i.e., possible sets of assignments for $j_{1}, j_{2}, \ldots$, $\left.j_{k / 2-\ell}\right)$ in $T_{\ell}$, since $\sum j_{i}=k$ and $j_{i} \geq 2$. For each such assignment of values, $\sum_{k=1}^{k / 2-\ell}\left(j_{k}-2\right)=2 \ell$, hence $\prod_{k=1}^{k / 2-\ell} j_{k}!\geq 2^{k / 2-\ell} 3^{2 \ell}$ (and equality holds only when $\ell \leq k / 6$ and exactly $2 \ell$ of the $k / 2-\ell$ values equal 3 while the remaining values equal 2). Hence $\left(j_{1}, j_{2}, \ldots, j_{k / 2-\ell}\right) \leq(2 / 9)^{\ell}\left(\begin{array}{c}k, 2, \ldots, 2\end{array}\right)$ and

$$
T_{\ell} \leq\binom{ k / 2+\ell-1}{2 \ell}\left(\frac{2}{9 \sigma^{2}[X]}\right)^{\ell} \frac{(k / 2)!}{(k / 2-\ell)!} T_{0}
$$

Since $\binom{k / 2+\ell-1}{2 \ell} \frac{(k / 2)!}{(k / 2-\ell)!}<(k / 2)^{3 \ell} /(2 \ell)!$, we have $E\left[(X-\mu)^{k}\right] \leq T_{0} \sum_{\ell=0}^{k / 2-1} \frac{k^{3 \ell}}{\left(36 \sigma^{2}[X]\right)^{\ell}(2 \ell)!}$. Using Taylor's series for $\cosh (x)=\left(e^{x}+e^{-x}\right) / 2=\sum_{j} x^{2 j} /(2 j)$ !, we see that

$$
\sum_{\ell=0}^{k / 2-1} \frac{\left(k^{3} / 36 \sigma^{2}[X]\right)^{2 \ell / 2}}{(2 \ell)!} \leq \cosh \left(\sqrt{\frac{k^{3}}{36 \sigma^{2}[X]}}\right) .
$$

Consequently

$$
\begin{equation*}
E\left[(X-\mu)^{k}\right] \leq \cosh \left(\sqrt{\frac{k^{3}}{36 \sigma^{2}[X]}}\right) T_{0} . \tag{9}
\end{equation*}
$$

$T_{0}$ is readily bounded by expanding (8) to get $T_{0}=k!\left(\sigma^{2}[X]\right)^{k / 2} /\left(2^{k / 2}(k / 2)!\right)$. We may apply a strong version of Stirling's formula [37]

$$
(r / e)^{r} \sqrt{2 \pi r} e^{1 /(12 r+1)} \leq r!\leq(r / e)^{r} \sqrt{2 \pi r} e^{1 /(12 r)}
$$

which is valid for all $r \geq 1$, to bound both $k!$ and $(k / 2)$ !. This yields $T_{0} \leq \sqrt{2}\left(k \sigma^{2}[X] /\right.$ $e)^{k / 2}$. Substituting for $T_{0}$ in (9) gives

$$
\begin{equation*}
E\left[(X-\mu)^{k}\right] \leq \sqrt{2} \cosh \left(\sqrt{\frac{k^{3}}{36 \sigma^{2}[X]}}\right)\left(\frac{k \sigma^{2}[X]}{e}\right)^{k / 2} \tag{10}
\end{equation*}
$$

which establishes the desired bound for $E\left[(X-\mu)^{k}\right]$.
Estimate (6) is an increasing function of $\sigma^{2}[X]$, and the estimate in (10) exceeds (6). Therefore, $\sigma^{2}[X]$ can be replaced by any $C \geq \sigma^{2}[X]$ in (10). The proof of (I) is completed by applying this estimate to (4).

All other bounds are special cases of (I). When $k \leq 3\left(\sigma^{2}[x]\right)^{1 / 3}$, we use $C=\sigma^{2}[X]$ in (I) and overestimate $\cosh \left(\sqrt{k^{3} / 36 \sigma^{2}[X]}\right)$ by $\cosh (\sqrt{3 / 4})<\sqrt{2}$.
(III) is easily verified for $k=2$ by applying Chebyshev's inequality,

$$
\operatorname{Pr}(|X-\mu| \geq T) \leq \frac{\sigma^{2}[X]}{T^{2}} \leq \frac{2 \sigma^{2}[X]}{e^{2 / 3} T^{2}}
$$

For $k \geq 4$ we may replace $C$ by $\max \left\{\sigma^{2}[X], k\right\}$ in (I) and overestimate $\cosh \left(\sqrt{k^{3} / 36 C}\right)$ by $\cosh \left(\frac{k}{6}\right)$. Since $\cosh (x)<e^{x} / \sqrt{2}$ for $x \geq \frac{1}{2}$, we get $\cosh \left(\frac{k}{6}\right) \leq$ $e^{k / 6} / \sqrt{2}$ and, hence,

$$
\operatorname{Pr}(|X-\mu| \geq T) \leq\left(\frac{k C}{e^{2 / 3} T^{2}}\right)^{k / 2}
$$

This concludes the proof of estimate (III).
We now combine the results of Theorem 4 and Theorem 2 to establish Chernofflike bounds [11], [17], where the independence $k$ might even be much smaller than the deviation we wish to bound.

Theorem 5. If $X$ is the sum of $k$-wise independent r.v.'s, each of which is confined to the interval $[0,1]$ with $\mu=E[X]$, then the following hold:
(I) For $\delta \leq 1$,
(a) if $k \leq\left\lfloor\delta^{2} \mu e^{-1 / 3}\right\rfloor$, then $\operatorname{Pr}(|X-\mu| \geq \delta \mu) \leq e^{-\lfloor k / 2\rfloor}$, and
(b) if $k=\left\lfloor\delta^{2} \mu e^{-1 / 3}\right\rfloor$, then $\operatorname{Pr}(|X-\mu| \geq \delta \mu) \leq e^{-\left\lfloor\delta^{2} \mu / 3\right\rfloor}$.
(II) For $\delta \geq 1$,
(a) if $k \leq\left\lfloor\delta \mu e^{-1 / 3}\right\rfloor$, then $\operatorname{Pr}(|X-\mu| \geq \delta \mu) \leq e^{-\lfloor k / 2\rfloor}$, and
(b) if $k=\left\lfloor\delta \mu e^{-1 / 3}\right\rfloor$, then $\operatorname{Pr}(|X-\mu| \geq \delta \mu) \leq e^{-\lfloor\delta \mu / 3\rfloor}$.
(III) For $\delta \geq 1$ and $k=\lceil\delta \mu\rceil$,

$$
\operatorname{Pr}(|X-\mu| \geq \delta \mu) \leq G(\mu, \delta) \leq e^{-\delta \ln (1+\delta) \mu / 2}<e^{-\delta \mu / 3}
$$

Proof. (I). To prove that (1a) holds we apply Theorem 4(III) with $C=\mu, T=\delta \mu$ and $k=\left\lfloor\delta^{2} \mu / e^{1 / 3}\right\rfloor$, which is permissible since $\mu \geq k$ and $\mu \geq \sigma^{2}[X]$ for variables in the range $[0,1]$. When $k=\left\lfloor\delta^{2} \mu / e^{1 / 3}\right\rfloor$ and $k$ is even, this gives a bound of

$$
\operatorname{Pr}(|X-\mu| \geq \delta \mu) \leq\left(\frac{k}{e^{2 / 3} \delta^{2} \mu}\right)^{k / 2} \leq e^{-k / 2} \leq e^{-\left\lfloor\delta^{2} \mu / 3\right\rfloor}, \quad \text { since } 2 e^{1 / 3}<3
$$

If $k$ is odd, we follow a calculation similar to that above, but only use independence $k-1$. This gives

$$
\operatorname{Pr}(|X-\mu| \geq \delta \mu) \leq\left(\frac{k-1}{\left.e^{2 / 3} \delta^{2} \mu\right)}\right)^{k-1 / 2} \leq\left(\frac{k-1}{e k}\right)^{(k-1) / 2} \leq e^{-(k-1) / 2} e^{-(k-1) / 2 k}
$$

Since $k \geq 2$ for the desired bound to give anything less than 1 , $e^{-(k-1) / 2 k} \leq e^{-1 / 3}$ and hence,

$$
\operatorname{Pr}(|X-\mu| \geq \delta \mu) \leq e^{-(k-1) / 2+1 / 3)} \leq e^{-\left\lfloor\delta^{2} \mu / 3\right\rfloor}
$$

In (II) we follow the same iterations as in (I), but set $C=\delta \mu$ and $k \leq\left\lfloor\delta \mu / e^{1 / 3}\right\rfloor$ for (IIa); (IIb) we use $k=\left\lfloor\delta \mu / e^{1 / 3}\right\rfloor$ or $\left\lfloor\delta \mu / e^{1 / 3}\right\rfloor-1$, depending on the parity of $\left\lfloor\delta \mu / e^{1 / 3}\right\rfloor$. In (III) we reiterate the result of Theorem 2, combined with Theorem 3.

Remark. The proofs of parts (I) and (III) of Theorem 5 also point out the relative merits of the basic method ( $£ \S 2.1$ and 2.2 ) versus its redirection of this subsection. The basic method of using nonnegative linear combinations of the symmetric polynomials $S_{i}$ gives better probability bounds when $\delta$, the relative deviation from the mean, is greater than 1 ; it yields the probability bound of $\exp (-\Theta(\delta \ln (1+\delta) \mu))$ in this case. On the other hand, the formulation involving the $k$ th moment inequality gives a much smaller bound on the amount of independence needed when $\delta<1$.
2.4. Probability bounds for exactly $r$ successes under limited independence. Some applications require estimates for the probability that exactly $r$ successes occur in cases where the occurrence of at least $r$ successes is not too improbable. The following theorem shows how and when this can be done. It also provides relative errors, which can be useful for estimating conditional probabilities.

Theorem 6. Let $X_{1}, X_{2}, \ldots, X_{n}$ and $Y_{1}, Y_{2}, \ldots, Y_{n}$ be Bernoulli trials with probabilities of success $E\left[X_{i}\right]=E\left[Y_{i}\right]=p_{i}$. We let the $Y_{i}$ 's be independent, but only require the $X_{i}$ 's to be $k$-wise independent. Let $p(r)=\operatorname{Pr}\left(\sum_{i} Y_{i}=r\right)$ and $p_{k}(r)=\operatorname{Pr}_{k}(X=r)$, where the subscript $k$ denotes the $k$-wise independent trials. Let $P(r)=\sum_{\ell \geq r} p(\ell)$, and $P_{k}(r)=\sum_{\ell \geq r} p_{k}(\ell)$.
(I) If $r \leq k$, then $\left|p_{k}(r)-p(r)\right| \leq\binom{ n}{k}\binom{k}{r}\binom{\mu}{n}{ }^{k}$.
(II) If $k \geq e \mu+\ln \left(\frac{1}{p(0)}\right)+r+D$, then $\left|p_{k}(r)-p(r)\right| \leq e^{-D} p(r)$.
(III) If $k \geq e \mu+\ln \left(\frac{1}{p(0)}\right)+r+D$, then $\left|P_{k}(r)-P(r)\right| \leq(1-P(r)) e^{-D}$.
(IV) If $r \geq(1+\delta) \mu+k$, then $P_{k}(r) \leq(1+\delta)^{-k}, P(r) \leq(1+\delta)^{-k}$, and, hence $\left|P_{k}(r)-P(r)\right| \leq(1+\delta)^{-k}$. Although (IV) holds for all values of $k$, it is meant to be used for $k \ll\lceil\delta \mu\rceil$.
(V) If $r \geq(1+\delta) \mu+k$ and $k \geq\lceil\delta \mu\rceil$, then $P_{k}(r) \leq G(\mu, \delta), P(r) \leq G(\mu, \delta)$, and, hence, $\left|P_{k}(r)-P(r)\right| \leq G(\mu, \delta)$.

Proof. For an arbitrary event $A$, we may use standard inclusion-exclusion to estimate the probability of the event $\left[A \wedge\left[\wedge_{\ell \notin\left\{i_{1}, \ldots, i_{r}\right\}}\left(X_{\ell}=0\right)\right]\right]$. The probability $p(r)$ can be expressed in terms of events $A=\left[\wedge_{j \in\left\{i_{1}, \ldots, i_{r}\right\}}\left(X_{j}=1\right)\right]$, which admits a simple estimation as follows.

$$
\begin{aligned}
p_{k}(r) & =\sum_{i_{1}<i_{2}<\cdots<i_{r}} \operatorname{Pr}_{k}\left(\left(\bigwedge_{j \in\left\{i_{1}, \ldots, i_{r}\right\}}\left(X_{j}=1\right)\right) \wedge\left(\bigwedge_{\substack{ \\
\ell \neq\left\{i_{1}, \ldots, i_{r}\right\}}}\left(X_{\ell}=0\right)\right)\right) \\
& =\sum_{i_{1}<i_{2}<\cdots<i_{r}} \sum_{l=0}^{n-r} \sum_{\substack{\left.i_{r+1}<\cdots<i_{r+l} \\
i_{r+1}, \ldots, i_{r+l} \notin i_{1}, \ldots, i_{r}\right\}}}(-1)^{l} \operatorname{Pr}_{k}\left(\bigwedge_{j \in\left\{i_{1}, \ldots, i_{r+1}\right\}}\left(X_{j}=1\right)\right) \\
& =\sum_{l=0}^{n-r} \sum_{i_{1}<\cdots<i_{r+l}}(-1)^{l}\binom{r+l}{r} \operatorname{Pr}_{k}\left(\bigwedge_{j \in\left\{i_{1}, \ldots, i_{r+l}\right\}}\left(X_{j}=1\right)\right) .
\end{aligned}
$$

Truncating the outer summation at $l=k-r$ introduces an error that is bounded by the last term of the truncated sum. Let $p_{k}^{T}(r)$ and $p^{T}(r)$ denote these truncated sums, in the respective cases of $k$-wise and full independence. Since the first $k-r$ terms in the outer summation are the same for both fully and $k$-wise independent r.v.'s, $p_{k}^{T}(r)=p^{T}(r)$. Furthermore, $\operatorname{Pr}_{k}\left(\wedge_{j \in\left\{i_{1}, \ldots, i_{k}\right\}}\left(X_{j}=1\right)\right)=\prod_{j=1}^{k} p_{i_{j}}$. Hence,

$$
p_{k}(r)=p^{T}(r)-(-1)^{k-r} \delta_{k}\binom{k}{r} \sum_{i_{1}<\cdots<i_{k}} \prod_{j=1}^{k} p_{i_{j}}
$$

for some $\delta_{k} \in[0,1]$, and an identical inequality holds without the $k$ subscripts. Hence,

$$
\begin{equation*}
\left|p_{k}(r)-p(r)\right| \leq\binom{ k}{r} \sum_{i_{1}<\cdots<i_{k}} \prod_{j=1}^{k} p_{i_{j}} \tag{11}
\end{equation*}
$$

$\sum_{i_{1}<\cdots<i_{k}} \prod_{j=1}^{k} p_{i_{j}}$ is maximized when all $p_{i_{j}}$ are equal (Lemma 2) and, hence,

$$
\left|p_{k}(r)-p(r)\right| \leq\binom{ k}{r}\binom{n}{k} \frac{\left(p_{1}+p_{2}+\cdots+p_{n}\right)^{k}}{n^{k}}=\binom{n}{k}\binom{k}{r}(\mu / n)^{k} ;
$$

(I) follows.

To get multiplicative error bounds, let $Q_{r}=\sum_{i_{1}<i_{2}<\cdots<i_{r}} \prod_{\ell=1}^{r}\left(p_{i_{\ell}} /\left(1-p_{i_{\ell}}\right)\right)$ and define the summation in the error estimate of equation (11) by $R_{k}=$ $\sum_{i_{1}<\cdots<i_{k}} \prod_{j=1}^{k} p_{i_{j}}$. Observe that $R_{k}$ is the expected number of size $k$ sets of successes among $n$ trials so that $z$ successes total accounts for $\binom{z}{k}$ such sets. In the fully independent case, $p(r)=p(0) \sum_{i_{1}<i_{2}<\cdots<i_{r}} \prod_{\ell=1}^{r}\left(p_{i_{\ell}} /\left(1-p_{i_{\ell}}\right)\right)=p(0) Q_{r}$. Furthermore, $R_{r} \leq Q_{r}$, and $\binom{k}{r} R_{k} \leq R_{r} \times R_{k-r}$. It follows that

$$
\left|p_{k}(r)-p(r)\right| \leq\binom{ k}{r} R_{k} \leq R_{r} \times R_{k-r} \leq Q_{r} R_{k-r} \leq \frac{p(r) \mu^{k-r}}{p(0)(k-r)!}
$$

since $R_{k-r} \leq\binom{ n}{k-r}\left(\frac{\mu}{n}\right)^{k-r} \leq \frac{\mu^{k-r}}{(k-r)!}$.

For $k \geq e \mu-\log (p(0))+r+D$, the factor $(\mu)^{k-r} /(p(0)(k-r)!)$ is bounded by $((k+\log (p(0))-D-r) /(k-r))^{k-r} e^{-\log (p(0))} \leq e^{-D}$, which establishes (II).
(III) is immediate, since

$$
P_{k}(r)=1-\sum_{\ell<r} p_{k}(\ell)
$$

and, hence,

$$
\left|P_{k}(r)-P(r)\right| \leq \sum_{\ell<r}\left|p_{k}(\ell)-p(\ell)\right| \leq \sum_{\ell<r} p(\ell) e^{-D}=(1-P(r)) e^{-D}
$$

Finally, suppose that $r=(1+\delta) \mu+k$. Then by Lemma 3,

$$
\begin{align*}
P_{k}(r) & \leq \frac{\mu^{k}}{k!\binom{r}{k}} \leq \frac{\mu^{k}}{r(r-1)(r-2) \cdots(r-k+1)}  \tag{12}\\
& \leq(1+\delta)^{-k} .
\end{align*}
$$

(IV) is completed by observing that (12) also holds with $P(r)$ substituted for $P_{k}(r) .(\mathrm{V})$ is an immediate consequence of Theorem 2. This concludes the proof of Theorem 6.

It is worth pointing out that parts (I)-(III) of Theorem 6 are not strong when $\mu>\sqrt{n}$, since it follows from the work of Linial and Nisan [24] that $\operatorname{Pr}(X=\ell)=$ $\operatorname{Pr}(Y=\ell)\left(1+O\left(e^{-2(k-\ell) / \sqrt{n}}\right)\right)$ independently of $\mu$, which gives a much sharper bound in this case. Also, independently of our work, a result similar to part (I) of Theorem 6 has been proven by Even et al. [14]; they have shown that $\left|p_{k}(0)-p(0)\right| \leq 2^{-\Omega(k)}$.

Theorem 6, in fact, achieves its greatest strength when $\mu$ is small, say $\mu=o(n)$, or even $\mu=O(1)$. Such instances are not unusual when pseudorandom integers are being generated uniformly in the range $[0, n]$, and a successful trial corresponds to just a few different values. This is precisely the usual circumstance in, for instance, hashing [40], [52]. As an example, consider the (uniformly distributed) random placement of $n$ balls among $n$ slots. The expected number of items in slot 1 is only 1 . The probability $p(0)$ that no item lands in a given slot is about $\frac{1}{e}$. Theorem 6 shows that if the independence $k$ is $e+1+r+D$, the probability that exactly $r$ items land in that slot is the same in the $k$-wise independent case as in the fully independent case up to a multiplicative factor of $\left(1+e^{-D}\right)$ or less. Suppose that, during the placements of balls $l$ through $m$, exactly $r$ balls fall into slot $j$ for $1 \leq l \leq m<n, r \leq m-l+1$. Let $\chi_{[l, m]}^{r}$ denote this event (with the dependence upon $j$ understood). The conditional probability that, under $k$-wise independence, ball $m+1$ also falls into slot $j$ is $\operatorname{Pr}_{k}\left(\chi_{[m+1, m+1]}^{1} \mid \chi_{[l, m]}^{r}\right)$. If we use 1 degree of freedom for the $(m+1)$ st ball, it will be uniformly distributed, while the previous $m$ balls will enjoy ( $k-1$ )wise independence. We may estimate the conditional probability as $\operatorname{Pr}_{k}\left(\chi_{[l, m]}^{r} \mid \chi_{[m+1, m+1]}^{1}\right) \times \operatorname{Pr}\left(\chi_{[m+1, m+1]}^{1}\right) / \operatorname{Pr}_{k-1}\left(\chi_{[l, m]}^{r}\right)$. Since both $\operatorname{Pr}_{k-1}\left(\chi_{[l, m]}^{r}\right)$ and $\operatorname{Pr}_{k}\left(\chi_{[l, m]}^{r} \mid \chi_{[m+1, m+1]}^{1}\right)$ can be estimated by $\operatorname{Pr}\left(\chi_{[l, m]}^{r}\right)$ ( $1 \pm \operatorname{err}_{k-1}$ ) where $\operatorname{err}_{k-1}$ is the relative error that results from the limited independence, we see that $\operatorname{Pr}_{k}\left(\chi_{[m+1, m+1]}^{1} \mid \chi_{[l, m]}^{r}\right)$ is very close to $\frac{1}{n}$, with a relative error that is approximately $2 \operatorname{err}_{k-1}$. For $k \geq 1+e+1+r+D$, the resulting accuracy is about $1 \pm 2 e^{-D}$. Thus even with modest independence, this process behaves "as expected" much of the time; that is, the corresponding conditional probabilities for $k$-wise independence are very close to the ones for full independence, in many cases.
2.5. How close to optimal are our results? It is known that the standard CH bounds are optimal in general to within a constant factor in the exponent, since we know by the Central Limit Theorem that as $n \rightarrow \infty$, the tail of the scaled sum of i.i.d. r.v.'s tends to the tail of a normal distribution, and hence we cannot significantly improve the tail probabilities presented by Theorem 5. However, what about the independence we obtain? Can it be reduced further to get the same tail probabilities?

To answer this, we note that the tail probabilities presented by Theorem 5 for $k$-wise independent r.v.'s are of the form $e^{-c \cdot k}$. However, $n k$-wise independent r.v.'s can be obtained from a sample space of size

$$
\sum_{i=0}^{\lfloor k / 2\rfloor}\binom{n}{i} \approx(O(n / k))^{\lfloor k / 2\rfloor}
$$

as shown for binary unbiased r.v.'s by Chor et al. [12] and for general r.v.'s by Alon, Babai, and Itai [1]. Noting next that any nonzero probability in a sample space of size $t$ is at least $\frac{1}{t}$, we see that to obtain a tail probability of the form $e^{-c \cdot k}$, we need at least $\Omega\left(\frac{k}{\log (n / k)}\right)$-wise independence. Thus, the independence we obtain cannot generally be reduced by more than a factor of $O(\log n)$.

However, by using results from the newly developing theory of approximating probability distributions (Naor and Naor [29], Azar, Motwani, and Naor [5], Alon et al. [2], Even et al. [14], and Chari, Rohatgi, and Srinivasan [10]), we obtain optimal results in the case where the $X_{i}$ 's are binary with $\operatorname{Pr}\left(X_{i}=1\right)=\frac{1}{2}$. A sample space $X$ for $n$-bit vectors was defined to be $k$-wise $\varepsilon$-biased by Naor and Naor [29] (see also Vazirani [49]) if

$$
\forall S \subseteq\{1,2, \ldots, n\}, 1 \leq|S| \leq k,\left|\operatorname{Pr}\left(\bigoplus_{i \in S} x_{i}=1\right)-\operatorname{Pr}\left(\bigoplus_{i \in S} x_{i}=0\right)\right| \leq \varepsilon
$$

where $\oplus$ denotes the XOR function and $x_{i}$ denotes the $i$ th bit of an $n$-bit string $x$ picked uniformly at random from $X$. One property of such a sample space is that $\forall \ell, \ell=1,2, \ldots, k, \forall\left\{i_{1}, i_{2}, \ldots, i_{\ell}\right\} \subseteq\{1,2, \ldots, n\}, \forall b_{1} b_{2} \cdots b_{\ell} \in\{0,1\}^{\ell}$,

$$
\begin{equation*}
\left|\operatorname{Pr}\left(x_{i_{1}}=b_{1}, x_{i_{2}}=b_{2}, \ldots, x_{i_{\ell}}=b_{\ell}\right)-\frac{1}{2^{\ell}}\right| \leq \varepsilon . \tag{13}
\end{equation*}
$$

$X$ is $\varepsilon$-biased if it is $n$-wise $\varepsilon$-biased. Constructions of $k$-wise $\varepsilon$-biased sources of size poly $\left(k, \log n, \frac{1}{\varepsilon}\right)$ were presented in [29], [2]. Such sample spaces have been shown to have several applications to explicit constructions and derandomization, mainly because probabilistic analyses may be expected to be robust under small perturbations of the probabilities. It is easy to see how our methods can be used to derive large deviation bounds for $x_{1}+x_{2}+\cdots+x_{n}$; from inequality (13), it follows that for a $k$-wise $\varepsilon$-biased source $X$,

$$
\forall \ell \leq k E\left[S_{\ell}\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right] \leq\binom{ n}{\ell} \cdot\left(\frac{1}{2^{\ell}}+\varepsilon\right)
$$

and hence, by picking $\varepsilon \leq 1 / 2^{\ell}$, this quantity can at most be double its unbiased value of $\binom{n}{\ell} \cdot 1 / 2^{\ell}$. Thus, for a $k$-wise $\varepsilon$-biased random source with $k=h\left(n, \frac{n}{2}, \delta\right)=n \delta$ and $\varepsilon=2^{-k}$,

$$
\begin{equation*}
\operatorname{Pr}\left(\sum_{i=1}^{n} x_{i} \geq \frac{n}{2}(1+\delta)\right) \leq 2 \cdot U_{2}\left(n, \frac{n}{2}, \delta\right) \tag{14}
\end{equation*}
$$

Because such a source can be generated using poly $(k, \log n)$ random bits, we see that this result is optimal as long as $k=\Omega(\log n)$; if $k=O(\log n)$, then the probability space is polylogarithmic in size and should in most cases be dispensable via brute-force search of the sample space. Similar results hold when the $X_{i}$ 's are binary with their probabilities of being 1 being the same negative power of 2 (not necessarily $1 / 2$ ) using identical methods.
2.6. Upper tail bounds for some other distributions. Suppose we have random bits $X_{1}, X_{2}, \ldots, X_{n}$ with some arbitrary distribution. Let $X=\sum_{i=1}^{n} X_{i}$ and $\mu=E[X]$. Then, for any $a>\mu$, the methods of $\S 2.1$ yield

$$
\operatorname{Pr}(X \geq a) \leq \frac{\sum_{i=0}^{a} y_{i} E\left[S_{i}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]}{\sum_{i=0}^{a} y_{i}\binom{a}{i}}, \quad \forall\left(y_{0}, y_{1}, \cdots y_{1}\right) \in \Re_{+}^{a+1}
$$

The following theorem is immediate.
Theorem 7. Given n random bits $X_{1}, X_{2}, \ldots, X_{n}$ with $X=\sum_{i=1}^{n} X_{i}$ and $\mu=$ $E[X]$, suppose $z_{j}$ is an upper bound on $E\left[S_{j}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right], j=1,2, \ldots, n$. Then, if $a=\mu(1+\delta)$ for $\delta>0$, the following hold:
(I) $\operatorname{Pr}(X \geq a) \leq \sum_{i=0}^{a} y_{i} z_{i} / \sum_{i=0}^{a} y_{i}\left({ }_{i}^{a}\right), \forall\left(y_{0}, y_{1}, \ldots, y_{a}\right) \in \Re_{+}^{a+1}$.
(II) If $X_{1}, X_{2}, \ldots, X_{n}$ are $k$-wise independent, then $\operatorname{Pr}(X \geq a) \leq \min _{i=1,2, \ldots, k}$ $z_{i} /\left({ }_{i}^{a}\right)$.

As an example of a distribution that benefits from the above, consider the selfweakening r.v.'s defined and used in [31]; random bits $X_{1}, X_{2}, \ldots, X_{n}$ are defined to be self-weakening with parameter $\lambda$ in [31] if for all $j$ and for all distinct indices $X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{j}}, E\left[\prod_{\ell=1}^{j} X_{i_{\ell}}\right] \leq \lambda \prod_{\ell=1}^{j} E\left[X_{i_{\ell}}\right]$; note that $z_{j} \leq \lambda\binom{n}{j}\binom{\mu}{n}^{j}$ in this case. Hence, Theorem 7 directly implies one of the main theorems of [31], which states that if $X_{1}, X_{2}, \ldots, X_{n}$ are self-weakening random bits with parameter $\lambda$ with $X=\sum_{i=1}^{n} X_{i}$ and $\mu=E[X]$, then for any $\delta>0, \operatorname{Pr}(X \geq \mu(1+\delta))$ is at most $\lambda$ times any CH-type upper bound on the corresponding probability had the $X_{i}$ been independent, with the same individual distributions. It was the work of [31] which primarily motivated the methods of $\S 2.1$. Furthermore, the applications sketched in $\S 3.2$ use Theorem 7.

Theorem 7 helps improve the known upper tail probability bounds for the $h y$ pergeometric distribution, an important source of self-weakening random variables. Suppose $n$ balls are picked at random without replacement from an urn containing $M$ red balls and $N-M$ balls of other colors. Let $X$ be the number of red balls picked in the random sample and let $p \doteq \frac{M}{N}$. Then for $\delta>0$, a special case of a result of Hoeffding [17] (see Chvátal [13] for another proof) implies that

$$
\begin{equation*}
\operatorname{Pr}(X \geq n p(1+\delta)) \leq F(n, n p, \delta) \tag{15}
\end{equation*}
$$

We prove the following strengthened version of inequality (15).
Lemma 5. Suppose a random set of $n$ balls is picked from an urn containing $M$ red balls and $N-M$ balls of other colors. If $X$ denotes the number of red balls picked, $p=\frac{M}{N}, \delta>0$, and $k \doteq h(n, n p, \delta)=o(N)$, then

$$
\operatorname{Pr}(X \geq n p(1+\delta)) \leq U_{2}(n, n p, \delta) e^{-\Theta\left(k^{2} / M\right)} \leq F(n, n p, \delta) e^{-\Theta\left(k^{2} / M\right)}
$$

Proof. (Sketch). Number the balls picked as $1,2, \ldots, n$ and let $X_{i}$ be the indicator r.v. for the event that ball $i$ was red. Then $X=\sum_{i=1}^{n} X_{i}$ and

$$
\operatorname{Pr}(X \geq a) \leq U_{3}(n, n p, \delta) \doteq \frac{E\left[S_{k}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]}{\binom{a}{k}}
$$

where $a \doteq\lceil n p(1+\delta)\rceil$. For distinct indices $i_{1}, i_{2}, \ldots, i_{k}, E\left[\prod_{j=1}^{k} X_{i_{j}}\right]=\operatorname{Pr}\left(\wedge_{j=1}^{k} X_{i_{j}}=\right.$ 1) $=\prod_{i=0}^{k-1} \frac{M-i}{N-i}$; hence,

$$
\begin{aligned}
\frac{U_{3}(n, n p, \delta)}{U_{2}(n, n p, \delta)} & =\left(\frac{N}{M}\right)^{k} \cdot \prod_{i=0}^{k-1}\left(\frac{M-i}{N-i}\right) \\
& =\prod_{i=1}^{k-1}\left(1-\left(\frac{N}{M}-1\right) \frac{i}{N-i}\right) \leq e^{-\left(\frac{N}{M}-1\right) \sum_{i=1}^{k-1} \frac{i}{N-i}}
\end{aligned}
$$

which is $e^{-\Theta\left(k^{2} / M\right)}$ if $k=o(N)$.
Remark. Note that sampling without replacement produces r.v.'s which are selfweakening with parameter 1 . Lemma 5 gives good improvements over inequality (15) in many interesting cases, e.g., consider the case $p=$ constant, $\delta=$ constant, and $\Omega\left(M^{0.5+\varepsilon}\right) \leq n=o(N)$ for any fixed $\varepsilon>0$.

Also, the CH bounds [11], [17], [35], [3] depend only on $\mu$, not on the actual values of $p_{i}$, and give the upper bound $F(n, \mu, \delta) \geq U_{2}(n, \mu, \delta)$. We know for any $\delta>0$ that $\operatorname{Pr}(X \geq \mu(1+\delta)) \leq U_{1}\left(n, p_{1}, \ldots, p_{n}, \delta\right)=S_{k}\left(p_{1}, \ldots p_{n}\right) /\binom{\mu(1+\delta)}{k}$, where $k=h(n, \mu, \delta)$. By Lemma 2, this is maximized by setting $p_{i}=\mu / n$ for all $i$, subject to the constraint that $E[X]=\mu$. However, if the values $p_{i}$ are different, we get bounds formally superior to $U_{2}(n, \mu, \delta)$ and $F(n, \mu, \delta)$. Suppose, for example, that $\mu=n / 2, p_{i}=\varepsilon, i=1,2, \ldots, n / 2$, and $p_{i}=1-\varepsilon, i=\frac{n}{2}+1, \ldots, n$, where $0<\varepsilon \leq \frac{1}{2}$. Then

$$
\frac{U_{1}\left(n, p_{1}, p_{2}, \ldots, p_{n}, \delta\right)}{U_{2}(n, \mu, \delta)} \leq f(\varepsilon) \doteq 2^{k}\left(\sum_{i=0}^{k}\binom{n / 2}{i}\binom{n / 2}{k-i} \varepsilon^{i}(1-\varepsilon)^{k-i}\right) /\binom{n}{k}
$$

where $k=h(n, \mu, \delta)$. Note that $f(0) \leq e^{-\Theta\left(k^{2} / n\right)}$ by Lemma 5 and $f(\varepsilon)$ can get arbitrarily close to $f(0)$ since $f(\cdot)$ is continuous.

Remark. This particular result can only increase the constant factor in the exponent of $U_{2}(n, \mu, \delta)$. However, it is a small step towards better understanding of the dependence of $\operatorname{Pr}(X \geq \mu(1+\delta))$ on $n, p_{1}, \ldots, p_{n}$, and $\delta$. Similar improvements can also be made in the case of nonbinary r.v.'s. An alternative approach might be to derive CH bounds for a sum of Bernoulli trials as a function of the variance as well as $\mu, a$, and $n$, as in [42].

A final application is to the semirandom source introduced by Santha and Vazirani [38]. A random source that outputs bits $X_{1}, X_{2}, \ldots, X_{n}$ is defined to be $\varepsilon$-semirandom in [38] if

$$
\forall i 1 / 2-\varepsilon \leq \operatorname{Pr}\left(X_{i}=1 \mid X_{1}, X_{2}, \ldots, X_{i-1}\right) \leq 1 / 2+\varepsilon
$$

i.e., the random bits can be correlated, but only to a limited extent, independently of the past history. Despite its seemingly weak nature, such a model has been shown to be able to simulate complexity classes such as RP (Vazirani and Vazirani [50], [51]), and the study of a generalization of this model by Zuckerman [54] has led to significant results recently (Nisan and Zuckerman [30], Wigderson and Zuckerman [53]). Noting that for such a source,

$$
E\left[\prod_{j=1}^{k} X_{i_{j}}\right] \leq\left(\frac{1}{2}+\varepsilon\right)^{k}
$$

for all $k \geq 1$ and all distinct indices $i_{1}, i_{2}, \ldots, i_{k}$, we see that

$$
\operatorname{Pr}\left(\sum_{i=1}^{n} X_{i} \geq n\left(\frac{1}{2}+\varepsilon\right)(1+\delta)\right) \leq U_{2}\left(n, n\left(\frac{1}{2}+\varepsilon\right), \delta\right), \quad \forall \delta>0
$$

for an $\varepsilon$-semirandom source.
Inequality (14) shows another application of our techniques.
3. Applications to computation. The most striking point of Theorems 1 and 5 is that bounds as good as the CH bounds can be obtained with small independence. This implies, for any analysis that relies on the CH bounds, much weaker requirements on the random sources used. We now present some further computational applications of the new results.
3.1. Reduced independence for randomized algorithms. There are known constructions of r.v.'s with limited independence using a small number of random bits. Examples include: the construction of [19], the use of universal hash functions [9] to generate $|F|$ many $k$-wise independent random elements from a finite field $F$ using $O(k \log |F|)$ random bits, and the result of [1] using coding techniques [25], which gives a polynomial (in $n$ ) time algorithm to construct $n k$-wise independent and unbiased random bits given $O(k \log n)$ independent unbiased bits for any $k, k \leq n$. Combining these with our result on reduced independence for the CH bounds, we get a major reduction in the amount of randomness needed for several randomized algorithms.
3.1.1. Reduced randomness of random sampling. In random sampling, we have a huge finite universe $U$ and a subset $W \subseteq U$, and we want to estimate the fraction $f^{*}=|W| /|U|$. Given error parameters $\delta, \varepsilon>0$, the method used is to pick a random sample $S$ of size $N(\delta, \varepsilon)$ from $U$ and output the fraction $f$ of type $W$ elements in $S ; N(\delta, \varepsilon)$ must be such that $\operatorname{Pr}\left(\left|f^{*}-f\right| \geq \delta\right) \leq \varepsilon$. This is required, for instance, in PAC learning [47] and running BPP algorithms. What was known so far is that $N(\delta, \varepsilon)=O\left(1 / \delta^{2}\right) \log \left(\frac{1}{\varepsilon}\right)$ with all the samples being independent. We can improve this to the following theorem.

Theorem 8. Given a universe $U$, a subset $W \subset U$, and error parameters $\delta, \varepsilon>0$, suppose a set $S$ of $O\left(1 / \delta^{2}\right) \log \left(\frac{1}{\varepsilon}\right)$ random samples with $O\left(\log \left(\frac{1}{\varepsilon}\right)\right)$-wise independence are picked from $U$. Then, if $f^{*}$ and $f$ are the respective fractions of type $W$ elements in $U$ and $S, \operatorname{Pr}\left(\left|f^{*}-f\right| \geq \delta\right) \leq \varepsilon$ will hold.

Proof. Consider a randomized algorithm which looks at a random set of samples $S$ from $U$, and outputs the ratio $f$ of type $W$ elements in $S$. We now look at the random properties of $S$ that are required for the claim $\operatorname{Pr}\left(\left|f^{*}-f\right| \geq \delta\right) \leq \varepsilon$ to hold.

Let $|S|=n$. In the notation of Theorem 5 , we want to claim that $\operatorname{Pr}(|X-\mu| \geq$ $\left.\delta^{\prime} \mu\right) \leq \varepsilon$, where $\mu=E[X], X=n f$, and $\delta^{\prime}=\delta / f^{*}$. We apply Theorem 5 with $X=f n$ and $\mu=f^{*} n$ and choose $k^{*}$ consistent with parts (Ia) and (IIa). For such a suitable choice of independence $k^{*}$ among the elements of $S, \operatorname{Pr}\left(|X-\mu| \geq \delta^{\prime} \mu\right)$ can be bounded by $e^{-\left\lfloor k^{*} / 2\right\rfloor}$. Hence, it suffices to choose $k^{*} \geq 2\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$, for the above probability to be bounded by $\varepsilon$. To compute the required sample size $n$, we distinguish between the two cases $\delta^{\prime} \leq 1$ and $\delta^{\prime}>1$. Then, from part (Ia) of Theorem 5 , the probability that $|X-\mu|$ is greater than $\delta^{\prime} \mu$ is bounded by $e^{-\left\lfloor k^{*} / 2\right\rfloor}$ provided that $k^{*} \leq\left\lfloor\delta^{\prime 2} \mu e^{-1 / 3}\right\rfloor$, and $k^{*} \geq 2\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$ for this probability to be bounded by $\varepsilon$. It therefore suffices to choose $\delta^{2} \mu e^{-1 / 3} \geq 2\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$. This will hold if $n \delta^{2} e^{-1 / 3} /\left(2 f^{*}\right) \geq\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$. Because $e^{-1 / 3} / 2>1 / 3$, it suffices to choose $n \geq N_{1}(\delta, \varepsilon)=\left(3 f^{*} / \delta^{2}\right)\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$. If $\delta^{\prime}>1$, then a similar analysis using Theorem 5(IIa) implies that $N_{2}(\delta, \varepsilon)=\frac{3}{\delta}\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$ many samples with $2\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$-wise independence suffice to satisfy the error bounds.

Note that since both $f^{*}$ and $\delta$ are clearly bounded by 1 , the number of samples and independence needed in both the above cases can be upper bounded by $N_{3}(\delta, \varepsilon)=$ $\left(3 / \delta^{2}\right)\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$ and $k^{*}=2\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$.

By Theorem 5 the choice for the independence that minimizes the error bound is an increasing function of the sample size; however, increasing the sample space size when given a fixed independence will also reduce the error probability; a proof of this claim follows. In the proof of Theorem 5, parts (I) and (II) were derived from part (III) of Theorem 4 with $C=\mu$. Note that in the current problem, $C=n f^{*}$ and $T=n \delta$, where $n$ is the number of random samples picked (in the notation of Theorem 4). When the independence $k$ is fixed, the bound given by part (III) of Theorem 4 decreases with $n$ for these values of $C$ and $T$, and the claim follows.

Theorem 4 hence also allows an estimate for the required size of a sample space with $k$-wise independent variables, in case $k<2\left\lceil\ln \left(\frac{1}{\varepsilon}\right)\right\rceil$.

Theorem 9. Given a universe $U$, a subset $W \subseteq U$, and error parameters $\delta, \varepsilon>0$, suppose that $S$ is a sample space of $U$ whose elements are $k$-wise independent for some even $k$. Then, if $f^{*}$ and $f$ are the respective fractions of type- $W$ elements in $U$ and $S$, for $\operatorname{Pr}\left(\left|f^{*}-f\right| \geq \delta\right) \leq \varepsilon$ to hold, it is sufficient to choose $|S| \geq c k / \delta^{2} \varepsilon^{(2 / k)}$ for some constant $c$.

Proof. Use part (III) of Theorem 4 by setting $C=n$, where $n=|S|$.
Theorems 8 and 9 imply "reduced randomness" results for random sampling if the universe $U$ has some properties. For instance, if $U$ is a finite field and the field operations can be done in polynomial (in $\frac{1}{\delta}$ and $\log \left(\frac{1}{\varepsilon}\right)$ ) time, then any number of $k$-wise independent samples from $U$ can be generated from $k$ independent random samples [19], [9]. Also, via weaker bounds on the $k$ th moment, it has been independently shown in [7] that essentially the same bounds as those given in Theorem 8 can be obtained for random sampling; [7] also shows how iterated sampling can be used to decrease the number of random bits at the expense of a controlled increase in the sample size.

The above constructions are not optimal with regard to the minimum number of random bits used. Using random walks on expander graphs to generate the random bits, it is shown in [6] that $O\left(\log (|U|)+\log \left(\frac{1}{\delta}\right)\right)$ random bits are necessary and sufficient for this problem. Our construction has the advantage of being elementary and parallelizable.
3.1.2. Reduced randomness for oblivious permutation routing. We now show how our results directly imply bounds that match the explicit constructions of algorithms with reduced randomness of Peleg and Upfal [32] for oblivious permutation routing on fixed interconnection networks (see also [20], [35], [36], [46], [48]).

Given some interconnection network with $N$ nodes and a permutation $\sigma:\{1,2$, $\ldots, N\} \rightarrow\{1,2, \ldots, N\}$, the problem is to route a packet $\nu_{i}$ residing at each node $i$ to its destination $\sigma(i)$ so that the total time taken is small. Furthermore, the routing must be oblivious in that the path $P_{\sigma}(x)$ chosen for a packet $x$ must be "independent" of the path $P_{\sigma}(y)$ chosen for any other packet $y$. (See [32] for a precise definition when randomized routing protocols are allowed.) Explicit constructions of algorithms with a spectrum of time-randomness parameters are among the results proved in [32] for the degree-4 butterfly network; these are also extendable to other networks. (See Karloff and Raghavan [20] for a protocol for the hypercube with slightly weaker bounds.) Here, we show how our results of $\S 2.1$ directly imply the bounds of [32] for the hypercube; we believe that similar results should hold for other interconnection networks.

Consider the implementation of Valiant's two-phase scheme [46] (see also Valiant
and Brebner [48]) on a hypercube with $N=2^{n}$ nodes. Phase (I) Each vertex $i$ picks a random $\rho(i) \in\{1,2, \ldots, N\}$ as an intermediate destination for $\nu_{i}$ and routes $\nu_{i}$ there. Phase (II) Each packet $\nu_{i}$ is routed to its final destination $\sigma(i)$. We now follow the discussion of the standard aspects of this from [35]. Assume FIFO queues at each edge, and that Phase (I) routes $\nu_{i}$ from $i$ to $\rho(i)$ by "correcting" its bits from left to right, assuming that the nodes of the hypercube are indexed by $n$ bits, and Phase (II) "corrects" bits right to left. So, Phase (II) is like "running Phase (I) backwards," and so we consider Phase (I) alone here. It is shown in [35] that the time taken for packet $\nu_{i}$ in Phase (I) is at most

$$
\begin{equation*}
n+\sum_{j=1}^{N} H_{i j} \tag{16}
\end{equation*}
$$

where $H_{i j}=1$ if the paths $\langle i, \rho(i)\rangle$ and $\langle j, \rho(j)\rangle$ share an edge in Phase (I) and 0 otherwise (recall that $n=\log _{2} N$ ). It is also shown in [35] that if each $\rho(i)$ is uniformly distributed in $\{1,2, \ldots, N\}$, then for all $i, E\left[\sum_{j=1}^{N} H_{i j}\right] \leq n$. Here is the theorem that matches the explicit construction of [32].

Theorem 10. There are explicit constructions of oblivious routing algorithms on the hypercube that, for any $T, c \log N \leq T \leq \sqrt{N}(c>4$ is a constant $)$,
(I) use $O(\log N \log (N / Q) / \log (T / \log N))$ random bits and terminate in $T$ steps with probability at least $1-Q$ for any $0<Q \leq 1$, and
(II) use $O\left(\log ^{2} N / \log (T / \log N)\right)$ random bits and terminate in expected time at most $T$.

Proof (sketch.) Consider any packet $\nu_{i}$; the probability that it takes more than $\frac{T}{2}$ steps in Phase (I) is at most $\operatorname{Pr}\left(\sum_{j=1}^{N} H_{i j} \leq \frac{T}{2}-\log N\right)$. If the $\rho(i)$ s are picked uniformly and in $k$-wise independent fashion, then the $H_{i j}$ are $(k-1)$-wise independent, while $E\left[\sum_{j=1}^{N} H_{i j}\right] \leq \log N$ as before. It follows from our discussion of $\S 2.1$ and Lemma 3 that, if $T>E\left[\sum_{j=1}^{N} H_{i j}\right]$, (i.e., if $T>4 \log N$ ), then

$$
\operatorname{Pr}\left(\sum_{j=1}^{N} H_{i j} \geq T / 2-\log N\right) \leq \frac{\binom{N}{k-1}\left(\frac{\log N}{N}\right)^{k-1}}{\binom{T / 2-\log N}{k-1}} \leq \frac{(\log N)^{k-1}}{\prod_{j=0}^{k-2}(T / 2-\log N-j)} .
$$

By picking $k=\Theta(\log (N / Q) / \log (T / \log N))$, we can ensure that $\operatorname{Pr}\left(\sum_{j=1}^{N} H_{i j} \geq T / 2-\right.$ $\log N) \leq \frac{Q}{(2 N)}$ holds. Arguing similarly for Phase (II) and summing up over all $i$, we get (I) above.

For (II) above, we set $Q=\frac{1}{(2 N)}$ and replace $T$ by $T-1$ in (I). Let $T_{\max }$ be an r.v. denoting the time taken by the protocol, i.e., the maximum over all packets $i$ of the number of steps taken by packet $\nu_{i}$ to reach $\sigma(i)$. Note that $T_{\max } \leq \log N+N$ from upper bound (16). Also,

$$
\operatorname{Pr}\left(T_{\max }>(T-1)\right) \leq Q
$$

from (I) above. Hence,

$$
\begin{aligned}
E\left[T_{\max }\right] & \leq(T-1) \cdot \operatorname{Pr}\left(T_{\max } \leq(T-1)\right)+(\log N+N) \cdot \operatorname{Pr}\left(T_{\max }>(T-1)\right) \\
& \leq(T-1)\left(1-\frac{1}{2 N}\right)+(\log N+N) \frac{1}{2 N} \\
& \leq T .
\end{aligned}
$$

Note that for any $k, k$-wise independent $\rho(i)$ 's can be generated from $k \log N$ random bits using hash functions [9], since the $\rho(i)$ 's can be thought of as belonging to the field $\operatorname{GF}\left(2^{n}\right)$. Hence, we get bounds that match those of [32].

The above example typifies the type of application we expect our methods to find, i.e., as direct "plug-ins" in analyses where the CH bounds are normally used.
3.2. The new formulation and the method of conditional probabilities. The method of conditional probabilities [34], [44] is an important technique for the derandomization of algorithms; the reader is referred to [35] for details. We now show how this method can be combined with the formulation of $\S 2.6$. This will enable us to derive simple and efficient deterministic polynomial-time algorithms from randomized algorithms that can be analyzed using our formulation in a unified way.

Given $n$ random bits $X_{1}, X_{2}, \ldots, X_{n}$, can the conditional expectation

$$
E\left[S_{k}\left(X_{1}, X_{2}, \ldots, X_{n}\right) \mid X_{1}=b_{1}, X_{2}=b_{2}, \ldots, X_{i}=b_{i}\right]
$$

be evaluated, or at least be given a "reasonable" upper bound, for any $k$, any $i, i=$ $0,1,2, \ldots, n-1$, and any $b_{1} b_{2} \cdots b_{i} \in\{0,1\}^{i}$ ? If the $X_{i}$ 's are identically distributed, then it is reasonable to assume that an upper bound $U_{\ell}$ on $E\left[\prod_{r=1}^{\ell} X_{j_{r}} \mid X_{1}=b_{1}, X_{2}=\right.$ $b_{2}, \ldots, X_{i}=b_{i}$ ] is known for all $\ell, \ell=1,2, \ldots, n-i$, and for all distinct indices $X_{j_{1}}, X_{j_{2}}, \ldots, X_{j_{\ell}} \in\{i+1, i+2, \ldots, n\} ;$ this is sufficient for the two applications shown below. Then, if

$$
\left|\left\{j \mid(1 \leq j \leq i) \wedge\left(b_{j}=1\right)\right\}\right|=i_{1}
$$

we can see that

$$
\begin{align*}
& E\left[S_{k}\left(X_{1}, X_{2}, \ldots, X_{n}\right) \mid X_{1}=b_{1}, X_{2}=b_{2}, \ldots X_{i}=b_{i}\right] \\
& \quad \leq \sum_{r=0}^{\min \left(i_{1}, k\right)}\binom{i_{1}}{r}(n-i k-r) U_{k-r} . \tag{17}
\end{align*}
$$

We now present two applications in which the combination of our formulation and the method of conditional probabilities leads to fast polynomial-time algorithms, via upper bound (17). The first application, to jobshop scheduling, is a "natural" derandomization of the randomized algorithm of [41], faster than the derandomization techniques of [41] and [33]; this is shown in §3.2.1. The second application is to discrepancy theory and is discussed in $\S 3.2 .2$. The "usual" method of conditional probabilities for these problems frequently calls for independence among the r.v.'s corresponding to the bits $X_{1}, X_{2}, \ldots, X_{n}$ seen above; this is not the case for these two problems and in general for many other problems.
3.2.1. Improved algorithms for packet routing and jobshop scheduling. We now present simpler approximation algorithms for packet routing (Leighton, Maggs, and Rao [23]) and jobshop scheduling (Shmoys, Stein, and Wein [41]) that provide improved approximation guarantees by using ideas from above. The nonpreemptive jobshop scheduling problem is as follows. Given $n$ jobs, $m$ machines, and a sequence of operations for each job, where each operation is assigned to a specific machine, construct a schedule to run the jobs so that the time taken to process all the jobs is minimized, subject to the following conditions: (a) the operations of each job must be done in sequence; (b) no operation of any job running on any machine can
be preempted until it is completed; and (c) a machine can process at most one operation at a time. One of the results of [23] tackles a special case of this problem; the general case is handled in [41]. Both of these papers give polynomial-time algorithms to produce good approximations to an optimal schedule.

Let $P_{i}$ be the total time needed for job $J_{i}, P_{\max }=\max _{i \in[1, n]} P_{i}, \Pi_{j}$ be the total time for which machine $M_{j}$ is needed, and $\Pi_{\max }=\max _{i \in[1, m]} \Pi_{i}$. Before an actual schedule is constructed in [41], a pseudoschedule $\mathcal{S}$ is constructed that temporarily assumes that each machine can work on up to $D$ operations simultaneously, where $D>1$ depends on the input instance. The pseudoschedule is later used to construct an actual schedule. The only step in which randomization is used in [41] is during the construction of the pseudoschedule and is the following.

An initial random delay $d_{i} \in\left\{1,2, \ldots, \Pi_{\max }\right\}$ is assigned for each job $J_{i}$. Suppose that the sequence of operations of job $J_{i}$ is $O_{i, 1}, \cdots O_{i, r_{i}}$ and operation $O_{i, r}$ takes time $t_{i, r}$; then, in the pseudoschedule $\mathcal{S}$, job $J_{i}$ is scheduled to start at time $d_{i}$ and runs to completion without interruption, i.e., operation $O_{i, r}$ starts at time $d_{i}+\sum_{\ell=1}^{r-1} t_{i, \ell}$. We denote the offset $\sum_{\ell=1}^{r-1} t_{i, \ell}$ by $\tau\left(O_{i, r}\right)$. As shown in [23], [41], if the $d_{i}$ 's are generated uniformly and independently, then with high probability, every machine at every unit of time will have (a congestion of) at most $D\left(n, m_{\max }\right) \doteq c \cdot \log \left(n \cdot m_{\max }\right) / \log \log (n$. $m_{\text {max }}$ ) jobs scheduled on it for some constant $c$, where $m_{\text {max }}$ is the maximum number of operations in any job. This step is then derandomized to deterministically compute initial delays leading to a congestion bound of $O\left(\log \left(n \cdot m_{\max }\right)\right)$. Linear programming is used for the derandomization, making this step the bottleneck. This step is sped up in [33], [45]. Here, we get a better congestion bound of $D\left(n, m_{\max }\right)$, as opposed to the previously known $O\left(\log \left(n \cdot m_{\max }\right)\right)$ bound, with an algorithm that is more direct than those of [33], [45] while having time complexities comparable to those.

We assign random initial delays $\left\{d_{i} \in\left\{1,2, \ldots, \Pi_{\max }\right\}\right\}$ uniformly and independently to the jobs. Suppose that the operations scheduled on machine $M_{i}$ are $O_{1}, \ldots, O_{m_{i}}$, which belong to jobs $J_{i_{1}}, J_{i_{2}}, \ldots, J_{i_{m_{i}}}$, respectively, and take $t_{1}, \ldots, t_{m_{i}}$ units of time. For any machine $M_{i}$ and time instance $t \in\left\{1,2, \ldots, \Pi_{\max }+P_{\max }\right\}$, we define $\sum_{\ell \in[1, m]} t_{\ell}=\Pi_{i}$ many indicator r.v.'s $X_{j}^{i}(t), j=1,2, \ldots, \Pi_{i}$, to analyze the congestion on machine $M_{i}$ at time $t$ in $\mathcal{S}$. Each of these r.v.'s is an indicator for the event that a particular unit of time of some operation gets scheduled on $M_{i}$ at time $t$ in $\mathcal{S}$ as follows. The index $j$ encodes the time unit and operation. Let $j_{r}=\sum_{\ell=1}^{r-1} t_{\ell}$ for $r=1,2, \ldots, m_{i}$; then if $j_{r}<j \leq j_{r+1}, j$ represents the $\left(j-j_{r}\right)$ th time unit of $O_{r}$ as follows.

$$
X_{j}^{i}(t)= \begin{cases}1 & \text { if } j=j_{r}+p, 1 \leq p \leq t_{r} \text { and the } p \text { th time unit of } O_{r} \\ \text { is scheduled for time } t, \text { i.e., if } d_{i_{r}}+\tau\left(O_{r}\right)+p-1=t\end{cases}
$$

It is easy to see that $E\left[X_{j}^{i}(t)\right] \leq 1 / \Pi_{\max }$ and, for any positive integer $k$, the probability that machine $M_{i}$ has congestion at least $k$ at time unit $t$ is

$$
\operatorname{Pr}\left(\sum_{r=1}^{\Pi_{i}} X_{r}^{i}(t) \geq k\right) \leq E\left[S_{k}\left(X_{1}^{i}(t), \ldots, X_{\Pi_{i}}^{i}(t)\right)\right] \leq\binom{\Pi_{i}}{k}\left(\frac{1}{\Pi_{\max }}\right)^{k}
$$

In addition, if $\sum_{r=1}^{\Pi_{i}} X_{r}^{i}(t) \geq k$ holds for some time $t$, then $\sum_{r=1}^{\Pi_{i}} X_{r}^{i}\left(t^{\prime}\right) \geq k$ also holds for some time $t^{\prime}$, where $t^{\prime}$ is one of the starting times of the operations scheduled on $M_{i}$. Furthermore, the starting time of each operation $O_{r}$ is uniformly distributed
in $\left[\tau\left(O_{r}\right), \Pi_{\max }-1+\tau\left(O_{r}\right)\right]$. Hence, for any $k, \operatorname{Pr}$ (some machine has congestion at least $k$ at some time instance) is at most

$$
\begin{equation*}
\sum_{i=1}^{m} \sum_{r=1}^{m_{i}} \sum_{t=\tau\left(O_{r}\right)}^{\Pi_{\max }-1+r\left(O_{r}\right)} \frac{1}{\Pi_{\max }} E\left[S_{k-1}\left(X_{1}^{i}(t), \ldots, X_{\Pi_{i}}^{i}(t)\right)\right] \tag{18}
\end{equation*}
$$

which is at most

$$
\sum_{i=1}^{m} m_{i} \frac{\Pi_{\max }}{\Pi_{\max }}\binom{\Pi_{i}}{k-1}\left(\frac{1}{\Pi_{\max }}\right)^{k-1} \leq \sum_{i=1}^{m} \frac{m_{i}}{(k-1)!}
$$

Clearly $\sum_{i=1}^{m} m_{i} \leq n \cdot m_{\max }$, and hence for $k-1>k^{*}=c_{1} \log \left(n \cdot m_{\max }\right) / \log \log (n$. $m_{\max }$ ) for some suitable constant $c_{1}$, the above probability estimate is less than 1 . We may now use the above form as a pessimistic estimator [34] to deterministically set the delays $d_{i}$ for the jobs one-by-one by the method of conditional probabilities [34], [44] to achieve the congestion bound of $D\left(n, m_{\max }\right)$.

Assume inductively that initial delays $d_{1}=d_{1}^{*}, d_{2}=d_{2}^{*}, \ldots, d_{s}=d_{s}^{*}$ have been set deterministically for the jobs $J_{1}, J_{2}, \ldots, J_{s}$; the aim is to compute $d_{s+1}^{*}$. Consider any machine $M_{i}$ on which $J_{s+1}$ has at least one operation; let these operations be $A_{s+1,1}, A_{s+1,2}, \ldots, A_{s+1, a_{i}}$. Let $B_{s, 1}, B_{s, 2}, \ldots, B_{s, b_{i}}$ be the operations that belong to some job in $\left\{J_{1}, J_{2}, \ldots, J_{s}\right\}$ and are scheduled on $M_{i}$ and let $t_{s, 1}, t_{s, 2}, \ldots, t_{s, b_{i}}$ be the times at which they are scheduled to start on $M_{i}$; these times are known, since we know the values of $d_{1}, d_{2}, \ldots, d_{s}$. Let $O_{1}, O_{2}, \ldots, O_{c_{i}}$ be the operations on machine $M_{i}$ that belong to jobs from the set $\left\{J_{s+2}, J_{s+3}, \ldots, J_{n}\right\}$. For any $t \in\left\{1,2, \ldots, P_{\max }+\Pi_{\max }\right\}$ and $r \in\left\{1,2, \ldots, \Pi_{\max }\right\}$, we define

$$
\begin{aligned}
g(s+1, i, t, r) & \doteq E\left[S_{k^{*}}\left(X_{1}^{i}(t), X_{2}^{i}(t), \ldots, X_{\Pi_{i}}^{i}(t)\right) \mid d_{1}\right. \\
& \left.=d_{1}^{*}, d_{2}=d_{2}^{*}, \ldots, d_{s}=d_{s}^{*}, d_{s+1}=r\right]
\end{aligned}
$$

and num $\left(i, t,\left\langle x_{1}, x_{2}, \ldots, x_{j}\right\rangle\right)$ to be the number of operations from jobs $J_{1}, J_{2}, \ldots, J_{j}$ that are scheduled on machine $M_{i}$ at time $t$ given that $d_{1}=x_{1}, \ldots, d_{j}=x_{j}$.

When conditioned on the event $d_{1}=d_{1}^{*}, d_{2}=d_{2}^{*}, \ldots, d_{s}=d_{s}^{*}, d_{s+1}=\Delta$ for any $\Delta \in\left\{1,2, \ldots, \Pi_{\max }\right\}$, upper bound (18) becomes

$$
\begin{aligned}
f(s+1, \Delta) \doteq & \sum_{i=1}^{m}\left(\sum_{j=1}^{a_{i}} g\left(s+1, i, \tau\left(A_{s+1, j}\right)+\Delta, \Delta\right)+\sum_{j=1}^{b_{i}} g\left(s+1, i, t_{s, j}, \Delta\right)\right. \\
& \left.+\sum_{j=1}^{c_{i}} \sum_{t=\tau\left(O_{j}\right)}^{\tau\left(O_{j}\right)+\Pi_{\max }-1} \frac{1}{\Pi_{\max }} g(s+1, i, t, \Delta)\right) .
\end{aligned}
$$

Recall that the method of conditional probabilities will set $d_{s+1}=d_{s+1}^{*}$, where $d_{s+1}^{*}$ is the index at which $f(s+1, \cdot)$ is minimized. Note that $f(s+1, \Delta)$ can be readily computed for any $\Delta$ and, hence, so can $d_{s+1}^{*}$. To make the computation more efficient, we use the following observations.
(a) Suppose we need to compute $f(s+1, \Delta)$ for some $\Delta$ using upper bound (17). Then, for any machine $M_{j}$ that has some operation from job $J_{s+1}$, the term $n-i$ in (17) corresponds to the number of operations of jobs $J_{1}, J_{2}, \ldots, J_{s+1}$ on machine $M_{j}$, i.e., $a_{j}+b_{j}$. Hence, for any $t \in\left\{1,2, \ldots, P_{\max }+\Pi_{\max }\right\}, g(s+1, j, t, \Delta)$ can be
computed in $O\left(k^{*}\right)$ time if $\operatorname{num}\left(j, t,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, \Delta\right\rangle\right)$ is known, since upper bound (17) involves a sum over at most $k^{*}$ terms. (Recall that $k^{*}$ is an upper bound on the number of operations scheduled at the same time.)
(b) Suppose inductively that num $\left(i, t,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}\right\rangle\right)$ is known for all machines $M_{i}$ and all times $t$. Let $\omega_{s+1}$ be the number of operations of job $J_{s+1}$. We will consider only those machines that have some operation of $J_{s+1}$; the number of such machines is clearly at most $\omega_{s+1}$. Hence, given the num $\left(i, t,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}\right\rangle\right)$ values, the num $\left(\cdot, \cdot,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, 1\right\rangle\right)$ values need to be updated for at most $\omega_{s+1}$ machines and $P_{\max }+\Pi_{\max }$ time units, which can be done in $O\left(\omega_{s+1}\left(P_{\max }+\Pi_{\max }\right)\right)$ time. Given the num $\left(\cdot, \cdot,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, 1\right\rangle\right)$ values, the computation of $f(s+1,1)$ takes $O\left(\omega_{s+1} k^{*}\left(P_{\max }+\Pi_{\max }\right)\right)$ time, since $g(\cdot, \cdot, 1)$ can be computed in $O\left(k^{*}\right)$ time, given these values.
(c) Suppose we have computed the num $\left(\cdot, \cdot,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, \Delta\right\rangle\right)$ values and $f(s+$ $1, \Delta)$ for some value $\Delta$ and that we need to compute $f(s+1, \Delta+1)$. We can first compute the num $\left(\cdot, \cdot,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, \Delta+1\right\rangle\right)$ values and then $f(s+1, \Delta+1)$ as follows. Suppose some operation $\alpha$ of $J_{s+1}$ is scheduled to run on some machine $M_{i}$ from time $t_{1}$ to time $t_{2}$ when we set $d_{s+1}=\Delta$. Then

$$
\operatorname{num}\left(i, t^{\prime},\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, \Delta+1\right\rangle\right)=\operatorname{num}\left(i, t^{\prime},\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, \Delta\right\rangle\right), \quad \forall t^{\prime} \in\left[t_{1}+1, t_{2}\right]
$$

Hence, this operation $\alpha$ leaves at most two of the num $\left(\cdot, \cdot,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{2}^{*}, \Delta+1\right\rangle\right)$ values different from the corresponding num $\left(\cdot, \cdot,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, \Delta\right\rangle\right)$ values. Hence, num $\left(\cdot, \cdot,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, \Delta+1\right\rangle\right)$ can be updated in $O\left(\omega_{s+1}\right)$ time. It now follows from arguments similar to those used above that $f(s+1, \Delta+1)$ can be computed in $O\left(k^{*} \omega_{s+1}\right)$ time.

The above observations imply an efficient algorithm to compute $d_{s+1}$. Inductively maintain the num $\left(\cdot, \cdot,\left\langle d_{1}^{*}, d_{2}^{*}, \ldots, d_{s}^{*}, r\right\rangle\right)$ values as $r$ goes from $1,2, \ldots$, to $\Pi_{\text {max }}$ and compute $f(s+1,1), f(s+1,2), \ldots, f\left(s+1, \Pi_{\max }\right)$ in that order by sequentially updating the corresponding num values. Since computing $d_{s+1}^{*}$ takes $O\left(\omega_{s+1} k^{*}\left(P_{\max }+\right.\right.$ $\left.\Pi_{\max }\right)$ ) time, the total time complexity is $O\left(\omega k^{*}\left(P_{\max }+\Pi_{\max }\right)\right)$, where $\omega$ is the total number of operations. Hence, we have the following theorem.

Theorem 11. Initial delays $\left\{d_{i}: 1 \leq i \leq n\right\}$ in the range $\left\{1,2, \ldots, \Pi_{\max }\right\}$ for each job $J_{i}$ can be set in $O\left(\left(P_{\max }+\Pi_{\max }\right) \omega \log \left(n \cdot m_{\max }\right) / \log \log \left(n \cdot m_{\max }\right)\right)$ time, where $\omega$ is the total number of operations, such that in the (infeasible) schedule in which every job $J_{i}$ starts at time $d_{i}$ and runs without interruption, every machine has at most $O\left(\log \left(n \cdot m_{\max }\right) / \log \log \left(n \cdot m_{\max }\right)\right)$ jobs scheduled on it at any time.

We feel that the above is a natural derandomization of the randomized algorithm, since it sets the delays one-by-one, as opposed to the more complex methods used before.
3.2.2. Exact partitions in set discrepancy. Set discrepancy problems [3] are combinatorially important, and special cases of these can model divide-and-conquer situations; see, e.g., the RNC edge-coloring algorithm of Karloff and Shmoys [21]. Given a finite set $X$ and a family of subsets $\mathcal{F}=\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}$ of $X$, the goal is to come up with a 2 -coloring $\chi: X \rightarrow\{0,1\}$ such that the discrepancy $\operatorname{disc}(\chi) \doteq$ $\max _{i} \operatorname{disc}_{i}(\chi)$, where $\operatorname{disc}_{i}(\chi) \doteq\left\{\left|\left(\sum_{j \in S_{i}} \chi(j)\right)-\left|S_{i}\right| / 2\right|\right\}$, is minimized. It is known that a 2-coloring $\chi$ with $\operatorname{disc}(\chi)=O(\sqrt{\Delta \log n})$ exists and can be computed in polynomial (in $|X|$ and $n$ ) time [3] and that a 2-coloring $\chi$ with $\operatorname{disc}(\chi)=O\left(\Delta^{0.5+\varepsilon} \sqrt{\log n}\right)$ for any fixed $\varepsilon>0$ can be computed in NC [8], [27], [29], where $\Delta \doteq \max _{i}\left|S_{i}\right|$. Using the ideas of $\S 2.1$, we can prove the following theorem.

Theorem 12. Given a finite set $X$ with $|X|$ even and a family of subsets $\mathcal{F}=$ $\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}$ of $X$ such that $\Delta=\max _{i}\left|S_{i}\right|$, there exists a 2 -coloring $\chi^{*}: X \rightarrow$ $\{0,1\}$ computable in polynomial (in $|X|$ and n) time such that (I) disc $\left(\chi^{*}\right)=$ $O(\sqrt{\Delta \log n})$ and (II) $\left|\left\{y \in X: \chi^{*}(y)=0\right\}\right|=\left|\left\{y \in X: \chi^{*}(y)=1\right\}\right|$.

Proof. For the existence proof, we can show that if we pick a random subset $Z \subseteq X$ with $|Z|=\frac{|X|}{2}$ uniformly from the set of all size $\frac{|X|}{2}$ subsets of $X$ and set $\chi_{Z}(y)=1$ iff $y \in Z$, then $\operatorname{Pr}_{Z}\left(\operatorname{disc}\left(\chi_{Z}\right)=O(\sqrt{\Delta \log n})\right)>0$ as follows. It is well known [3] and easily checked via the CH bounds that there is a constant $c>0$ such that if $\chi(y)$ is picked uniformly and independently from $\{0,1\}$, then for any $S_{i}, \operatorname{Pr}\left(\operatorname{disc}_{i}(\chi)>c \sqrt{\Delta \log n}\right)<\frac{1}{n} ;$ hence,

$$
\operatorname{Pr}(\operatorname{disc}(\chi)>c \sqrt{\Delta \log n})=\operatorname{Pr}\left(\exists i: \operatorname{disc}_{i}(\chi)>c \sqrt{\Delta \log n}\right)<n \cdot \frac{1}{n}=1
$$

Note that $\left\{\chi_{Z}(y): y \in X\right\}$ is a set of self-weakening random bits with parameter 1 , i.e., if $Z$ is picked uniformly at random from the set of $\frac{|X|}{2}$ sized subsets of $X$, then for any distinct $y_{1}, y_{2}, \ldots, y_{i} \in X$,

$$
\begin{aligned}
E\left[\prod_{j=1}^{i} \chi_{Z}\left(y_{j}\right)\right] & =\operatorname{Pr}\left(\chi_{Z}\left(y_{1}\right)=\chi_{Z}\left(y_{2}\right)=\cdots=\chi_{Z}\left(y_{i}\right)=1\right) \leq \prod_{j=1}^{i} \operatorname{Pr}\left(\chi_{Z}\left(y_{j}\right)=1\right) \\
& =\prod_{j=1}^{i} E\left[\chi_{Z}\left(y_{j}\right)\right]
\end{aligned}
$$

Hence, it follows from $\S 2.6$ that for any $S_{i}, \operatorname{Pr}\left(\operatorname{disc}_{i}\left(\chi_{Z}\right)>c \sqrt{\Delta \log n}\right)<\frac{1}{n}$ still holds, concluding the existence proof.

Assume that $|X|=m$ and that $X=\{1,2, \ldots, m\}$. To use the method of conditional probabilities to derandomize the above construction, note that for $\left\{i_{1}, i_{2}, \ldots\right.$, $\left.i_{j}\right\} \subseteq\{i+1, i+2, \ldots, m\}$,

$$
\begin{aligned}
E\left[\prod_{\ell=1}^{j} \chi_{Z}\left(i_{\ell}\right) \mid \chi_{Z}(1)=b_{1}, \ldots, \chi_{Z}(r)=b_{r}\right] & =\text { undefined } \quad \text { if } r_{1}>\frac{m}{2} \text { or } r_{2}>\frac{m}{2} \\
& =0 \quad \text { if } r_{1}+j>\frac{m}{2}, \\
& =\frac{\binom{m-r-j}{m / 2-r_{1}-j}}{\binom{m-r}{m / 2-r_{1}}} \text { otherwise }
\end{aligned}
$$

where

$$
\left|\left\{\ell \mid(1 \leq \ell \leq r) \wedge\left(b_{\ell}=1\right)\right\}\right|=r_{1}
$$

and $r_{2}=r-r_{1}$. This can now be derandomized as shown in our initial discussion in §3.2.
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#### Abstract

This paper studies a new method for representing $\Gamma$-free matrices, which occur in characterizations of chordal bipartite and strongly chordal graphs. We show that the number of $\Gamma$-free matrices with $n$ rows and columns (and thus the number of chordal bipartite and strongly chordal graphs with $n$ vertices) is proportional to $2^{\Theta\left(n \log ^{2} n\right)}$, and give an asymptotically space optimal method for storing these matrices.
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1. Introduction. A matrix is $\Gamma$-free if it has no pair of rows and columns that induce a $\Gamma$, as described in the next section. $\Gamma$-free matrices were introduced by Lovász [10]. Hoffman, Kolen, and Sakarovitch [8] used $\Gamma$-free matrices to characterize when a particular linear programming problem could be solved using a greedy algorithm. They also showed that a graph is chordal bipartite, as defined below, if and only if the bipartite adjacency matrix has a $\Gamma$-free ordering. Anstee and Farber [13] showed that a graph is strongly chordal if and only if the neighborhood matrix has a $\Gamma$-free ordering. Lubiw [11] developed an efficient algorithm to determine whether a matrix has a $\Gamma$-free ordering, which led to efficient recognition algorithms for chordal bipartite and strongly chordal graphs. The fastest known recognition algorithms for these cases of graphs, both refinements of Lubiw's algorithm, are [13] for sparse graphs and [14] for dense graphs, with time complexities of $O(m \log n)$ and $O\left(n^{2}\right)$, respectively.

This paper studies the number of $\Gamma$-free matrices and therefore the number of chordal bipartite and strongly chordal graphs. We show that there are $2^{\Theta\left(n \log ^{2} n\right)} \Gamma$ free $n$ by $n$ matrices.

We derive this bound by using a new method for representing $\Gamma$-free matrices. We show that this representation is optimal in the sense that the number of bits used in the representation of an $n$ by $n \Gamma$-free matrix is at most a constant times the logarithm of the number of $\Gamma$-free matrices.
2. Definitions. A $\Gamma$ in a matrix is a pair of rows and columns that induce the submatrix

$$
\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array} .
$$

A matrix that has a permutation of the rows and columns that are $\Gamma$-free is called a totally balanced matrix. Totally balanced matrices are useful in the study of linear programming [1], [8].

A bipartite graph is chordal bipartite if every cycle of length of at least 6 has a chord. Hoffman, Kolen, and Sakarovitch [8] showed that a graph is chordal bipartite if and only if the bipartite adjacency matrix has a $\Gamma$-free ordering.

[^28]$\Gamma$-free matrices can also be used to characterize strongly chordal graphs, which are studied in [3], [7]. Farber [6] showed that a graph is strongly chordal if and only if its neighborhood matrix has a $\Gamma$-free ordering.

Totally balanced matrices also arise, under the name $\beta$-acyclic hypergraphs, in database theory [4], [5].

For a summary of work on totally balanced and $\Gamma$-free matrices, see Lubiw [11]. Lubiw also gives the key algorithms for fast recognition of $\Gamma$-free matrices and $\Gamma$-free ordering of totally balanced matrices.
3. Nonredundant 1's. This section introduces a new representation method for $\Gamma$-free matrices. We represent the matrix by giving the positions of a subset of the 1 entries. The subset must have the property such that if you know the subset and you know the resulting matrix is $\Gamma$-free, the matrix can be completely reconstructed.

A 1 entry in position $i, j$ of the matrix is called redundant if the replacement of the entry by a 0 would result in a $\Gamma$. For example, in the matrix

| 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 0 |
| 1 | 1 | 1 | 1 |,

the 1's in positions $(2,3),(3,2),(3,3)$ are redundant. As 1 entry that is not redundant is called nonredundant. The term redundant is used because these 1 entries can be deduced from the 1's in the other positions. We propose storing a $\Gamma$-free matrix by storing only the positions of the nonredundant 1 's.

We note that it is possible to find all nonredundant 1's in the matrix in $O(n+m)$ time, where $m$ is the number of 1 entries in the matrix, if we are given the 1 entries in "adjacency list" form. The idea is similar to the algorithm developed by Lubiw [11] for verifying that a matrix is $\Gamma$-free in $O(n+m)$ time.

Theorem 1. There is an algorithm that can identify all nonredundant 1's in a $\Gamma$-free matrix $A$ in $O(n+m)$ time, where $m$ is the number of nonzero entries in $A$.

Proof. For each 1 entry $A[i, j]$, let $j^{\prime}$ be the next 1 in row $i$ that comes after column $j$, and let $i^{\prime}$ be the next 1 in column $j$ that comes after row $i$. We mark the 1 in position $A\left[i^{\prime}, j^{\prime}\right]$ as redundant. It should be clear that any 1 we mark as redundant is redundant.

Suppose some element $A[x, y]$ is redundant. Consider the "smallest" $\Gamma$ that would be formed if $A[x, y]=0$; by smallest, we mean that the area contained within this $\Gamma$ is minimal. Let $A[i, j]$ be the upper left position of this $\Gamma$. Either column $y$ is not the next 1 entry in row $i$, or row $x$ is not the next 1 entry in column $j$, or we would mark $A[x, y]$ redundant. Without loss of generality, assume $j^{\prime} \neq y$ is the next 1 entry after $j$ in row $i$. Then $A\left[x, j^{\prime}\right]=1$, or the rows $i, x$ and columns $j, j^{\prime}$ induce a $\Gamma$. Then rows $i$ and $x$, columns $j^{\prime}$ and $y$ induce a $\Gamma$ if $A[x, y]$ is replaced by 0 , contradicting the assumption that $A[i, j]$ is the upper left position of the smallest $\Gamma$ formed. Therefore, every redundant 1 is marked by this algorithm.

A similar procedure allows us to take the set of nonredundant 1's and reconstruct the entire matrix.

Theorem 2. Given the set of nonredundant 1's in a $\Gamma$-free matrix $A$, we can reconstruct $A$ in $O\left(n^{2}\right)$ time.

Proof. We search the matrix from row 1 to row $n$ and each row from column 1 to column $n$. For each 1 entry (whether this is originally redundant or nonredundant), we find the next 1 in the row and column and add a 1 to avoid a $\Gamma$ if it is not there already.

Let $A[x, y]$ be the first matrix entry scanned that should be 1 which is left at 0 by our algorithm. All entries above and to the left are filled in correctly. Consider the smallest $\Gamma$ formed if $A[x, y]=0$; let $u$ and $v$ be the row and column number of the upper left corner of this $\Gamma$.

There cannot be any 1 entries of the matrix between columns $v$ and $y$ in row $u$; otherwise assume that $w<y$ is the next column number after column $v$ that contains a 1 in row $u . A[x, w]=1$, or the rows $u, x$ and columns $v, w$ form a $\Gamma$. Therefore, the rows $n, x$ and columns $w, y$ form a $\Gamma$, contradicting the assumption that the $\Gamma$ under consideration was smallest. For similar reasons, there cannot be any 1 entries between rows $u$ and $x$ in column $v$.

Since we did not change $A[x, y]$ to 1 when we examined position $A[u, v]$, and $A[u, y]$ and $A[x, v]$ are the next 1 entries of the matrix in row $u$ and column $v$, respectively, at least one of the entries $A[u, y]$ or $A[x, v]$ must have been changed from 0 to 1 after position $A[u, v]$ was examined. There are no 1 entries examined between $A[u, v]$ and $A[u, y]$, so $A[u, y]$ will not be changed from 0 to 1 after $A[u, v]$ is examined. For $A[x, v]$ to change from 0 to 1 , there must be an entry examined between rows $u$ and $x$ that has a 1 in column $v$. There are no such entries, since row $x$ has the next 1 entry in column $v$ after row $u$. Therefore, when $A[u, v]$ is examined, the value of $A[x, y]$ is changed to 1 .

We note that it is relatively easy to modify the algorithm presented in Theorem 2 to get an $O(m \log n)$ bound for reconstructing the matrix from the set of nonredundant 1 's, which will be better for sparse matrices.

Therefore, a $\Gamma$-free matrix can be stored by giving the position of all nonredundant 1's. The space used to store the matrix in this fashion is $O(\log n) *$ the number of nonredundant 1's in the matrix. To determine whether this is a good form of storage, we would like to know the maximum number of nonredundant ones in a $\Gamma$-free matrix and the number of $\Gamma$-free matrices. If the size of the representation is at most a constant times the logarithm of the number of $\Gamma$-free matrices, we say the representation is optimal. We show that any $\Gamma$-free matrix has $O(n \log n)$ nonredundant 1's and that the number of $\Gamma$-free matrices is $\Omega\left(2^{\Omega\left(n \log ^{2} n\right)}\right)$, which means that storing the nonredundant 1 's is space optimal.
4. Lower bounds. In this section, we give lower bounds on the number of nonredundant 1's and the number of $\Gamma$-free matrices. We show that there are $\Gamma$ free matrices with $\Omega(n \log n)$ nonredundant 1's and that there are $\Omega\left(2^{\Omega\left(n \log ^{2} n\right)}\right) \Gamma$-free matrices.

This shows, for example, that there is no constant bound on the boxicity of a chordal bipartite graph. Any boxicity $k$ graph can be stored using $O(k \log n)$ bits per vertex by storing the coordinates of the box corresponding to each vertex. Thus, the number of boxicity $k$ graphs is $O\left(2^{O(n k \log n)}\right)$. Similar arguments show that chordal bipartite graphs must have arbitrarily high interval number. More sophisticated arguments can be used to show that graph classes such as circle intersection graphs and visibility graphs contain $O\left(2^{O(n \log n)}\right)$ graphs with $n$ vertices and thus cannot contain all chordal bipartite graphs [2].

We construct a matrix with $\Omega(n \log n)$ nonredundant 1's recursively. Divide a matrix of size $n$ into four quadrants. Place the identity matrix in the upper left quadrant and a matrix with all values $=1$ in the lower right quadrant. Repeat this construction recursively within the other two quadrants.

We first show that this procedure will never produce a $\Gamma$. The $\Gamma$ cannot contain any entry from the bottom right quadrant since these values are all 1 . Therefore, the
$\Gamma$ cannot contain any entry from the upper left quadrant, since the next 1 in the row would be in the upper right, the next 1 in the column would be in the lower left, and the bottom right of such a $\Gamma$ is in the quadrant filled with 1 's. No $\Gamma$ can span both the upper right and bottom left quadrant, unless some other quadrant is involved. Therefore, assuming the submatrices of size $n / 2$ were constructed to be $\Gamma$-free, the matrix of size $n$ is also $\Gamma$-free.

We now show that the matrix constructed above has $\Omega(n \log n)$ nonredundant ones. Clearly, every 1 in the upper left quadrant is nonredundant. Any nonredundant 1 in the upper right and lower left quadrant taken individually is also nonredundant in the entire matrix. Let $N R(n)$ be the number of nonredundant 1's in an $n$ by $n$ matrix constructed as above. We can construct a recurrence relation $N R(n) \geq$ $2 N R(n / 2)+n / 2, N R(1)=1$, which solves to $\Theta(n \log n)$. Therefore, the number of nonredundant 1's in the matrix constructed above is $\Omega(n \log n)$.

We can get a lower bound on the number of $\Gamma$-free matrices by using a slight modification of the construction above. Suppose that we are given two arbitrary $\Gamma$ free matrices $M_{1}, M_{2}$ of size $n / 2$. Place an arbitrary perfect matching in the upper left-hand quadrant of an $n$ by $n$ matrix, place $M_{1}$ and $M_{2}$ in the upper right and lower left quadrants, and fill the bottom right quadrant with 1's. For the same reasons given above, the matrix we construct must be $\Gamma$-free.

Theorem 3. The number of $\Gamma$-free matrices is $\Omega\left(2^{\Omega\left(n \log ^{2} n\right)}\right)$.
Proof. Let $N G(n)$ be the number of $\Gamma$-free $2 n$ by $2 n$ matrices. Since there are $n$ ! perfect matchings in the upper left quadrant, $N G(n) \geq n!* N G(n / 2) * N G(n / 2)$. By expanding this recurrence relation, we get $N G(n) \geq n!*(n / 2!)^{2} *(n / 4!)^{4} *$ $\cdots *(n / n)!^{n}$. We know that $n!>(n / 2)^{n / 2}=2^{(n / 2) \log n / 2}$. Therefore, $N G(n)>$ $2^{(n / 2) \log / 2} * 2^{(n / 2) \log n / 4} * 2^{(n / 2) \log n / 8} * \cdots N G(n)>2^{n / 2(\log n / 2+\log n / 4+\log n / 8+\cdots)}=$ $2^{n / 2((\log n-1)+\log n-2)+\cdots+1))}=2^{(n / 2)(\log n)(\log n-1) / 2}$, which is $\Omega\left(2^{\Omega\left(n \log ^{2} n\right)}\right)$.

We note that when this result is translated back to the number of chordal bipartite or strongly chordal graphs, it is not necessary to worry about different matrices producing isomorphic graphs. Even if we divide the number of $\Gamma$-free matrices by $n!$, (the number of possible graphs with $n$ vertices isomorphic to a graph $G$ ), the result is $\Omega\left(2^{\Omega\left(n \log ^{2} n\right)}\right)$.
5. Upper bounds. In this section, we show that the number of nonredundant 1 's in a $\Gamma$-free matrix is $O(n \log n)$. This shows immediately that the number of $\Gamma$-free matrices (and thus strongly chordal and chordal bipartite graphs) is $O\left(2^{O\left(n \log ^{2} n\right)}\right)$, since any such matrix can be stored by giving the positions of all nonredundant 1 s using $O\left(n \log ^{2} n\right)$ bits.

We will read the matrix from row 1 to row $n$. Create a graph $G$ with vertices corresponding to columns of the matrix. We will read the matrix row by row, updating the graph $G$ as we go. Add an edge from column $i$ to column $j$ if $i<j$, and we see a row in which $i$ and $j$ both have value 1 . Note that if there is an edge from $i$ to $j$, any future row that has a 1 in column $i$ must have a 1 in column $j$ as well, or we would get a $\Gamma$. When we read a new row, we cannot have nonredundant ones in two columns that are already connected by an edge in $G$. We also show that there cannot be a pair of nonredundant 1 's in a row if there is already an edge between these rows in the transitive closure of $G$.

Lemma 4. After any row has been read, the transitive reduction of the transitive closure of $G$ has maximum outdegree 1 .

Proof. We note that $G$ is a directed acyclic graph, since every edge goes from a lower-numbered vertex to a higher-numbered vertex. Thus, the transitive reduction
of $G$ is uniquely defined. Suppose $a$ has two outedges in the transitive reduction to $b$ and $c$, where $b<c$. Since these are edges of the transitive reduction, there must be a row for which $a$ and $b$ have a 1 and a row for which $a$ and $c$ have a 1 . There cannot be a previous row for which $b$ and $c$ share a 1 , or we would have $a \rightarrow b \rightarrow c$ in $G$. There are two possibilities, depending on which shared row comes first. These are shown below; both have $\Gamma$ 's, so they cannot occur if $G$ is $\Gamma$-free.

$$
\begin{array}{llllll}
1 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 & 1 & 0
\end{array} .
$$

LEMMA 5. If there is already an edge from $i$ to $j$ in the transitive closure of $G$, there cannot be nonredundant 1's in both column $i$ and column $j$ of a new row.

Proof. Let $r$ be a row with nonredundant 1's in positions $i$ and $j$, and consider the path $i \rightarrow c_{1} \rightarrow c_{2} \rightarrow \cdots \rightarrow c_{k} \rightarrow j$ in the transitive reduction of the transitive closure of $G$. We claim that row $r$ has redundant 1 's in columns $c_{1}, \ldots, c_{k}, j$. Consider the first of these columns that does not have a redundant 1 ; call this $z_{m}$. Let $z_{m-1}$ be the predecessor of $z_{m}$ in the path from $i$ to $j$ in $G$. Since $z_{m-1}$ and $z_{m}$ share a 1 in some previous row, and $z_{m-1}$ is a 1 in row $r$ (either it is earlier than $z_{m}$ and thus a redundant 1 or it is $i$ and a nonredundant 1 ), $z_{m}$ must be a redundant 1 . Therefore, the 1 in column $j$ is redundant, contradicting our original assumption.

Let $A_{1}$ be the first nonredundant 1 in each row and let $B_{1}$ be the first two nonredundant 1 's in each column that is not in $A_{1}$. Let $A_{i}$ be the first nonredundant 1 for each row that is not in $A_{1} \ldots A_{i-1}$ or $B_{1} \ldots B_{i-1}$ and let $B_{i}$ be the first two nonredundant 1's for each column that are not in $A_{1} \ldots A_{i}$ or $B_{1} \ldots B_{i-1}$. We show that the set $A_{\log n+2}$ is empty. Since each $A_{i}$ and $B_{i}$ contain at most $2 n$ nonredundant 1 's, the number of nonredundant 1's in the matrix is therefore $O(n \log n)$.

We use the following matrix $M$ to give concrete examples of the sets defined here. Certain entries will be marked " $n$," meaning that these are positions of nonredundant ones. Other entries will be marked " $x$," meaning that these are either 0 entries or redundant 1's. Generating an actual example to illustrate the concepts would involve creating a very large matrix, so the matrix below does not correspond to a valid pattern of " $n$ "s and " $x$ "s; specifically, the entries $(3,4),(5,5)$, and $(6,5)$ would be redundant in any actual example containing the other values as nonredundant 1 's.

| $n$ | $x$ | $n$ | $n$ | $x$ | $x$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $x$ | $n$ | $x$ | $x$ | $n$ | $x$ |
| $n$ | $x$ | $x$ | $n$ | $x$ | $n$ |
| $x$ | $n$ | $x$ | $n$ | $x$ | $x$ |
| $x$ | $x$ | $x$ | $n$ | $n$ | $x$ |
| $x$ | $n$ | $x$ | $x$ | $n$ | $x$ |.

In the matrix $M$ above, $A_{1}$ is the set of entries at positions $(1,1),(2,2),(3,1)$, $(4,2),(5,4),(6,2) . B_{1}$ corresponds to $(1,3),(1,4),(3,4),(2,5),(5,5),(3,6)$, and $A_{2}$ contains the entries at positions $(4,4)$ and $(6,5)$.
'Theorem 6. There are $O(n \log n)$ nonredundant 1 's in a $\Gamma$-free matrix.
Proof. Consider a nonredundant 1 that is in $A_{\log n+2}$. Call this nonredundant $1 Y_{\log n+2}$. For each nonredundant 1 in $Y_{i}$, there are 2 nonredundant 1 's that share this column but have lower row number in $B_{i-1}$, and for each of these members of $B_{i-1}$ there is a member of $A_{i-1}$ that has the same row number but an earlier column number. Let $X_{i-1}$ be the two members of $B_{i-1}$ in the same column as each member of
$Y_{i}$ and let $Y_{i-1}$ be the nonredundant 1's from $A_{i-1}$ in the same rows as these members of $X_{i-1}$.

As an example, consider the matrix $M$ described immediately before the statement of this theorem; let $Y_{2}$ be the entry at position $(6,5)$. Then $X_{1}$ corresponds to $(2,5)$ and $(5,5)$, and $Y_{1}$ is the set of entries at positions $(2,2)$ and $(5,4)$.

We show that no members of any $X_{i}$ can share the same row number and no members of $Y_{i}$ can share the same column number. This is certainly true for $i=$ $\log n+2$; consider the largest value of $i$ such that some pair of nonredundant 1 's in $Y_{i}$ share the same column number or some pair of members of $X_{i}$ share the same row number.

For each element of $Y_{i}$ or $X_{i}$, we consider the parent of the element to be the nonredundant 1 from $Y_{i+1}$ that caused the element to be added to $Y_{i}$ or $X_{i}$. Any pair of elements in $Y_{i}$ or $X_{i}$ must have a least common ancestor, since the data structure formed is a tree. If we look at the first pair that share a row or column, the two elements are descendants of the two different elements of $B$ that correspond to children of their least common ancestor. We show that one of these (the 1 value with larger row number) is redundant, contradicting the assumption that it is in $B$.

Each time we add an element to $Y_{i}$, it is because there is a row that has a nonredundant 1 in both this column and the column of its parent. Let $p$ be a parent of $c$. Before the row corresponding to $p$ is read, the graph $G$ already has an edge from the column of $c$ to the column of $p$.

If two elements of $X_{i}$ share a common row, let $c_{1}$ be the column number of the earlier column that has a 1 in the shared row. If two elements of $Y_{i}$ share a common column, let $c_{1}$ be the column number that is shared by two different members of $Y_{i}$. Let $c_{l}$ be the column number of the least common ancestor of the pair that shares a row or column. Tracing back from the parents of each nonredundant 1 in this column to the least common ancestor, we know that $G$ has edges from $c_{1}$ to $d_{1}$ to $d_{2}$ to ... to $d_{j}$ to $c_{l}$, where the $d$ values are the column number of the parent, grandparent, and so forth of one of the nonredundant 1 's that shares a common row/column and also edges from $c_{1}$ to $e_{1}$ to $e_{2}$ to $\ldots$ to $e_{j}$ to $c_{l}$, where the $e$ values are the column numbers of the parent, grandparent, and so on, of the other nonredundant 1 . Without loss of generality, assume that the row sharing $e_{j}$ and $c_{l}$ comes after the row sharing $d_{j}$ and $c_{l}$.

Let us look at the transitive reduction of the transitive closure of $G$ immediately before we read the row that shares nonredundant 1's in columns $e_{j}$ and $c_{l}$. Since the outdegree in the transitive reduction of $G$ is 1 and we already have a path from $c_{1}$ to $e_{j}$ and a path from $c_{1}$ to $c_{l}$, there is a path in $G$ from $e_{j}$ to $c_{l}$. This implies that there cannot be nonredundant 1 's in both position $e_{j}$ and $c_{l}$ of this row, contradicting our assumption.

Since each nonredundant 1 in $Y_{j}$ generates two nonredundant 1's in $Y_{j+1}$ and no members of any $Y_{i}$ can share the same column number, $A_{\log n+2}$ must be empty (each member would generate $2^{\log n+1}$ members of $Y_{\log n+1}$, none of which can share a column). Therefore, the number of nonredundant 1 's is $O(n \log n)$.
6. Open problems. This paper gives asymptotic estimates of the number of $\Gamma$ free matrices and thus gives estimates on the number of strongly chordal and chordal bipartite graphs. We present a natural storage scheme for $\Gamma$-free matrices that is asymptotically space optimal.

There are other desirable aspects of a representation scheme for graphs besides space optimality. The issues we discuss here are closely related to local structure [12]
or implicit representation of graph classes [9], when generalized to graph classes with more than $2^{O(n \log n)}$ graphs on $n$ vertices.

There are a number of drawbacks to the new storage scheme. Let us contrast this scheme with an interval representation for an interval graph. In an interval graph, we can store for each vertex the positions of the two endpoints in an interval representation, and this is asymptotically space optimal. In the case of interval graphs, we also have the property that the minimum possible amount of information is stored at each vertex, and we can test whether there is an edge between two vertices in constant time using only the information stored at that vertex.

We would like to achieve similar results for graph classes that are defined by $\Gamma$-free matrices. First, is there a storage method using $O\left(n \log ^{2} n\right)$ space that allows us to determine whether two vertices are adjacent efficiently? Second, can we make this representation local, in the sense that the adjacency of two vertices can be tested using only $O\left(\log ^{2} n\right)$ information that is stored at each of the two vertices? Chordal bipartite graphs form a hereditary class of graphs; there is an open question [9] as to whether every hereditary graph class with $2^{O(n \log n)}$ graphs on $n$ vertices has a space optimal representation that allows this form of adjacency testing. As far as the author knows, the more general question of whether every hereditary class of graphs with $2^{n f(n)}$ members has a representation with $O(f(n))$ bits per vertex that allows local adjacency testing is also open.
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# SLICEABLE FLOORPLANNING BY GRAPH DUALIZATION * 
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#### Abstract

Previous algorithms on rectangular dual graph floorplanning generate general floorplans which include the class of nonsliceable floorplans. We examine the framework of generating sliceable floorplans using the rectangular dual graph approach and present an algorithm that generates a sliceable floorplan if the input graph satisfies certain sufficient conditions. For general input, the algorithm is still able to generate sliceable floorplans by introducing pseudomodules where the areas occupied by the pseudomodules are used for wiring. For an $n$-vertex adjacency graph, the algorithm generates a sliceable floorplan in $O(n \log n+h n)$ time where $h$ is the height of the sliceable floorplan tree.
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1. Introduction. The rectangular dual graph approach to very large scale integration (VLSI) floorplanning, introduced in [1], is based on the idea of preserving the planar adjacency of input modules. The adjacency requirements of a floorplan are specified by an adjacency graph. Each vertex represents a rectangular partition (module) of the chip and each edge represents an adjacency requirement between two modules. A floorplan and its adjacency graph exhibit a certain duality relation. To ensure the existence of a floorplan, the adjacency graph must be restricted to a special class of planar triangulated graphs. We call it a rectangular admissible graph. The characterization of the graph was introduced by Kozminski and Kinnen [1], [2]. They also introduced algorithms to generate floorplans based on this dual graph approach. Bhasker and Sahni [4] improved the time complexity by providing an algorithm which finds a floorplan in linear time if one exists. Sun and Sarrafzadeh [5] and Yeap and Sarrafzadeh [6] generalized the approach to incorporate modules with shapes more complicated than rectangles.

Previous approaches yielded general floorplans which include the class of nonsliceable floorplans. We focus our interest on generating the class of sliceable floorplans. A sliceable floorplan has several attractive features. Since it is inherently a tree structure (as opposed to a graph structure), it facilitates later phases of layout processing [9]. For example, a version of the floorplan sizing algorithm has been shown to be NP-complete for general floorplans but is optimally solvable for sliceable floorplans [10].

For some classes of rectangular admissible graphs, only nonsliceable floorplans exist. For example, the graph in Fig. 1 has a rectangular floorplan as shown. By inspection, one can verify that no sliceable floorplans exist for the graph. The exact characterization of this class of graphs is still unknown. Finding a sliceable floorplan for a rectangular admissible graph, if one exists, is an open problem. One major condition on the rectangular admissible graph is that it contains no complex cycle

[^29]

Fig. 1. A nonsliceable rectangular admissible graph.


Fig. 2. A floorplan $F(G)$, extended dual $\operatorname{EPTG}(G)$, and dual $G$.
of length 3 . We will prove that with the additional constraint that the input graph contains no complex cycle of length 4 , sliceable floorplans always exist.

When an adjacency graph does not admit a sliceable floorplan, one could introduce pseudovertices to the input graph. We add a pseudovertex on an edge when adjacency cannot be satisfied. Pseudovertices represent rectangular areas created purely to satisfy the adjacency requirements. The areas consist of only routing wires and contain no devices. The areas consumed by the pseudovertices depend on the density of the wires carried by the edges. If the wiring density of an edge is zero, adding pseudovertices will not waste any chip space. Zero edge density occurs when the original adjacency of modules is not a fully triangulated graph. In our algorithm, heuristic measures can be imposed to minimize the areas consumed by pseudovertices.

Section 2 of this paper defines the formal terminologies. Section 3 discusses a formal framework for sliceable rectangular floorplans. The sliceability requirements on the primal floorplan are translated to the dual graph, and the corresponding properties in the dual are examined. Section 4 presents an algorithm for generating sliceable floorplans based on the dual graph approach. Section 5 presents some application aspects of the floorplanning algorithm.
2. Preliminaries. A rectangular floorplan (RFP) $F$ is a plane graph where
(a) each edge is either a vertical or a horizontal line segment,
(b) each face is a rectangle,
(c) each vertex has degree 3 ,
(d) the boundary of $F$ is a rectangle.

The restriction of a floorplan to degree 3 vertices does not lose generality. A floorplan with degree 4 vertices can be transformed into one with only degree 3 vertices by a minor modification [1]. We assume that $F$ is bounded by four infinite faces $r, u, l, b$ as shown in Fig. 2. Given $F$, the extended dual $\operatorname{EPTG}(G)$ of $F$ can be constructed as


Fig. 3. A sliceable floorplan (left) and a nonsliceable floorplan (right).
follows:
(a) Each face of $F$ corresponds to a vertex of $G$.
(b) There is an edge between two vertices of $G$ if the two corresponding faces in $F$ are adjacent.
If the vertices $r(G), u(G), l(G), b(G)$ and their incident edges are deleted from $\operatorname{EPTG}(G)$, the resulting graph $G$ is called the dual of $F$. The rectangular dual approach to floorplanning consists of obtaining a floorplan $F$ from a given dual graph $G$.

Two different $F$ 's may have an identical dual $G$. A vertex in $G$ which is adjacent to more than one vertex of $\{r(G), u(G), l(G), b(G)\}$ is called a corner vertex. The four corner vertices in $G$ correspond to the four corner faces of $F$. The corner vertices in $G$ need not be distinct if the corner faces of $F$ are not distinct. An $F$ with dual $G$ is denoted by $F(G)$. If $G$ is the dual of some floorplan $F$, we say that $G$ admits a floorplan $F$.

Given $G$, unless otherwise stated we assume that the four corner vertices of $G$ have been fixed, thus $\operatorname{EPTG}(G)$ is known. We denote the corner vertices as $\mathrm{NW}(G), \mathrm{NE}(G), \mathrm{SE}(G)$, and $\mathrm{SW}(G)$ (northwest, northeast, southeast, and southwest). The selection of corner vertices is not a trivial process. If the corners are not selected carefully, the extended dual $\operatorname{EPTG}(G)$ may not be rectangular admissible. Basically, the corners should be selected so that the addition of vertices $r(G), u(G), l(G), b(G)$ does not result in complex triangles (to be defined). The external edges (edges incident to the infinite face) of $G$ are divided into four mutually disjoint subsets (possibly empty), denoted by $\operatorname{TOP}_{\mathrm{e}}(G), \operatorname{LEFT}_{\mathrm{e}}(G), \operatorname{BOTTOM}_{\mathrm{e}}(G)$, and $\operatorname{RIGHT}_{\mathrm{e}}(G)$. The corresponding vertices (incident to the infinite face) are denoted by $\operatorname{TOP}_{\mathrm{v}}(G), \operatorname{LEFT}_{\mathrm{v}}(G)$, $\operatorname{BOTTOM}_{\mathrm{v}}(G)$, and $\operatorname{RIGHT}_{\mathrm{v}}(G)$. If $G$ is a dual of $F$, all internal faces of $E P T G(G)$ are triangles because vertices of $F$ have degree 3. This is also true for $G$ since it is a subgraph of $\operatorname{EPTG}(G)$. For example, in Fig. 2,

$$
\begin{aligned}
& \mathrm{NW}(G)=1, \mathrm{NE}(G)=2, \mathrm{SE}(G)=5, \mathrm{SW}(G)=3 \\
& \operatorname{TOP}_{\mathrm{e}}(G)=\{(1,2)\}, \operatorname{LEFT}_{\mathrm{e}}(G)=\{(1,3)\} \\
& \operatorname{BOTTOM}_{\mathrm{e}}(G)=\{(3,4),(4,5)\}, \operatorname{RIGHT}_{\mathrm{e}}(G)=\{(2,5)\}, \\
& \operatorname{TOP}_{\mathrm{v}}(G)=\{1,2\}, \operatorname{LEFT}_{\mathrm{v}}(G)=\{1,3\} \\
& \operatorname{BOTTOM}_{\mathrm{v}}(G)=\{3,4,5\}, \operatorname{RIGHT}_{\mathrm{v}}(G)=\{2,5\}
\end{aligned}
$$

An RFP $F$ is called sliceable if it is a rectangle or can be decomposed into two nonempty RFPs, $F_{1}, F_{2}$ by a vertical or horizontal line such that $F_{1}$ and $F_{2}$ are both sliceable. Examples of sliceable and nonsliceable floorplans are shown in Fig. 3. A sliceable RFP can be represented by a tree.

A path is an ordered set of adjacent vertices. A path can also be equivalently denoted by the set of edges in the path. If the two end vertices of a path are identical, it is called a cycle. A complex cycle (of length $n$ ) is a cycle $C_{n}$ of $n$ edges (of a plane graph) where there is at least one vertex in the finite region bounded by $C_{n}$. A
complex cycle with vertices $\left\{v_{1}, \ldots, v_{n}\right\}$ is denoted by $C_{n}\left(v_{1}, \ldots, v_{n}\right)$. In particular, we are interested in $C_{3}$ and $C_{4}$.

A chord free path (CFP) in $G$ is a path $P=\left(v_{1}, \ldots, v_{n}\right)$, where for all $i \neq j$,
(a) $v_{i} \neq v_{j}$, and
(b) if $\left(v_{i}, v_{j}\right) \in G$ then $|i-j|=1$.

If a path $Q=\left(q_{1}, \ldots, q_{n}\right)$ is not a CFP in $G$, then either $q_{i}=q_{j}$ for some $i \neq j$ or there exist some edges $\left(q_{i}, q_{j}\right) \in G$, where $|i-j| \geq 2$. In the latter case, the edges $\left(q_{i}, q_{j}\right)$ are called chords of path $Q$.

A vertical slice is an ordered set of edges $E_{s}=\left(e_{1}, \ldots, e_{n}\right)$ in $G$, where
(a) $e_{1} \in \operatorname{TOP}_{\mathrm{e}}(G), e_{n} \in \operatorname{BOTTOM}_{\mathrm{e}}(G)$,
(b) for $1<i<n, e_{i} \notin \operatorname{TOP}_{\mathrm{e}}(G) \cup \operatorname{BOTTOM}_{\mathrm{e}}(G) \cup \operatorname{LEFT}_{\mathrm{e}}(G) \cup \operatorname{RIGHT}_{\mathrm{e}}(G)$;
(c) $G$ is decomposed into exactly two nonempty components $G_{l}$ (left subgraph) and $G_{r}$ (right subgraph) when $E_{s}$ is removed;
(d) for any $e \in E_{s}$, adding $e$ causes $G_{l}$ and $G_{r}$ to be connected.

A horizontal slice is defined similarly where $e_{1} \in \operatorname{LEFT}_{\mathrm{e}}(G)$ and $e_{n} \in \operatorname{RIGHT}_{\mathrm{e}}(G)$, and $G$ is decomposed into $G_{u}$ (upper subgraph) and $G_{b}$ (lower subgraph). A slice is either a vertical or horizontal slice. Let $e_{1}=\left(v_{1}, w_{1}\right) \in \operatorname{TOP}_{\mathrm{e}}(G)$ and $e_{n}=\left(v_{n}, w_{n}\right) \in$ $\operatorname{BOTTOM}_{\mathrm{e}}(G)$ be edges of a vertical slice with $v_{1}, v_{n} \in G_{l}$ and $w_{1}, w_{n} \in G_{r}$. When $G$ is decomposed into $G_{l}$ and $G_{r}$ by the vertical slice, the four corner vertices of $G_{l}$ and $G_{r}$ are well defined:

$$
\begin{aligned}
& \operatorname{NW}\left(G_{l}\right)=\operatorname{NW}(G), \quad \operatorname{NE}\left(G_{l}\right)=v_{1}, \quad \operatorname{SE}\left(G_{l}\right)=v_{n}, \quad \operatorname{SW}\left(G_{l}\right)=\operatorname{SW}(G) \\
& \operatorname{NW}\left(G_{r}\right)=w_{1}, \quad \operatorname{NE}\left(G_{r}\right)=\operatorname{NE}(G), \quad \operatorname{SE}\left(G_{r}\right)=\operatorname{SE}(G), \quad \operatorname{SW}\left(G_{r}\right)=w_{n}
\end{aligned}
$$

$\operatorname{EPTG}\left(G_{l}\right)$ can be constructed by adding $r\left(G_{l}\right)$ and edges $\left\{\left(r\left(G_{l}\right), v_{1}\right), \ldots,\left(r\left(G_{l}\right)\right.\right.$, $\left.\left.v_{n}\right)\right\} . \operatorname{EPT} G\left(G_{r}\right)$ can be constructed similarly by adding $l\left(G_{r}\right)$. Note that we may have $v_{1}=v_{n}$ and/or $w_{1}=w_{n}$. Figure 4 shows an example of decomposition by a vertical slice.

A vertical slice $E_{s}$ on $\operatorname{EPTG}(G)$ defines a left boundary path $P_{l}\left(E_{s}\right)=\left(u(G), v_{1}\right.$, $\left.\ldots, v_{n}, b(G)\right), v_{i} \in \operatorname{RIGHT}_{\mathrm{v}}\left(G_{l}\right)$, and a right boundary path $P_{r}\left(E_{s}\right)=\left(u(G), w_{1}\right.$, $\left.\ldots, w_{m}, b(G)\right), w_{i} \in \operatorname{LEFT}_{\mathrm{v}}\left(G_{r}\right)$ (see Fig. 4). Note that $\left(v_{1}, \ldots, v_{n}\right) \cap\left(w_{1}, \ldots, w_{m}\right)=$ $\phi$ and $\left(v_{1}, \ldots, v_{n}\right) \cup\left(w_{1}, \ldots, w_{m}\right)$ is the set of vertices of $E_{s}$. Boundary paths of a horizontal slice are defined similarly. When a vertical slice is specified, the left and right boundary paths are well defined; conversely, when the left or right boundary paths are specified, vertical slice can be defined. Given a right boundary path $P=\left(v_{1}, \ldots, v_{n}\right)$, where $v_{1} \in \operatorname{TOP}_{\mathrm{v}}(G)$ and $v_{n} \in \operatorname{BOTTOM}_{\mathrm{v}}(G)$, we can construct a slice $E_{s}$ by taking all edges incident to vertices of $P$ and on the left (but excluding edges) of $P$. If such $E_{s}$ satisfies the condition of a slice, we call $E_{s}$ the left-induced slice of path $P$. Similarly, we can define the right-induced slice of $P$. If an $E_{s}$ so constructed is not a slice, the left- (right-) induced slice of $P$ is undefined.

A vertical slice in $F($ not in $G)$ is a set of edges $S=\left(e_{1}, \ldots, e_{n}\right)$ of a nonboundary path in $F$, where
(a) all $e_{i}$ 's are on a common vertical cut-line;
(b) $e_{1}$ is incident to the top boundary of $F(G)$; and
(c) $e_{n}$ is incident to the bottom boundary of $F(G)$.

Horizontal slice and slice on $F$ are defined similarly. In a sliceable RFP, at least one slice exists.
3. Properties of sliceable floorplans and their duals. Many properties of a floorplan are reflected on its corresponding dual and vice versa. Some of the properties have been investigated in earlier literature [1]-[6]. Lemma 1 below was proved in [1].


Fig. 4. Decomposition by a vertical slice. $E_{s}=\{(1,4),(2,4),(2,5),(2,6),(3,6),(3,7)\}, P_{l}\left(E_{s}\right)$ $=(u(G), 1,2,3, b(G)), P_{r}\left(E_{s}\right)=(u(G), 4,5,6,7, b(G))$.

Lemma 1. Let $G$ be a planar triangulated graph with corner vertices fixed. $G$ admits an RFP if and only if $\operatorname{EPTG}(G)$ contains no $C_{3}$ (complex cycle of length 3 ).

Lemma 2. Let $G$ be a planar triangulated graph which admits an RFP. Let $E_{s}$ be a vertical slice on $G$, and $G_{l}, G_{r}$ be two subgraphs decomposed by $E_{s}$. If both boundary paths $P_{l}\left(E_{s}\right), P_{r}\left(E_{s}\right)$ are CFPs, then both $G_{l}$ and $G_{r}$ admit RFPs.

Proof. Let $P_{l}\left(E_{s}\right)=\left(p_{1}, \ldots, p_{n}\right)$. Since $G$ admits an RFP, by Lemma $1 E P T G(G)$ contains no $C_{3}$. Consider the $\operatorname{EPTG}\left(G_{l}\right)$. Suppose for the sake of contradiction that $G_{l}$ does not admit an RFP. By Lemma 1, there is a $C_{3}(a, b, c)$ in $\operatorname{EPTG}\left(G_{l}\right)$. Since $\operatorname{EPTG}(G)$ contains no $C_{3}$, at least one of the edges of $C_{3}(a, b, c)$ is not in $\operatorname{EPTG}(G)$. The only edges that exist in $\operatorname{EPT} G\left(G_{l}\right)$ but not in $\operatorname{EPTG}(G)$ are incident to $r\left(G_{l}\right)$ (refer to Fig. 4). Since $P_{l}\left(E_{s}\right)$ is a CFP, any edge incident to $r\left(G_{l}\right)$ cannot form a $C_{3}$. Thus, $\operatorname{EPTG}\left(G_{l}\right)$ contains no $C_{3}$, a contradiction. By Lemma 1, $\operatorname{EPTG}\left(C_{l}\right)$ admits an RFP. Similarly, $\operatorname{EPT} G\left(G_{r}\right)$ also admits an RFP. A similar lemma applies to horizontal slices.

A slice $E_{s}$ that satisfies the conditions that both boundary paths $P_{1}\left(E_{s}\right)$ and $P_{2}\left(E_{s}\right)$ are CFPs is called a proper slice. When a left floorplan $F_{l}$ and a right floorplan $F_{r}$ are placed side by side to form a floorplan, we denote it as $F_{l}\left|E_{s}\right| F_{r}$, where $E_{s}$ is the corresponding slice of the floorplan.

Lemma 3. Let $E_{s}$ be a proper vertical slice on $G$ which admits an RFP. Let $G_{l}$ and $G_{r}$ be the left and right subgraphs decomposed by $E_{s} . F\left(G_{l}\right)\left|E_{s}\right| F\left(G_{r}\right)$ has dual $G$.

Proof. The dual of $F\left(G_{l}\right)\left|E_{s}\right| F\left(G_{r}\right)$ can be constructed by embedding $G_{l}$ on the left and $G_{r}$ on the right with $E_{s}$ connecting them. The resulting graph is exactly $G$. $\quad \square$

Lemma 4. Let $F(G)$ be a sliceable RFP. Let $S=\left(e_{1}, \ldots, e_{n}\right)$ be a slice of $F(G)$. The corresponding set of dual edges $E_{s}=\left(e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right)$ in $G$ is a proper slice.

Proof. Since $S$ consists of only vertical (horizontal) line segments, it is a union of


Fig. 5. Slicing $G$ for special cases. (a) nondistinct corner vertex $v$. (b) $G$ contains a cut vertex $v_{c}$.
two floorplans $F_{l}$ and $F_{r}$ with $S$ as the common boundary. Let $G_{l}$ and $G_{r}$ be the dual of $F_{l}$ and $F_{r}$. By Lemma $1, \operatorname{EPTG}\left(G_{l}\right)$ and $\operatorname{EPT} G\left(G_{r}\right)$ contain no $C_{3}$. Therefore, there are no chords on the left and right boundary paths of $E_{s}$.

Theorem 1. Let $G$ be a planar triangulated graph which admits an RFP. If $G$ contains no $C_{4}$ (complex cycle of length 4), then it admits a sliceable RFP.

Proof. We prove the theorem by showing that, given an arbitrary planar triangulated graph $G$, where $\operatorname{EPTG}(G)$ contains no $C_{3}$ and $G$ contains no $C_{4}$, there exists at least one proper slice $E_{s}$.

If $G$ contains only one vertex, the proof is trivial. Since $\operatorname{EPTG}(G)$ is given, the corner vertices are fixed. If there is a vertex $v \in G$ which occupies exactly two corners (no vertex can occupy exactly 3 corners), simply let $E_{s}$ be the set of edges incident to $v$. Since $G$ contains no $C_{3}, E_{s}$ is a proper slice. If $G$ contains a cut vertex $v_{c}$, let $E_{s}$ be the set of edges incident to the left (or right) of $v_{c}$. The graphs in these cases are shown in Fig. 5. Thick lines show proper slices $E_{s}$.

We are only left with the cases where the four corners of $G$ are distinct and $G$ contains no cut vertices. We label the vertices of $\operatorname{EPTG}(G)$ using the following procedure:
(a) Delete $u(G), l(G), b(G)$ and their incident edges.
(b) Perform a breath first search (BFS) traversal on the remaining graph with $r(G)$ as the root. Label a vertex $v$ at level $i$ in a BFS tree with a superscript $i$, i.e., $v^{i}$.

We "redraw" the graph such that vertices on the same BFS level are aligned vertically. Figure 6 shows such a BFS drawing. Solid lines indicate edges that must exist in $\operatorname{EPTG}(G)$. Dashed lines indicate that there may be zero or more edges/vertices. For the purpose of discussion, $u(G)$ and $b(G)$ are special vertices which can be at levels 1 and 2 . In fact, we need not redraw the whole graph because we are only interested in the vertices and edges up to level 2 . We will show that we can construct a proper vertical slice by considering the BFS drawing of the $\operatorname{EPTG}(G)$.

Let $E(i, j)$ be the set of edges between levels $i$ and $j$ and let the vertices at level $i$ be labeled $v_{1}^{i}, \ldots, v_{n_{i}}^{i}$ from the top (see Fig. 6). Consider the vertical slice

$$
\begin{equation*}
S_{0}=E(1,2)-\{(u(G), x) \mid x \in V\}-\{(b(G), y) \mid y \in V\} \tag{1}
\end{equation*}
$$



Fig. 6. BFS drawing of an extended graph $\operatorname{EPTG}(G)$.
and its corresponding boundary paths

$$
\begin{aligned}
P_{r}\left(S_{0}\right) & =\left(v_{0}^{1}=u(G), v_{1}^{1}, \ldots, v_{n_{1}}^{1}, v_{n_{1}+1}^{1}=b(G)\right), \\
P_{l}\left(S_{0}\right) & =\left(v_{0}^{2}=u(G), v_{1}^{2}, \ldots, v_{n_{2}}^{2}, v_{n_{2}+1}^{2}=b(G)\right) .
\end{aligned}
$$

Since the corner vertices are distinct, $n_{1}, n_{2} \geq 2$. An example of $\operatorname{EPTG}(G)$ and $S_{0}$ is given in Appendix I.

If $S_{0}$ is a proper slice, we are done. If $S_{0}$ is not a proper slice, the right boundary path $P_{r}\left(S_{0}\right)$ is still a CFP because any edge $e=\left(v_{i}^{1}, v_{j}^{1}\right) \in E(1,1)$ is not a chord of $P_{r}\left(S_{0}\right)$; otherwise there exists a complex triangle $C_{3}\left(v_{i}^{1}, v_{j}^{1}, r(G)\right)$. Thus the chords must be in $P_{l}\left(S_{0}\right)$. Because of the way $S_{0}$ is selected, the chords must appear on the left of $P_{l}\left(S_{0}\right)$.

A chord $\left(v_{i}^{2}, v_{j}^{2}\right), i<j$, where there are no other chords $\left(v_{k}^{2}, v_{l}^{2}\right)$, where $k \leq i<$ $j \leq l$, is called a maximal chord. Let $E_{c}=\left\{e_{1}, \ldots, e_{c}\right\}$ be the set of maximal chords of $P_{l}\left(S_{0}\right)$. For any chord $\left(v_{i}^{2}, v_{j}^{2}\right) \in E_{c}$, there is no chord ( $v_{k}^{2}, v_{l}^{2}$ ), where $k \in[i+1, j-1]$ and $l \notin[i, j]$ (i.e., chords are pairwise "noncrossing"). This observation allows us to perform local modifications in the neighborhood of a maximal chord $\left(v_{i}^{2}, v_{j}^{2}\right)$ to construct a proper slice.

The neighborhood of a maximal chord $e_{p}=\left(v_{i}^{2}, v_{j}^{2}\right) \in E_{c}, i<j$ can be depicted by the general configuration in Fig. 7(a). $v_{m}$ is the vertex to the right of $e_{p}$ which contributes to the triangular face $\left(v_{i}^{2}, v_{j}^{2}, v_{m}\right)$. $v_{m}$ must be located at level 2 or above. Figures 7(b) and (c) show some special cases of the general configuration when $v_{m}$ is at level 2. Again, dashed lines indicate zero or more edges/vertices.

For each maximal chord $e_{p}=\left(v_{i}^{2}, v_{j}^{2}\right) \in E_{c}, i<j$, let
$E_{t z}(a, b, c, d) \subseteq E(1,2)$ be the set of edges bounded by the trapezoid region $\left(v_{a}^{2}, v_{b}^{2}, v_{c}^{1}, v_{d}^{1}\right)$, including the edges $\left(v_{a}^{2}, v_{d}^{1}\right),\left(v_{b}^{2}, v_{c}^{1}\right)$;
$E_{p}(i) \subset E(2,2)$ be the set of edges from (including) $\left(v_{i}^{2}, v_{i+1}^{2}\right)$ to $e_{p}=\left(v_{i}^{2}, v_{j}^{2}\right)$ (not including) if we scan the edges incident to vertex $v_{i}^{2}$ clockwise; if $i=0$, i.e., edge $e_{p}$ is incident to $u(G), E_{p}(i=0)=\phi$;
$E_{p}(j) \subset E(2,2)$ be the set of edges from (not including) $e_{p}=\left(v_{j}^{2}, v_{i}^{2}\right)$ to $\left(v_{j}^{2}, v_{j-1}^{2}\right)$ (including) if we scan the edges incident to vertex $v_{j}^{2}$ clockwise; if $j=n_{2}+1$, i.e., edge $e_{p}$ is incident to $b(G), E_{p}\left(j=n_{2}+1\right)=\phi$.

The regions of the edge sets $E_{t z}(i, j, l, k), E_{p}(i), E_{p}(j)$ of a maximal chord $e_{p}=$ $\left(v_{i}^{2}, v_{j}^{2}\right)$ are depicted by the shaded regions in Fig. 8.

For each maximal chord $e_{p}=\left(v_{i}^{2}, v_{j}^{2}\right) \in E_{c}, p=1,2, \ldots, c$, we identify the two vertices $v_{k}^{1}$ and $v_{l}^{1}$ at level 1 (see Fig. 7) and obtain a new set $S_{p}$ by

$$
S_{p}=S_{p-1}-E_{t z}(i+1, j-1, l, k)+E_{p}(i)+E_{p}(j), \quad p=1,2, \ldots, c,
$$



Fig. 7. Configurations of a maximal chord: (a) general configuration; (b) configuration $v_{m}=v_{j-1}^{2}$; (c) configuration when $v_{i+1}^{2}=v_{m}=v_{j-1}^{2}$.


Fig. 8. The regions of the sets $E_{t z}(i, j, l, k), E_{p}(i)$ and $E_{p}(j)$ of a maximal chord $e_{p}$.
where $S_{0}$ is defined by equation (1). The above operation is called bypassing a maximal chord corresponding to $e_{p}$. An example of bypassing operation is shown in Fig. 9. The original slice (in thick lines) is shown on the left and the bypassed slice is shown on the right with maximal chord $e_{p}=(5,8)$. After the bypassing operation is performed


FIG. 9. Bypassing a maximal chord $c_{p}$ : original slice (left) and bypassed slice (right).
on all maximal chords of $E_{c}$, we claim that the set $E_{s}=S_{c}$ is a proper slice $\left(c=\left|E_{c}\right|\right)$. This implies that there exists at least one proper slice in $G$. Since the subgraphs $G_{l}$ and $G_{r}$ also contain no $C_{3}$ or $C_{4}$, the theorem applies recursively and a sliceable RFP exits.

To prove the claim, we observe that because of the bypassing operation for constructing $E_{s}$, the left boundary path $P_{l}\left(E_{s}\right)$ of $\operatorname{EPTG}(G)$ is a CFP. It remains to show that $P_{r}\left(E_{s}\right)$ is also a CFP. There are two types of vertices in $P_{r}\left(E_{s}\right)$. Type 1 vertices are vertices at level 1 which are also found in the original $P_{r}\left(S_{0}\right)$ before bypassing. The other vertices are called type 2 vertices. They are added when a chord is bypassed, and by definition all type 2 vertices are not located at level 1 (see Fig. 8). If a type 2 vertex is added when a maximal chord $e_{p}=\left(v_{i}^{2}, v_{j}^{2}\right)$ is bypassed, we call it a type $2 . p$ vertex. Each type $2 . p$ vertex is adjacent to either $v_{i}^{2}$ or $v_{j}^{2}$. Suppose for the sake of contradiction that $P_{r}\left(E_{s}\right)$ contains a chord $(x, y)$. The chord must be located on the right of $P_{r}\left(E_{s}\right)$. Consider the following cases.

Case 1 ( $x, y$ are both type 1 vertices). Since $x$ and $y$ are level 1 vertices, $x, y \in$ $P_{r}\left(S_{0}\right)$. However, $(x, y)$ cannot be a chord of $P_{r}\left(S_{0}\right)$ since $P_{r}\left(S_{0}\right)$ is a CFP. Therefore, $(x, y)$ must be an edge of $P_{r}\left(S_{0}\right)$. It became a chord when we bypassed $e_{p}=\left(v_{i}^{2}, v_{j}^{2}\right)$ for some $p$. Referring to Fig. 7, we can see that this condition implies the existence of $C_{4}\left(x, y, v_{i}^{2}, v_{j}^{2}\right)$.

Case 2 ( $x, y$ are both type 2 vertices). From the construction of $E_{s}$, both vertices must belong to identical subtype 2.p. Suppose both vertices $x, y$ are adjacent to $v_{i}^{2}$. This implies the existence of $C_{3}\left(x, y, v_{i}^{2}\right)$ (the chord $(x, y)$ is on the right of $\left.P_{r}\left(E_{s}\right)\right)$. The same argument applies if both vertices are adjacent to $v_{j}^{2}$. If $x$ is adjacent to $v_{i}^{2}$ and $y$ is adjacent to $v_{j}^{2}$, it implies the existence of $C_{4}\left(x, y, v_{j}^{2}, v_{i}^{2}\right)$.

Case 3 ( $x$ is type 1 and $y$ is type 2.p). Without loss of generality, let $v_{i}^{2}$ be the vertex adjacent to $y$. From Fig. 7, a chord ( $x, y$ ) exists only when $x$ is $v_{k}^{1}$ or $v_{l}^{1}$. If $x=v_{k}^{1}$, there exists $C_{3}\left(x=v_{k}^{1}, y, v_{i}^{2}\right)$. If $x=v_{l}^{1}$, there exists $C_{4}\left(x=v_{l}^{1}, y, v_{i}^{2}, v_{j}^{2}\right)$.

All possible cases above lead to contradictions by implying the existence of $C_{3}$ or $C_{4}$. Thus $P_{r}\left(E_{s}\right)$ is a CFP.

An example illustrating an application of Theorem 1 is given in Appendix I. The converse of Theorem 1 is certainly not true, that is, there exist sliceable floorplans whose duals contain some $C_{4}$, for example, a $C_{4}$ with one vertex inside.

To help the development of a slicing algorithm, we observe the following lemma.
Lemma 5. The intersection of a slice $E_{s}$ and any $C_{4}$ is either empty or contains exactly two edges.


Fig. 10. The two cases of slicing a $C_{4}$ : corner-sliced (left) and center-sliced (right).

Proof. The proof of the lemma follows immediately from the definition of $E_{s}$. Let $I$ be the set of edges from the intersection of $E_{s}$ and $C_{4} .|I|$ must be no greater than 4 since $\left|C_{4}\right|=4$. Let $G_{l}$ and $G_{r}$ be the left and right subgraphs sliced by $E_{s}$. Suppose $|I|=1$. Since the vertices of $C_{4}$ are still connected, they must belong to the same connected component. Thus we can add the edge in $I$ without increasing the number of connected components in $G-E_{s}$. This contradicts the fact that $E_{s}$ is a slice. If $|I|=3$ and $G-E_{s}$ contain exactly two components, there must be at least one edge in $I$ that can be added to $G-E_{s}$ without reducing the number of connected components, a contradiction. If $|I|=4$, there are at least three connected components in $G-E_{s}$, i.e., $G_{l}, G_{r}$, and the vertices in the area bounded by the $C_{4}$; this is another contradiction.
4. An algorithm for generating sliceable floorplans. In this section we discuss some issues of slicing a planar triangulated graph (PTG) to generate a sliceable floorplan. The slicing operation is complicated by the presence of $C_{4}$ in a PTG. We first examine the properties of slicing a $C_{4}$. We then present an algorithm that generates a sliceable floorplan from a PTG. If the PTG contains no $C_{4}$, the algorithm always generates a sliceable floorplan. Otherwise, pseudovertices may be added to maintain sliceability in the floorplan. Special considerations are made when slicing a PTG containing $C_{4}$.
4.1. Slicing a $\boldsymbol{C}_{4}$. Consider a $C_{4}(a, b, c, d)$ and a slice $E_{s}$. Let $E_{i}$ be the set of edges in the intersection of $C_{4}(a, b, c, d)$ and $E_{s}$. If $E_{i}$ is not empty, then by Lemma $5, E_{i}$ contains exactly two edges. Without loss of generality, we can classify the two edges of $E_{i}$ as follows:
(a) corner-slice: $E_{i}=\{(a, b),(b, c)\}$;
(b) center-slice: $E_{i}=\{(a, b),(c, d)\}$.

The two cases are shown in Fig. 10. When a $C_{4}$ is corner-sliced, $b \in G_{r}$ (without loss of generality) and $a, c, d \in G_{l}$, where $a, c$ are vertices of the slice $E_{s}$. Consider the vertices of $E_{s}$ which are adjacent to vertex $b$. Let $P_{s}=\left\{a=v_{1}, \ldots, v_{n}=c\right\}$ be the vertices. The existence of a chord $\left(v_{i}, v_{j}\right)$ in $P_{s}$ would imply a complex triangle $C_{3}\left(v_{i}, v_{j}, b\right)$. Thus no chords exist in $P_{s}$. Furthermore, edges $(c, d)$ and $(d, a)$ can never be chords of $P_{l}\left(E_{s}\right)$ because $d \notin P_{l}\left(E_{s}\right)$.

For a center-sliced $C_{4}, a, d \in G_{l}, b, c \in G_{r}$, and $a, b, c, d \in E_{s}$. Since the $C_{4}$ contains some vertices, either $(a, d)$ is a chord of $P_{l}\left(E_{s}\right)$ or $(b, c)$ is a chord of $P_{r}\left(E_{s}\right)$ (or both). Bypassing operation on the chords does not help because the condition holds regardless of the slice $E_{s}$. Thus, when a $C_{4}$ is center-sliced, we have to modify the input graph $G$ to produce a sliceable floorplan.

From the above observations, we conclude that we need to corner-slice as many $C_{4}$ 's as possible to avoid chords on boundary paths of a slice. The number of $C_{4}$ 's in
a PTG may exceed $O(n)$ where $n$ is the number of vertices of the PTG. If we have to identify all $C_{4}$ 's, the time complexity will be dominated by the search for all $C_{4}$ 's. However, we could process $C_{4}$ hierarchically: a complex cycle $C$ may contain other complex cycles in the region bounded by the edges of $C$. We define a maximal $C_{4}$ (denoted by $M C_{4}$ ) to be a $C_{4}$ which is not contained in any other $C_{4}$ of the PTG. The number of $M C_{4}$ 's in a PTG is $O(n)$. By definition, an $M C_{4}$ cannot contain another $M C_{4}$. When a PTG contains no $C_{3}$, two $M C_{4}$ 's do not intersect. We only consider an $M C_{4}$ of a PTG when searching for a proper slice. We try to find a corner-slice for each $M C_{4}$. Due to rotation symmetry, there are four different corner-slicings of an $M C_{4}$.
4.2. Slicing a planar triangulated graph. The proposed algorithm for generating a sliceable floorplan from an $\operatorname{EPTG}(G)$ is a divide-and-conquer algorithm. The fundamental task of the algorithm is to construct a proper slice $E_{s}$ from the $\operatorname{EPTG}(G)$. From now on we will assume that the corners of $\operatorname{EPTG}(G)$ are distinct and $G$ contains no cut vertices. If $G$ has nondistinct corners and/or contains cut vertices, generating a proper slice is trivial (see Fig. 5).

In general, an $E P T G(G)$ may have an exponential number of proper slices, while for others no proper slice may exist. The proof of Theorem 1 provides a method to construct a proper slice of an $\operatorname{EPT} G(G)$. When $G$ contains no $C_{4}$ a proper slice always exists. In the proof, the initial slice $S_{0}$ is chosen to be the edge incident to the vertices on the right boundary of $G$. The choice of such $S_{0}$ ensures that the right boundary path $P_{r}\left(S_{0}\right)$ is a CFP since $\operatorname{EPTG}(G)$ contains no $C_{3}$. We could have chosen any slice $S$ as long as $P_{r}(S)$ is a CFP. Different choices of $S$ will yield different floorplans. Choosing an $S$ where $P_{r}(S)$ is a CFP is not a difficult task. We start with an arbitrary path $P$, where the end vertices of $P$ are vertices $u(G)$ and $b(G)$. If $P$ is a CFP we construct $S$ from the edges incident to $P$ and on the left of $P$ (the left-induced slice of $P$ ). If $P$ is not a CFP we choose a maximal subset $P^{\prime}$ of vertices of $P$ by traversing the chords so that $P^{\prime}$ is a CFP. We then choose the edges on the left of $P^{\prime}$ as $S$.

To search for a vertical CFP $P$, we define a search graph $G_{s}$, which is a directed subgraph of $\operatorname{EPTG}(G)$, using the following procedure:

P1. For each $M C_{4}=C_{4}(a, b, c, d)$ in $G$ :
P1.1. Delete all vertices (and incident edges) contained in $M C_{4}(a, b, c, d)$. Do not delete vertices $a, b, c, d$.
P1.2. Add four directed edges $(a, b),(b, c),(c, d),(d, a)$ where the vertices $a, b, c, d$ are in counterclockwise order. If adding such edges results in two directed edges $(u, v)$ and $(v, u)$, delete both edges.
P1.3. Add two undirected edges $(a, c)$ and $(b, d)$.
P2. Delete all edges incident to $\operatorname{LEFT}_{\mathrm{v}}(G)$.
P3. Delete all edges incident to $r(G)$.
P4. Delete all edges in $\operatorname{TOP}_{\mathrm{e}}(G) \cup \mathrm{BOTTOM}_{\mathrm{e}}(G)$.
P5. Change all undirected edges incident to $u$ into directed edges away from $u$.
P6. Change all undirected edges incident to $b$ into directed edges toward $b$.
P7. Change all undirected edges on $\operatorname{RIGHT}_{e}(G)$ into directed edges pointing downwards.

An example of $\operatorname{EPTG}(G)$ and its search graph $G_{s}$ is shown in Fig. 11. The undirected edges in $G_{s}$ can be traversed in both directions. We search for a directed CFP $P_{s}$ from $u(G)$ to $b(G)$ in $G_{s}$. If a diagonal edge $(a, c)$ in an $M C_{4}(a, b, c, d)$ (in counterclockwise order) is traversed in $G_{s}$, the corresponding path in $G$ should traverse

-

Fig. 11. An $\operatorname{EPTG}(G)$ (left) and its search graph $G_{s}$ (right).


FIg. 12. Modifying initial slice to satisfy the first condition of CFP.
all vertices adjacent to vertex $b$ in $M C_{4}(a, b, c, d)$. For example, if we traverse the edge $(4,6)$ of $G_{s}$ in Fig. 11, we should traverse all vertices adjacent to vertex 5, i.e., $(4,8$, 6) in $G$. From $P_{s}$ in $G_{s}$, we find the corresponding path $P_{r}\left(S_{0}\right)$ in $G$. The left-induced slice $S_{0}$ of $P_{r}\left(S_{0}\right)$ serves as an initial slice. For example, in Fig. 11,

$$
\begin{aligned}
& P_{s}=(u, 4,6,7, b) \in G_{s} \\
& P_{r}\left(S_{0}\right)=(u, 4,8,6,7, b) \in \operatorname{EPTG}(G) \\
& S_{0}=\{(4,10),(4,9),(8,9),(6,9),(7,9),(7,12),(7,13)\}
\end{aligned}
$$

Procedure P1 guarantees that an $M C_{4}$ is corner-sliced and not center-sliced. $\mathbf{P 1 . 2}$ is needed to avoid center-slicing an $M C_{4}$ on the right of path $P_{s} . \mathbf{P 1 . 3}$ allows an $M C_{4}$ to be corner-sliced. P2 is needed since $G_{l}$ must contain all vertices of $\operatorname{LEFT}_{\mathrm{v}}(G)$. (We have assumed that $G$ contains no cut vertices.) P3 eliminates paths through $r(G)$. The rest of the procedure simplifies the analysis: if $P_{r}\left(S_{0}\right)$ traverses $\mathrm{TOP}_{\mathrm{e}}(G)$ or BOTTOM $_{\mathrm{e}}(G)$, then it must contain a chord; $\mathbf{P} 4$ excludes this possibility. Since the end vertices of $P_{r}\left(S_{0}\right)$ are $u(G)$ and $b(G), \mathbf{P 5}$ and $\mathbf{P 6}$ are included. P7 is included since $\operatorname{RIGHT}_{\mathrm{v}}(G)$ must be on $G_{r}$.

In general, there is more than one path in $G_{s}$. Heuristic measures can be employed to choose a good path. The search heuristics should try to corner-slice as many $M C_{4}$ 's as possible. Corner-slicing is equivalent to traversing a diagonal edge of an $M C_{4}$ or traversing exactly one vertex of an $M C_{4}$ when searching for $P_{s}$ in $G_{s}$. If corner-slicing an $M C_{4}$ is not possible, we should try to avoid traversing any vertices of the $M C_{4}$. The unsliced $M C_{4}$ will appear in either $G_{l}$ or $G_{r}$ (exclusively). The $M C_{4}$ will be sliced when its subgraph is decomposed.


FIG. 13. Initial slice (left) and modified initial slice (right).

If no path exists in $G_{s}$, then there is no proper slice. In this case we have to accept an improper slice by center-slicing some $M C_{4}$. Again, we could impose heuristics to select an improper slice. When the presence of a chord is inevitable, we have to fix the chord. This will be discussed later in this section.

When the path $P_{s}$ on $G_{s}$ has been chosen, $P_{r}\left(S_{0}\right)$ in $\operatorname{EPTG}(G)$ is determined. We obtain the left-induced slice $S_{0}$ of $P_{r}\left(S_{0}\right)$. By definition, $P_{r}\left(S_{0}\right)$ is also the right boundary path of the slice $S_{0} . P_{r}\left(S_{0}\right)$ is a CFP since we only accept CFPs when searching for $P_{s}$. There are two cases where the left boundary path $P_{l}\left(S_{0}\right)=\left(v_{1}, \ldots, v_{n}\right)$ fails to be a CFP:
(a) For some $i \neq j, v_{i}=v_{j}$.
(b) There are some chords in $P_{l}\left(S_{0}\right)$.

The two cases are derived from the definition of a CFP. The first case is easy to solve. We construct a path $P_{l}^{\prime}$ by excluding vertices $v_{k}, i<k<j$ from $P_{l}\left(S_{0}\right)$. The process is repeated until we obtain a path $P_{l}^{*}$ where the first condition is not violated. The right-induced slice of $P_{l}^{*}$ must exist and serves as the modified initial slice $S_{0}^{\prime}$. An example of the procedure is shown in Fig. 12. The original slice is shown on the left with $P_{r}\left(S_{0}\right)=(2,3,4)$ and $P_{l}\left(S_{0}\right)=(1,8,7,8,5)$. On the right of the figure, $P_{r}\left(S_{0}\right)=(2,7,4)$ and $P_{l}\left(S_{0}\right)=(1,8,5)$.

We claim that the right boundary path $P_{r}\left(S_{0}^{\prime}\right)$ of modified slice $S_{0}^{\prime}$ is still a CFP. Let $v_{i}=v_{j}, i<j$ in the original slice $S_{0}$. The neighborhood of the graph for the modified slice $S_{0}^{\prime}$ is shown in Fig. 13. Thick edges represent edges in the slices $S_{0}$ and $S_{0}^{\prime}$. Dotted edges may or may not exist. Solid edges and vertices must exist as shown in the configuration. From the figure, we can see that all vertices between vertices $a$ and $b$ in $P_{r}\left(S_{0}^{\prime}\right)$ are adjacent to $v_{i}=v_{j}$. Thus there are no chords $(x, y)$ among the vertices or we would have $C_{3}\left(x, y, v_{i}=v_{j}\right)$. Also, the vertices cannot form any chords with any vertices in the original $P_{r}\left(S_{0}\right)$ due to the subpath of $P_{r}\left(S_{0}\right)$ between vertices $a$ and $b$ (shown on the right with a dotted vertical line).

From the above construction, we can thus assume that the first condition of an initial slice $S_{0}$ is always satisfied. The only conditions that need to be examined are the chords of $P_{l}\left(S_{0}\right)$. If $G$ does not contain any $C_{4}$, we can apply the bypassing operation described in Theorem 1 to obtain a proper slice. In the presence of $C_{4}$, the operation is still successful if the maximal chord is not part of any $C_{4}$.


Fig. 14. Fixing the chords of an improper slice.

When all of the above methods fail and a chord cannot be avoided, the algorithm has to accept an improper slice. When this occurs, each chord will contribute a $C_{3}$ in one of the subgraphs, say $\operatorname{EPTG}\left(G_{r}\right)$. We delete the chord, add a vertex in the middle of the chord and four new edges. The operation is called fixing a chord, as shown in Fig. 14. Fixing a chord eliminates the $C_{3}$ caused by the chord and maintains triangulation of graph $\operatorname{EPT} G\left(G_{r}\right)$. Note that when we fix a chord, a new $C_{4}$ is created (e.g., $C_{4}(1,2,3,4)$ of Fig. 14). However, three vertices of the $C_{4}$ fall in the boundary of $G$. This ensures that the $C_{4}$ will be corner-sliced in the future. $C_{3}$ 's of $\operatorname{EPTG}\left(G_{l}\right)$ are handled similarly.

A summary of the algorithm is described as follows.

## Algorithm SLICE (EPTG(G))

INPUT: An extended dual $E P T G(G)$.
OUTPUT: A planar triangulated graph $G^{\prime}$ and a sliceable floorplan $F\left(G^{\prime}\right) . G^{\prime}$ is $G$ with some pseudovertices added. If $\operatorname{EPT} G(G)$ contains no $C_{3}$ and $G$ contains no $C_{4}$, then $G^{\prime}=G$.

## BEGIN

1. Check if:
1.1. the corners of $\operatorname{EPTG}(G)$ are not distinct.
1.2. $G$ contains a cut vertex.
if so, a slice is trivially generated.
2. Find all $M C_{4}$ 's of $G$.
3. Determine the orientation of the slice: Horizontal or Vertical.
4. Construct the search graph $G_{s}$.
5. Search for a path $P_{s}$ in $G_{s}$ which satisfies the following criteria:

Priority 1: Maximize the number of $M C_{4}$ 's which are corner-sliced by $P$.
Priority 2: Minimize the number of $M C_{4}$ 's which are center-sliced by $P$.
6. Find the left-induced slice $S_{0}$ in $G$ from $P_{s}$.
7. Modify the slice $S_{0}$ to eliminate vertices of $P_{l}\left(S_{0}\right)$ so that the first condition of CFP is not violated.
8. Find the maximal chords of $P_{l}\left(S_{0}\right)$.
9. For each maximal chord $e_{p}$, perform a bypass operation on $e_{p}$ and obtain a final slice $E_{s}$. /* see Theorem 1 */
10. Decompose $G$ into $G_{l}$ and $G_{r}$ and obtain $\operatorname{EPT} G\left(G_{l}\right)$ and $\operatorname{EPTG}\left(G_{r}\right)$.
11. If $\operatorname{EPTG}\left(G_{r}\right)$ or $\operatorname{EPT} G\left(G_{l}\right)$ contains a $C_{3}$ due to chords, fix the chords by adding a pseudovertex and corresponding edges. Update $G^{\prime}$ if pseudovertices are added. /* see Fig. 14 */
12. Recursively call $\operatorname{SLICE}\left(E P T G\left(G_{l}\right)\right)$ and $\operatorname{SLICE}\left(E P T G\left(G_{r}\right)\right)$.
13. Construct floorplan $F\left(G^{\prime}\right)$ by merging the floorplans of $F\left(G_{l}^{\prime}\right)$ and $F\left(G_{r}^{\prime}\right)$. END.

The $M C_{4}$ of a graph can be found in $O(n \log n)$ time, where $n$ is the number of vertices of $G$. The operation need not be repeated during the recursive steps since the $M C_{4}$ 's of $G_{l}$ and $G_{r}$ are also those of $G$. An $O(n \log n)$ algorithm for finding all $M C_{4}$ 's is described in Appendix II.

The search graph $G_{s}$ can be constructed in linear time. The path $P$ can also be found in linear time using simple heuristics, e.g., using a depth-first search which incorporates some cost measure to achieve balanced slice. The bypassing operation also has linear time complexity since the number of edges in a planar graph is $O(n)$. Standard planar graph data structures like a doubly connected edge list [11] are sufficient for the algorithm. All other steps in the algorithm are standard operations on planar graphs which can be achieved in $O(n)$ time.

The time complexity of the recursive part of the algorithm is

$$
T(n)=T\left(n_{l}\right)+T\left(n_{r}\right)+O(n)
$$

where $n_{l}$ and $n_{r}$ are the number of vertices of $G_{l}$ and $G_{r}$, respectively, with $n_{l}+n_{r}=$ $n$. The operation of fixing a chord adds at most $c$ vertices where $c$ is the number of chords. Since $c<n$, the time complexity remains unchanged. At each level of the recursion, we spend $O(n)$ time. If we consider the output floorplan tree, we spend $O(n)$ time in total to construct the tree nodes at each level. Thus we have

$$
T(n)=O(h n)
$$

where $h$ is the height of the floorplan tree.
In general, $n_{l}$ and $n_{r}$ are not balanced. In fact, there exist instances of input $\operatorname{EPTG}(G)$ where the trees are extremely unbalanced. The graph shown in Fig. 15 is an example. The graph belongs to a class of $\operatorname{EPTG}(G)$ called 4 -contractable. The floorplan of a 4-contractable graph is unique [8] as given by the figure; thus $h=O(n)$. $h$ is $\theta(\log n)$ when a balanced partition can be achieved for the nonterminal nodes of the floorplan tree. Since finding $M C_{4}$ requires $O(n \log n)$, the time complexity of the algorithm is $O(n \log n+h n)$.

## 5. Algorithm improvements and extensions.

5.1. Minimizing wasted area. When a proper slice does not exist, we perform a chord fixing operation. For each chord, a pseudovertex is added to the original $G$. These pseudovertices contain no circuit elements in VLSI layout. They are added merely to satisfy the adjacency requirements specified by $G$. In the final chip layout, the rectangles corresponding to the pseudovertices contain only routing wires with


Fig. 15. An inherently unbalanced floorplan.


Fig. 16. Choosing a slice to minimize wasted area.
no devices. Minimizing the area consumed by these pseudovertices becomes a major concern. The routing area depends on the number of routing wires of the edge being fixed. Therefore, the slicing algorithm should prefer chords with less routing wires.

Proper choice of a slice also helps in reducing the wasted area. Consider $C_{4}(1,2,3$, 4) in Fig. 16. Suppose corner-slicing of the $C_{4}$ is not possible. We have to slice the $C_{4}$ with edges $(1,2),(3,4)$. If we choose the slice $\{(1,2),(1,5),(1,7),(1,9),(4,9),(4,8)$, $(4,6),(4,3)\}$, we have three chords $(2,3),(5,6)$, and (7, 8). However, if we choose $\{(1,2),(2,5),(3,5),(3,6),(3,4)\}$, we have only one chord $(1,4)$. The proper choice of slicing depends on the wiring density of the edges and the configuration of the $C_{4}$. The objective is to find a slice with less wasted area after pseudovertices are added to fix the chords.
5.2. Generating families of sliceable floorplans and sizing. In general, there is a family of floorplans which have identical dual $G$. An algorithm for generating all floorplans in the family is an immediate extension of the basic algorithm. In [2], algorithms for generating all floorplans for an input planar triangulated graph were discussed. In [7], an algorithm that generates all floorplans with linear time complexity per floorplan was reported. It should be noted that the number of floorplans in a family may be exponential in terms of the number of vertices.

Our algorithm is immediately extended to generate all sliceable floorplans of the input graph. Two sliceable floorplans are distinct if and only if their tree representations are distinct. The problem of enumerating all floorplans is reduced to the task of enumerating all proper slices on the search graph $G_{s}$. Any algorithm for enumerating paths can be employed.
5.3. Pseudovertices. Figure 17 demonstrates the outputs of the algorithm


Fig. 17. Adding pseudovertices to maintain sliceability.
where pseudovertices are added to satisfy the sliceability requirement. The inputs are taken from graph of Fig. 1, which does not admit any sliceable floorplan. The two extended graphs show identical adjacency graphs with different corner assignments. The outputs of the program are also shown in the figure. The negative numbered rectangles in the floorplans represent pseudomodules.

Experiments using randomly generated planar triangulated graphs have shown that the number of pseudovertices added to the input graph is approximately $22 \%$ of the number of input vertices. On the pseudovertices added, approximately $70 \%$ ( $16 \%$ of the number of input vertices) are generated by $C_{3}$ of the original input. This represents the inherent price we have to pay for using the rectangular dual graph approach. But with only an additional $6 \%$ more vertices, we are able to generate sliceable floorplans. Since sliceable floorplans have many desirable characteristics, it is justifiable to pay some extra cost by applying our algorithm.
6. Conclusions and future work. An algorithm for generating sliceable floorplans based on a rectangular approach has been presented. If the input graph contains no $C_{4}$ (complex cycle of length 4), then the algorithm always generates a sliceable floorplan. In the presence of $C_{4}$, a sliceable floorplan is also possible though not guaranteed. With minor modifications to the adjacency requirements of an input graph, the algorithm always generates a sliceable floorplan even when the input graph is known to be inherently nonsliceable. Typically, the sliceability requirement only introduces a small number of pseudovertices to the original input graph, which makes the algorithm very suitable for practical applications.

Many problems remain unsolved in the rectangular dualization approach to floorplanning. An important issue is the planarization and triangulation of the given adjacency graph to obtain a "good" planar triangulated graph. For example, the qualitative effect of planarization to the final floorplan is still unknown. Practical issues such as incorporating weights to vertices and edges of the graph are not well formulated. In particular, the effects of weight measures on the choice of slices are not


Fig. 18. Construction of a proper slice when four corner vertices are distinct. (a) an EPTG(G) with no $C_{3}$ and $C_{4}$. (b) breadth first search drawing of $E P T G(G)$.
well understood. The problem of incorporating sizing in the floorplanning system is currently under investigation. Another interesting problem is the enumeration of all sliceable floorplans, currently being investigated by the authors.

## Appendix I. An example for the proof of Theorem 1.

Figure 18(a) shows an $\operatorname{EPTG}(G)$ with no $C_{3}$ and $G$ with no $C_{4}$. The BFS drawing of the graph is depicted in Fig. 18(b). The construction of a proper slice $E_{s}$ is as follows:

$$
\begin{aligned}
& S_{0}=\{(1,7),(2,7),(2,8),(2,9),(3,9),(3,10),(4,10), \\
& \quad(4,11),(5,11),(6,11),(6,12),(6,13)\} \\
& P_{l}\left(S_{0}\right)=\{u, 1,2,3,4,5,6, b\} \\
& P_{r}\left(S_{0}\right)=\{u, 7,8,9,10,11,12,13, b\}, \\
& \text { chords of } P_{l}\left(S_{0}\right)=\{(u, 8),(u, 9),(10,12)\}, \\
& \text { maximal chords } E_{c}\left(S_{0}\right)=\{(u, 9),(10,12)\}, \\
& v_{0}^{1}=u, v_{1}^{1}=1, v_{2}^{1}=2, v_{3}^{1}=3, v_{4}^{1}=4, v_{5}^{1}=5, v_{6}^{1}=6, v_{7}^{1}=b, \\
& v_{0}^{2}=u, v_{1}^{2}=7, v_{2}^{2}=8, v_{3}^{2}=9, v_{4}^{2}=10, v_{5}^{2}=11, v_{6}^{2}=12, v_{7}^{2}=13, v_{8}^{2}=b .
\end{aligned}
$$

For maximal chord $e_{1}=\left(v_{i}^{2}, v_{j}^{2}\right)=\left(v_{0}^{2}, v_{3}^{2}\right)=(u, 9)$,

$$
\begin{aligned}
& i=0, j=3, k=1, l=2, v_{m}=8 \\
& E_{t z}(i+1, j-1, l, k)=E_{t z}(1,2,2,1)=\{(1,7),(2,7),(2,8)\}, \\
& E_{1}(i)=E_{1}(0)=\phi, \quad E_{1}(j)=E_{1}(3)=\{(8,9)\}
\end{aligned}
$$

For maximal chord $e_{2}=\left(v_{i}^{2}, v_{j}^{2}\right)=\left(v_{4}^{2}, v_{6}^{2}\right)=(10,12)$,

$$
\begin{aligned}
& i=4, j=6, k=4, l=6, v_{m}=11, \\
& E_{t z}(i+1, j-1, l, k)=E_{t z}(5,5,6,4)=\{(4,11),(5,11),(6,11)\}, \\
& E_{2}(i)=E_{2}(4)=\{(10,11)\}, \quad E_{2}(j)=E_{2}(6)=\{(11,12)\}
\end{aligned}
$$

To construct $E_{s}$,

$$
\begin{aligned}
S_{1} & =S_{0}-E_{t z}(1,2,2,1)+E_{1}(i=0)+E_{1}(j=3) \\
& =\{(8,9),(2,9),(3,9),(3,10),(4,10),(4,11),(5,11),(6,11),(6,12),(6,13)\}, \\
E_{s} & =S_{2}=S_{1}-E_{t z}(5,5,6,4)+E_{2}(i=4)+E_{2}(j=6) \\
& =\{(8,9),(2,9),(3,9),(3,10),(4,10),(10,11),(11,12),(6,12),(6,13)\}, \\
P_{l}\left(E_{s}\right) & =(u, 9,10,12,13, b), \\
P_{r}\left(E_{s}\right) & =(u, 8,2,3,4,11,6, b) .
\end{aligned}
$$

It can be easily verified that $E_{s}$ is a slice and $P_{r}\left(E_{s}\right), P_{l}\left(E_{s}\right)$ are CFPs.

## Appendix II. Finding maximal $C_{4}$ of a planar triangulated graph.

The algorithm requires a subalgorithm to detect $M C_{4}$. We present a divide-andconquer algorithm to find all $M C_{4}$ of a PTG.

We partition the input graph $G$ into vertex-balanced left and right subgraphs $G_{l}, G_{r}$ with a slice $C=\left(e_{1}, \ldots, e_{c}\right)$. The slice need not strictly satisfy the condition that $e_{1} \in \operatorname{TOP}_{\mathrm{e}}(G)$ and $e_{c} \in \operatorname{BOTTOM}_{\mathrm{e}}(G)$. We only require that $e_{1}$ and $e_{c}$ be external edges while $e_{i}, 1<i<c$, are not external edges. We call $C$ a cutset. A vertex-balanced cutset can be easily generated by some tree search techniques (e.g., breadth first search) until half of the vertices are visited.

Let $P_{l}(C)=\left(v_{0}^{l}, \ldots, v_{L}^{l}\right)$ and $P_{r}(C)=\left(v_{0}^{r}, \ldots, v_{R}^{r}\right)$ be the left and right boundary paths of $C$. By Lemma 5, the intersection of an $M C_{4}(a, b, c, d)$ consists of either zero or two edges. At each recursion step, the algorithm finds all $M C_{4}$ 's that intersect the slice $C$. Referring to the discussions of $\S 4.1$, an $M C_{4}(a, b, c, d)$ is either corner-sliced or center-sliced. We consider both cases separately.

Case 1 (center-sliced: $(a, b),(c, d) \in C)$. Without loss of generality, we assume that $a, d \in G_{l}$ and $b, c \in G_{r}$ (see Fig. 10). Since vertices $a, b, c, d \in P_{l}(C) \cup P_{r}(C)$, we can delete all vertices not in $P_{l}(C) \cup P_{r}(C)$. Now, the edges of $G_{l}\left(G_{r}\right)$ are only incident vertices of $P_{l}(C)\left(P_{r}(C)\right)$. Let the remaining graph be $G_{d}$.

For the purpose of discussion, we assume that the vertices of $P_{l}(C)$ and $P_{r}(C)$ are distinct. The modifications needed when their vertices are not distinct will be discussed later. For each vertex $v$ of $P_{l}(C)$ and $P_{r}(C)$, we find the minimum and maximum edge indices of $C$ whose edges are incident to $v$. Let $v_{\min }$ and $v_{\max }$ be the indices. For example, if $v$ is incident to edges $e_{3}, e_{4}, e_{5}, v_{\min }=3$ and $v_{\max }=5$. Let $u, v$ be two vertices of $P_{l}(C)$ where $u$ precedes $v$ when $P_{l}(C)$ is traversed. There is an important monotonic property:

$$
u_{\min } \leq u_{\max }<v_{\min } \leq v_{\max } .
$$

The property also holds for $P_{r}(C)$.
Let the first edge of $C, e_{1}=(a, b)$ with $a \in G_{l}$ and $b \in G_{r}$. Let $(a, d) \in G_{l}$ and $(b, c) \in G_{r}$ be the two external edges of $G_{d}$ incident to vertices $a$ and $d$, respectively. The situation is depicted in Fig. 19(a). We search for the existence of $M C_{4}(a, b, c, d)$.


Fig. 19. Finding $M C_{4}(a, b, c, d)$, where $(a, b),(c, d) \in C$. (a) finding $M C_{4}$ in Case 1.1; (b) duplicating vertices to maintain monotonic property.

Let $[i, j]$ denote the set of integers between $i$ and $j$ (inclusive). Consider the min and max indices carried on vertices $c$ and $d$. There are two possibilities:
(1) $\left[c_{\text {min }}, c_{\max }\right] \cap\left[d_{\text {min }}, d_{\text {max }}\right]=\phi$;
(2) $\left[c_{\min }, c_{\max }\right] \cap\left[d_{\min }, d_{\max }\right]=K \neq \phi$.

In the first case, edge $(c, d)$ does not exist. If $c_{\min }>d_{\max }$, we delete the external edge ( $b, c$ ) in $G_{d}$. By the monotonic property, any subsequent vertex visited by the algorithm $d^{\prime} \in P_{l}(C)$ incident to vertex $a$ will have

$$
d_{\max }^{\prime}<d_{\min } \leq d_{\max }<c_{\min }
$$

because $d^{\prime}$ precedes $d$ in $P_{l}(C)$. Thus $d^{\prime}$ is not adjacent to $c$. Conversely, if $d_{\min }>c_{\max }$, we delete edge $(a, d)$ for the same reason.

For the second case, $M C_{4}(a, b, c, d)$ exists with edge $(c, d)$ in $C$. However, $K$ must contain exactly one integer. Otherwise, we would have at least two distinct edges $e_{i}, e_{j}$ with $i, j \in K, i \neq j$, simultaneously incident to vertices $c$ and $d$. This is a contradiction since there are no duplicate edges in $G$.

If an $M C_{4}$ is found, all vertices and incident edges in the area bounded by the $M C_{4}$ are deleted. After all external edges incident to vertices $a$ and $b$ are exhausted, we delete ( $a, b$ ) and select the first remaining edge in $C$ (which is an external edge).

When $P_{l}(C)$ contains nondistinct vertices, the monotonic property fails. However, by duplicating the nondistinct vertices, we are able to maintain the monotonic property. Each time we encounter a vertex $v$ which has been traversed in $P_{l}(C)$, we make duplicate vertices $v^{\prime}$ at a very small distance from $v$ and redistribute the incident edges. The resulting graph may not be planar but it does not affect the solution. The operation is shown in Fig. 19(b). The thick edges represent edges in C. A similar procedure is applied to $P_{r}(C)$.

Case 2 (corner-sliced: $(a, b),(b, c) \in C$ ). Assume $a, c, d \in G_{l}$ and $b \in G_{r}$ (see Fig. 10). First, we delete the following edges and vertices since they will not be part of any $M C_{4}(a, b, c, d)$ we are searching for:
(a) all edges not incident to vertices of $P_{l}(C) \cup P_{r}(C)$;
(b) all remaining edges of $G_{r}$;
(c) all remaining vertices of degree less than 2 ;
(d) all remaining vertices not incident to the infinite face.


Fig. 20. Duplicating vertices and edges to find $M C_{4}(a, b, c, d)$, where $(a, b),(b, c) \in C$.

Let $G_{d}$ be the resulting graph. Consider a vertex $d \in G_{l}-P_{l}(C)$. Let $\left\{\left(d, v_{1}\right), \ldots\right.$, ( $d, v_{n}$ ) be the incident edges in $G_{d}$. Since $d \notin P_{l}(C), d$ cannot be adjacent to vertices of $G_{r}$. If $v_{i} \notin P_{l}(C)$ for some $i$, then the edge ( $d, v_{i}$ ) would have been deleted in step (a). Thus $v_{i} \in P_{l}(C)$ for all $i$.

If an edge $\left(d, v_{i}\right)$ is incident to the infinite face of $G_{d}$, we do nothing. If ( $d, v_{i}$ ) is not incident to the infinite face, we duplicate the vertex $v_{i}$ and the edge ( $d, v_{i}$ ) as shown in Fig. 20. (The thick edges represent edges in $C$.) The duplicate vertices $v_{i 1}$ and $v_{i 2}$ are spaced a sufficiently small distance apart. Let ( $d, v_{i 1}$ ) and ( $d, v_{i 2}$ ) be the duplicate edges. Since the original $v_{i}$ is incident to the infinite face (by step (d)), edges ( $d, v_{i 1}$ ) and ( $d, v_{i 2}$ ) are now incident to the infinite face. We perform such modification for all vertices $v_{i}$ and all vertices $d \in G_{l}-P_{l}(C)$.

Consider an $M C_{4}(a, b, c, d)$ in $G_{d}$, where $a, c, d \in G_{l}$ and $b$ in $G_{r}$. Because of the above modification, the edges $(a, d)$ and $(c, d)$ of the $M C_{4}$ are now incident to the infinite face. $M C_{4}(a, b, c, d)$ can be easily identified by considering all vertices $b$ in $P_{r}(C)$. There is at most one $M C_{4}$ corresponding to each vertex $b \in P_{r}(C)$.

The algorithm is repeated with left and right subgraphs interchanged for $M C_{4}(a, b, c, d)$, where $b \in G_{l}$ and $a, c, d \in G_{r}$.

Combining the two cases above, we find all $M C_{4}$ with edges in the cutset $C$. The algorithm can be recursively applied to $G_{l}$ and $G_{r}$ to find other $M C_{4}$ 's. The algorithm is shown in pseudoinstructions below.

## Algorithm FIND__MC4( $G$ )

INPUT: A planar triangulated graph $G$.
OUTPUT: All $M C_{4}$ of $G$.

## BEGIN

1. Find a balanced cutset $C$ where the left subgraph $G_{l}$ and right subgraph $G_{r}$ are connected. For example, use breadth first search until half of the vertices in $G$ are visited.
2. FIND__MC4__CASE_1 $\left(G_{l}, G_{r}, C\right)$.
3. FIND__MC4__CASE__2 $\left(G_{l}, G_{r}, C\right)$.
4. FIND__MC4__CASE__2 $\left(G_{r}, G_{l}, C\right)$.
5. FIND_MC4 $\left(G_{r}\right)$.
6. FIND_MC4 $\left(G_{l}\right)$.

END.
Procedure FIND__MC4_CASE_1 $\left(G_{l}, G_{r}, C\right)$
INPUT: A cutset $C$ and left and right subgraphs $G_{l}, G_{r}$.
OUTPUT: All $M C_{4}(a, b, c, d)$ where $a, d \in G_{l}$ and $b, c \in G_{r}$. BEGIN

1. Delete all vertices $v \notin P_{l} \cup P_{r}$.
2. If $P_{l}(C)$ or $P_{r}(C)$ is nondistinct, make duplicate vertices and redistribute the edges. See Fig. 19(b).
3. Let $G_{d}$ be the resulting graph. The vertices of $P_{l}(C)$ and $P_{r}(C)$ now have monotonic property.
4. FOR $v \in P_{l}(c) \cup P_{r}(C) \mathbf{D O}$
4.1. $v_{\min }=\min$ index of incident edges in $C$.
4.2. $v_{\text {max }}=$ max index of incident edges in $C$.

END FOR.
5. WHILE exist $(a, b) \in C$ which is an external edge DO 5.1. Let $a \in G_{l}, b \in G_{r}$.
5.2. Let $(a, d) \in G_{l}$ and $(b, c) \in G_{r}$ where $(a, d)$ and $(b, c)$ are external edges.
5.3. IF $\left[c_{\min }, c_{\max }\right] \cap\left[d_{\min }, d_{\text {max }}\right]=\phi$ THEN
5.3.1 IF $c_{\text {min }}>d_{\text {max }}$ THEN delete the external edge ( $b, c$ ).
5.3.2 IF $d_{\text {min }}>c_{\text {max }}$ THEN delete the external edge ( $a, d$ ).

### 5.4. ELSE

5.4.1. IF there are vertices in the cycle $(a, b, c, d)$ THEN
5.4.1.1. Report $M C_{4}(a, b, c, d)$.
5.4.1.2. Deléte edges and vertices inside $M C_{4}(a, b, c, d)$.

END WHILE.
END.
Procedure FIND__MC4_CASE_2 $\left(G_{l}, G_{r}, C\right)$
INPUT: A cutset $C$ and left and right subgraphs $G_{l}, G_{r}$.
OUTPUT: All $M C_{4}(a, b, c, d)$ where $a, b, d \in G_{l}$ and $c \in G_{r}$. BEGIN

1. Delete all edges $(u, v)$ where both $u, v \notin P_{l}(C) \cup P_{l}(C)$.
2. Delete all edges in $G_{r}$.
3. Delete all vertices with degree less than 2.
4. Delete all vertices not incident to infinite face.
5. Let $G_{d}$ be the resulting graph.
6. FOR $d \in\left(G_{d} \cap G_{l}\right)-P_{l}(C)$ DO
6.1. FOR $v_{i}$ incident to $d \mathbf{D O}$
6.1.2. IF $\left(d, v_{i}\right)$ is not incident to the infinite face THEN Duplicate vertices $v_{i 1}, v_{i 2}$, edges $\left(d, v_{i 1}\right),\left(d, v_{i 2}\right)$ as shown in Fig. 20.
END FOR.
END FOR.
7. FOR $b \in G_{d} \cap G_{r} \cap P_{r}(C) \mathbf{D O}$
7.1. If external edges $(a, b)$ and ( $b, c$ ) exist THEN
7.1.1. Let $\left(b, d_{1}\right)$ and $\left(c, d_{2}\right)$ be the external edges where $d_{1}, d_{2} \in\left(G_{d} \cap\right.$ $\left.G_{l}\right)-P_{l}(C)$.
7.1.2. IF $d_{1}=d_{2}$ and there are vertices in the cycle $(a, b, c, d)$ THEN Report $M C_{4}\left(a, b, c, d_{1}\right)$.

## END FOR.

END.
At each recursive step, the algorithm FIND__MC4() visits the edges of $G$ at most a constant number of times. Although step 6 of FIND__MC4_CASE__2() contains two nested loops, the time complexity remains linear because each edge ( $d, v_{i}$ ) is visited a constant number of times in 6.1.2. Therefore, the time complexity of the algorithm is $O(n \log n)$.
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# TWO-WAY ROUNDING* 

DONALD E. KNUTH ${ }^{\dagger}$


#### Abstract

Given $n$ real numbers $0 \leq x_{1}, \ldots, x_{n}<1$ and a permutation $\sigma$ of $\{1, \ldots, n\}$, we can always find $\bar{x}_{1}, \ldots, \bar{x}_{n} \in\{0,1\}$ so that the partial sums $\bar{x}_{1}+\cdots+\bar{x}_{k}$ and $\bar{x}_{\sigma 1}+\cdots+\bar{x}_{\sigma k}$ differ from the unrounded values $x_{1}+\cdots+x_{k}$ and $x_{\sigma 1}+\cdots+x_{\sigma k}$ by at most $n /(n+1)$, for $1 \leq k \leq n$. The latter bound is best possible. The proof uses an elementary argument about flows in a certain network, and leads to a simple algorithm that finds an optimum way to round.


Key words. rounding, partial sums, network flows, discrepancy
AMS subject classifications. $90 \mathrm{C} 27,90 \mathrm{~B} 10,05 \mathrm{~A} 05$
0. Introduction. Many combinatorial optimization problems in integers can be solved or approximately solved by first obtaining a real-valued solution and then rounding to integer values. Spencer [11] proved that it is always possible to do the rounding so that partial sums in two independent orderings are properly rounded. His proof was indirect-a corollary of more general results [7] about discrepancies of set systems-and it guaranteed only that the rounded partial sums would differ by at most $1-2^{-2^{n}}$ from the unrounded values. The purpose of this note is to give a more direct proof, which leads to a sharper result.

Let $x_{1}, \ldots, x_{n}$ be real numbers and let $\sigma$ be a permutation of $\{1, \ldots, n\}$. We will write

$$
S_{k}=x_{1}+\cdots+x_{k}, \quad \Sigma_{k}=x_{\sigma 1}+\cdots+x_{\sigma k}, \quad 0 \leq k \leq n,
$$

for the partial sums in two independent orderings. Our goal is to find integers $\bar{x}_{1}, \ldots, \bar{x}_{n}$ such that

$$
\left\lfloor x_{k}\right\rfloor \leq \bar{x}_{k} \leq\left\lceil x_{k}\right\rceil,
$$

and such that the rounded partial sums

$$
\bar{S}_{k}=\bar{x}_{1}+\cdots+\bar{x}_{k}, \quad \bar{\Sigma}_{k}=\bar{x}_{\sigma 1}+\cdots+\bar{x}_{\sigma k}
$$

also satisfy

$$
\begin{equation*}
\left\lfloor S_{k}\right\rfloor \leq \bar{S}_{k} \leq\left\lceil S_{k}\right\rceil, \quad\left\lfloor\Sigma_{k}\right\rfloor \leq \bar{\Sigma}_{k} \leq\left\lceil\Sigma_{k}\right\rceil, \tag{*}
\end{equation*}
$$

for $0 \leq k \leq n$. Such $\bar{x}_{1}, \ldots, \bar{x}_{n}$ will be called a two-way rounding of $x_{1}, \ldots, x_{n}$ with respect to $\sigma$.

Lemma. Two-way rounding is always possible.
Proof. We can assume without loss of generality that $S_{n}=m$ is an integer, by adding an additional term and increasing $n$ if necessary. We can also assume that $0<x_{k}<1$ for all $k$. Construct a network with nodes $\left\{s, a_{1}, \ldots, a_{m}, u_{1}, \ldots, u_{n}\right.$, $\left.v_{1}, \ldots, v_{n}, b_{1}, \ldots, b_{m}, t\right\}$ and the following arcs: ${ }^{1}$

$$
s \rightarrow a_{j} \quad \text { and } \quad b_{j} \rightarrow t \quad \text { for } \quad 1 \leq j \leq m
$$

[^30]$$
\quad[j-1 \ldots j) \cap\left[S_{k-1} \ldots S_{k}\right) \neq \emptyset ;
$$

Each arc has capacity 1 . This network supports a natural flow of $m$ units, if we send 1 unit through each arc $s \rightarrow a_{j}$ and $b_{j} \rightarrow t$, and $x_{k}$ units through $u_{k} \rightarrow v_{k}$; the flow in $a_{j} \rightarrow u_{k}$ is the measure of the interval $[j-1 \ldots j) \cap\left[S_{k-1} \ldots S_{k}\right)$, and the flow in $v_{\sigma k} \rightarrow b_{j}$ is similar. Deleting the arcs $s \rightarrow a_{j}$ defines a cut of capacity $m$, so this must be a minimum cut.

Since the arc capacities are integers, the max-flow/min-cut theorem implies that this network supports an integer flow of $m$ units. Let $\bar{x}_{k}$ be the amount that flows through $u_{k} \rightarrow v_{k}$, for $1 \leq k \leq n$, in one such flow. Then $\bar{x}_{k} \in\{0,1\}$. If $j=\left\lceil S_{k}\right\rceil$ we have $\bar{S}_{k}=\bar{x}_{1}+\cdots+\bar{x}_{k}=$ flow into $\left\{u_{1}, \ldots, u_{k}\right\} \leq$ flow out of $\left\{a_{1}, \ldots, a_{j}\right\}=j$, because all arcs $a_{i} \rightarrow u_{l}$ for $l \leq k$ have $i \leq j$. If $j=\left\lfloor S_{k}\right\rfloor$ then $\bar{S}_{k}=$ flow into $\left\{u_{1}, \ldots, u_{k}\right\} \geq$ flow out of $\left\{a_{1}, \ldots, a_{j}\right\}=j$, because all arcs $a_{i} \rightarrow u_{l}$ for $i \leq j$ have $l \leq k$. A similar argument proves that $\left\lfloor\Sigma_{k}\right\rfloor \leq \bar{\Sigma}_{k} \leq\left\lceil\Sigma_{k}\right\rceil$, hence (*) holds.

Corollary. Given any fixed $k$, two-way rounding is possible with $\bar{x}_{k}=\left\lceil x_{k}\right\rceil$, as well as with $\bar{x}_{k}=\left\lfloor x_{k}\right\rfloor$.

Proof. We may assume as before that $0<x_{k}<1$. The construction in the lemma establishes a feasible flow of $x_{k}$ units in the arc $u_{k} \rightarrow v_{k}$. It is well known that the polytope of all feasible flows has vertices whose coordinates are integers (see, for example, Application 19.2 in Schrijver [10]). Therefore the arc $u_{k} \rightarrow v_{k}$ is saturated in at least one maximum flow, and it carries no flow at all in at least one other.

Incidentally, it is important to impose a capacity of 1 on the arcs $u_{k} \rightarrow v_{k}$ in the construction of this proof. Otherwise we might get solutions in which $\bar{x}_{k}=2$. Condition (*) does not by itself imply that $\bar{x}_{k} \leq\left\lceil x_{k}\right\rceil$ or that $\bar{x}_{k} \geq\left\lfloor x_{k}\right\rfloor$.

1. An application. Sometimes it is desirable to round "spreadsheet" data to larger units while preserving row and column sums and the grand total.

Theorem 1. Given $m n$ real numbers $x_{i j}$ for $1 \leq i \leq m, 1 \leq j \leq n$, we can round them to integers $\bar{x}_{i j}$ in such a way that

$$
\begin{gathered}
\left\lfloor x_{i j}\right\rfloor \leq \bar{x}_{i j} \leq\left\lceil x_{i j}\right\rceil, \quad \text { for all } i \text { and } j ; \\
\left\lfloor\sum_{j=1}^{n} x_{i j}\right\rfloor \leq \sum_{j=1}^{n} \bar{x}_{i j} \leq\left\lceil\sum_{j=1}^{n} x_{i j}\right\rceil, \quad \text { for all } i ; \\
\left\lfloor\sum_{i=1}^{m} x_{i j}\right\rfloor \leq \sum_{i=1}^{m} \bar{x}_{i j} \leq\left\lceil\sum_{i=1}^{m} x_{i j}\right\rceil, \quad \text { for all } j ; \\
\left\lfloor\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j}\right\rfloor \leq \sum_{i=1}^{m} \sum_{j=1}^{n} \bar{x}_{i j} \leq\left\lceil\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j}\right\rceil
\end{gathered}
$$

Proof. Let $a_{i}=\sum_{j=1}^{n} x_{i j}, b_{j}=\sum_{i=1}^{m} x_{i j}$, and $s=\sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j}$, and consider the $(m+1) \times(n+1)$ array

| $x_{11}$ | $x_{12}$ | $\ldots$ | $x_{1 n}$ | $\alpha_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x_{21}$ | $x_{22}$ | $\ldots$ | $x_{2 n}$ | $\alpha_{2}$ |
| $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ |
| $x_{m 1}$ | $x_{m 2}$ | $\ldots$ | $x_{m n}$ | $\alpha_{m}$ |
| $\beta_{1}$ | $\beta_{2}$ | $\ldots$ | $\beta_{n}$ | $s$ |

where $\alpha_{i}=-a_{i}$ and $\beta_{j}=-b_{j}$. Apply two-way rounding to these numbers, when ordered by rows and by columns. The resulting integers $\bar{x}_{i j}$ and $\bar{\alpha}_{i}$ satisfy the condition $\sum_{i=1}^{k}\left(\sum_{j=1}^{n} \bar{x}_{i j}+\bar{\alpha}_{i}\right)=0$ for all $k$, by $(*)$, hence $\sum_{j=1}^{n} \bar{x}_{i j}+\bar{\alpha}_{i}=0$ for all $i$; it follows that $\left\lfloor a_{i}\right\rfloor=-\left\lceil-a_{i}\right\rceil \leq-\bar{\alpha}_{i}=\sum_{j=1}^{n} \bar{x}_{i j} \leq-\left\lfloor-a_{i}\right\rfloor=\left\lceil a_{i}\right\rceil$. Similarly $\left\lfloor b_{j}\right\rfloor \leq$ $\sum_{i=1}^{m} \bar{x}_{i j} \leq\left\lceil b_{j}\right\rceil$ for all $j$. We also have $\sum_{i=1}^{m} \alpha_{i}+s=0$; hence $\sum_{i=1}^{m} \bar{\alpha}_{i}+\bar{s}=0$. The $\operatorname{sum} \sum_{i=1}^{m} \sum_{j=1}^{n} \bar{x}_{i j}$ therefore equals $\bar{s}$, which is either $\lfloor s\rfloor$ or $\lceil s\rceil$.
2. A sharper bound. Notice that $(*)$ is equivalent to the conditions

$$
\left|S_{k}-\bar{S}_{k}\right|<1 \quad \text { and } \quad\left|\Sigma_{k}-\bar{\Sigma}_{k}\right|<1, \quad \text { for } \quad 0 \leq k \leq n,
$$

since $\bar{S}_{k}$ and $\bar{\Sigma}_{k}$ are integers. Let us say that two-way rounding has discrepancy bounded by $\delta$ if $\left|S_{k}-\bar{S}_{k}\right| \leq \delta$ and $\left|\Sigma_{k}-\bar{\Sigma}_{k}\right| \leq \delta$ for all $k$. A slight extension of the construction in the lemma makes it possible to prove a stronger result.

Theorem 2. If $S_{n}=m$ is an integer, the sequence ( $x_{1}, \ldots, x_{n}$ ) can be two-way rounded with discrepancy bounded by $(2 m+1) /(2 m+2)$.

Proof. We will prove that two-way rounding bounded by $\delta$ is possible for all $\delta>$ $(2 m+1) /(2 m+2)$. Only finitely many roundings exist, so the stated result follows by taking the limit as $\delta$ decreases to $(2 m+1) /(2 m+2)$.

The proof uses a network like that of the lemma, but we omit certain arcs that would lead to discrepancies near 1. More precisely, if $\epsilon$ is any fixed positive number $<1 /(2 m+2)$, we have

$$
\begin{aligned}
a_{j} \rightarrow u_{k} & \text { if } \quad[j-1+\epsilon \ldots j-\epsilon) \cap\left[S_{k-1} \ldots S_{k}\right) \neq \emptyset \\
v_{\sigma k} \rightarrow b_{j} & \text { if } \quad[j-1+\epsilon \ldots j-\epsilon) \cap\left[\Sigma_{k-1} \ldots \Sigma_{k}\right) \neq \emptyset .
\end{aligned}
$$

We also allow these arcs to have infinite capacity. But the capacity of the "source" $\operatorname{arcs} s \rightarrow a_{j}$, the "middle" arcs $u_{k} \rightarrow v_{k}$, and the "sink" arcs $b_{j} \rightarrow t$ remains 1 .

The minimum cut in this reduced network has size $m$. For if any $m-1$ of the unit-capacity arcs are cut, we will prove that we can still connect $s$ to $t$. Suppose we remove $p$ source arcs, $q$ middle arcs, and $r$ sink arcs, where $p+q+r=m-1$. We send $1-2 \epsilon$ units of flow from $s$ through each of the $m-p$ remaining source arcs. From every $a_{j}$ reached in this way, we send as many units of flow from $a_{j} \rightarrow u_{k}$ as the size of the interval $[j-1+\epsilon \ldots j-\epsilon) \cap\left[S_{k-1} \ldots S_{k}\right)$. Some of the flow now gets stuck, if $u_{k}$ is one of the $q$ vertices for which the arc $u_{k} \rightarrow v_{k}$ was removed. But at most $1-2 \epsilon$ units flow into each $u_{k}$, so we still have at least $(m-p-q)(1-2 \epsilon)=$ $(r+1)(1-2 \epsilon)$ units of flow arriving at $\left\{v_{1}, \ldots, v_{n}\right\}$. Now consider an "antiflow" of $1-2 \epsilon$ units from $t$ back through each of the $m-r$ remaining sink arcs $b_{j} \rightarrow t$. From every such $b_{j}$ we send the antiflow back through $v_{\sigma k} \rightarrow b_{j}$ according to the size of $[j-1+\epsilon \ldots j-\epsilon) \cap\left[\Sigma_{k-1} \ldots \Sigma_{k}\right)$. In this way $(m-r)(1-2 \epsilon)$ units of antiflow come from $t$ to $\left\{v_{1}, \ldots, v_{n}\right\}$. Each vertex $v_{k}$ contains at most $x_{k}$ units of flow and at most $x_{k}$ units of antiflow. We know that the total flow plus antiflow at $\left\{v_{1}, \ldots, v_{n}\right\}$ is at least $(r+1)(1-2 \epsilon)+(m-r)(1-2 \epsilon)=m+1-(2 m+2) \epsilon>m=x_{1}+\cdots+x_{n}$. Therefore some vertex $v_{k}$ must contain both flow and antiflow. And this establishes the desired link between $s$ and $t$.

Since $m$ is the size of a minimum cut and all capacities are integers, the network supports an integer flow of value $m$. Let $\bar{x}_{k}$ be the flow from $u_{k}$ to $v_{k}$; we will prove that $\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)$ is a two-way rounding with discrepancy $<\delta=1-\epsilon$. Note that

$$
\left|\bar{S}_{k}-S_{k}\right|<1-\epsilon \Leftrightarrow\left\lfloor S_{k}+\epsilon\right\rfloor \leq \bar{S}_{k} \leq\left\lceil S_{k}-\epsilon\right\rceil .
$$

If $j=\left\lceil S_{k}-\epsilon\right\rceil$ we have $\bar{S}_{k}=\bar{x}_{1}+\cdots+\bar{x}_{k}=$ flow into $\left\{u_{1}, \ldots, u_{k}\right\} \leq$ flow out of $\left\{a_{1}, \ldots, a_{j}\right\}=j$, because all arcs $a_{i} \rightarrow u_{l}$ for $l \leq k$ have $[i-1+\epsilon \ldots i-\epsilon) \cap\left[S_{l-1}, S_{l}\right) \neq \emptyset$, hence $i-1+\epsilon<S_{l}$ and $i \leq\left\lceil S_{l}-\epsilon\right\rceil \leq j$. Similarly, if $j=\left\lfloor S_{k}+\epsilon\right\rfloor$ we have $\bar{S}_{k} \geq$ flow out of $\left\{a_{1}, \ldots, a_{j}\right\}=j$, because all arcs $a_{i} \rightarrow u_{l}$ for $i \leq j$ have $l \leq k$. (If $l>k$ we would have $S_{l-1} \geq S_{k} \geq j-\epsilon \geq i-\epsilon$, contradicting $S_{l-1}<i-\epsilon$.) A similar proof shows that $\left\lfloor\Sigma_{k}+\epsilon\right\rfloor \leq \bar{\Sigma}_{k} \leq\left\lceil\Sigma_{k}-\epsilon\right\rceil$.
3. A lower bound. The bound of Theorem 2 is, in fact, best possible, in the sense that no better bound can be guaranteed as a function of $m$.

Theorem 3. For all positive integers $m$ there exists a sequence of real numbers $\left(x_{1}, \ldots, x_{n}\right)$ with sum $m$ and a permutation $\sigma$ of $\{1, \ldots, n\}$ that cannot be two-way rounded with discrepancy $<(2 m+1) /(2 m+2)$.

Proof. Let $n=2 m+2$ and $\epsilon=1 / n$. Define

$$
\begin{aligned}
& x_{1}=x_{2}=x_{3}=\epsilon ; \quad x_{m+3}=(2 m-1) \epsilon ; \\
& x_{k+3}=2 \epsilon, x_{k+m+3}=2 m \epsilon, \quad \text { for } \quad 1 \leq k<m ; \\
& \sigma 1=2, \sigma 2=1, \sigma 3=m+3, \sigma(2 m+2)=3 ; \\
& \sigma(2 k+2)=k+3, \sigma(2 k+3)=k+m+3, \quad \text { for } 1 \leq k<m .
\end{aligned}
$$

For example, when $m=4$ we have $\left(x_{1}, \ldots, x_{10}\right)=(.1, .1, .1, .2, .2, .2, .7, .8, .8, .8)$ and $(\sigma 1, \ldots, \sigma 10)=(2,1,7,4,8,5,9,6,10,3)$. Hence

$$
\begin{aligned}
\left(S_{1}, \ldots, S_{10}\right) & =(.1, .2, .3, .5, .7, .9,1.6,2.4,3.2,4.0) \\
\left(\Sigma_{1}, \ldots, \Sigma_{10}\right) & =(.1, .2, .9,1.1,1.9,2.1,2.9,3.1,3.9,4.0)
\end{aligned}
$$

We will prove that this sequence and permutation cannot be two-way rounded with discrepancy less than $(2 m+1) /(2 m+2)=0.9$; the same proof technique will work for any $m \geq 1$.

The main point is that whenever $S_{k}$ or $\Sigma_{k}$ has the form $l \pm 0.1$ where $l$ is an integer, it must be rounded to $l$ in order to keep the discrepancy small. This forces $\bar{S}_{1}=\bar{\Sigma}_{1}=0, \bar{\Sigma}_{3}=\bar{\Sigma}_{4}=1, \bar{\Sigma}_{5}=\bar{\Sigma}_{6}=2, \bar{\Sigma}_{7}=\bar{\Sigma}_{8}=3, \bar{\Sigma}_{9}=4$, hence $\bar{x}_{1}=\bar{x}_{2}=\bar{x}_{3}=\bar{x}_{4}=\bar{x}_{5}=\bar{x}_{6}=0$. But then $\bar{S}_{6}=\bar{x}_{1}+\cdots+\bar{x}_{6}=0$ differs by 0.9 from $S_{6}$.
4. A uniform bound. Although Theorem 3 proves that Theorem 2 is "optimal," we can do still better if $m$ is greater than $\frac{1}{2} n$, because we can replace each $x_{k}$ by $1-x_{k}$. This replaces $m$ by $n-m$, and the bound on discrepancy decreases to $(2 n-2 m+1) /(2 n-2 m+2)$. Then we can restore the original $x_{k}$ and change $\bar{x}_{k}$ to $1-\bar{x}_{k}$. This computation preserves $\left|S_{k}-\bar{S}_{k}\right|$ and $\left|\Sigma_{k}-\bar{\Sigma}_{k}\right|$, so it preserves the discrepancy.

Further improvement is also possible when $m=\lfloor n / 2\rfloor$, if we look at the construction closely. The following theorem gives a uniform bound in terms of $n$, without any assumption about the value of $x_{1}+\cdots+x_{n}$.

Theorem 4. Any sequence $\left(x_{1}, \ldots, x_{n}\right)$ and permutation $(\sigma 1, \ldots, \sigma n)$ can be twoway rounded with discrepancy bounded by $n /(n+1)$.

Proof. We will show in fact that the discrepancy can always be bounded by ( $n-$ $1) / n$, when $x_{1}+\cdots+x_{n}=m$ is an integer. The general case follows from this special case if we set $x_{n+1}=\left\lceil S_{n}\right\rceil-S_{n}$ and increase $n$ by 1 .

If $2 m+2 \leq n$ or $2 n-2 m+2 \leq n$, the result follows from Theorem 2 and possible complementation. Therefore we need only show that a discrepancy of at most ( $n-1$ ) /n is achievable when $m=\lfloor n / 2\rfloor$.

Consider first the case $n=2 m+1$. We use the network in the proof of Theorem 2, but now we allow $\epsilon$ to be any number $<1 / n$. Suppose, as in the previous proof, that we can disconnect $s$ from $t$ by deleting $p$ source arcs, $q$ middle arcs, and $r$ sink arcs, where $p+q+r=m-1$. Let $q$ be minimum over all such ways to disconnect the network. We construct flows and antiflows as before, and we say that $x_{k}$ is green if $v_{k}$ contains positive flow and red if $v_{k}$ contains positive antiflow. No $x_{k}$ is both green and red, since there is no path from $s$ to $t$. The previous proof showed that there are at least $(r+1)(1-2 \epsilon)$ units of green flow and $(m-r)(1-2 \epsilon)$ units of red flow, hence there are at least $m+1-(2 m+2) \epsilon$ units of flow altogether. If we can raise this lower bound by $\epsilon$, we will have a contradiction, because $m+1-(2 m+1) \epsilon>m$.

Suppose $q>0$, and let $u_{k} \rightarrow v_{k}$ be a middle arc that was deleted. At most two arcs emanate from $v_{k}$ in the network. Since $q$ is minimum, there must in fact be two; otherwise we could restore $u_{k} \rightarrow v_{k}$ and delete a nonmiddle arc. The two arcs from $v_{k}$ must be consecutive, from $v_{k} \rightarrow b_{j}$ and $v_{k} \rightarrow b_{j+1}$ for some $j$. Furthermore the arcs $b_{j} \rightarrow t$ and $b_{j+1} \rightarrow t$ have not been cut. If $k=\sigma l$ we have $\Sigma_{l-1}<j-\epsilon$ and $\Sigma_{l}>j+\epsilon$. Our lower bound on antiflow can now be raised by $2 \epsilon$, because it was based on the weak assumption that no antiflow runs back from $[j-\epsilon \ldots j+\epsilon)$. This improved lower bound leads to a contradiction; hence $q=0$.

Divide the interval [ $0 \ldots m$ ) into $3 m$ regions, namely "tiny left" regions of the form $[j-1 \ldots j-1+\epsilon$ ), "inner" regions of the form $[j-1+\epsilon \ldots j-\epsilon)$, and "tiny right" regions of the form $\left[j-\epsilon \ldots j\right.$ ), for $1 \leq j \leq m$. If we color the points of $\left[S_{k-1} \ldots S_{k}\right.$ ) with the color of $x_{k}$, our lower bound $(r+1)(1-2 \epsilon)$ for green flow was essentially obtained by noting that $m-p=r+1$ of the inner regions are purely green. Similarly, if we color the ponts of $\left[\Sigma_{k-1} \ldots \Sigma_{k}\right.$ ) with the color of $x_{\sigma k}$, our lower bound for red flow was obtained by noting that $m-r=p+1$ inner regions in this second coloring are purely red. Notice that there is complete symmetry between red and green, because we can invert the network and replace $\sigma$ by $\sigma^{-1}$.

Call an element $x_{k}$ large if it exceeds $1-\epsilon$. If any $x_{k}$ is large, the interval [ $S_{k-1} \ldots S_{k}$ ) occupies more than $\epsilon$ units outside of an inner region; this allows us to raise the lower bound by $\epsilon$ and obtain a contradiction. Therefore no element is large. It follows that no element $x_{k}$ can intersect more than 2 tiny regions, when $x_{k}$ is placed in correspondence with $\left[S_{k-1} \ldots S_{k}\right.$ ) or with [ $\Sigma_{k-1} \ldots \Sigma_{k}$ ).

Let's look now at the $2 m$ tiny regions. Each of them must contain at least some red in the first coloring; otherwise we would have at least $(p+1)(1-2 \epsilon)$ red units packed into at most $2 m-1$ tiny regions and $p$ inner regions, hence $(p+1)(1-2 \epsilon) \leq$ $(2 m-1) \epsilon+p(1-2 \epsilon)$, contradicting $\epsilon<1 / n$. This means there must be at least $m+1$ red elements $x_{k}$, since no red element is large and since $m$ non-large red intervals can intersect all the tiny regions only if they also cover all the inner regions (at least one of which is green). Similarly, there must be at least $m+1$ green elements. But this is impossible, since there are only $2 m+1$ elements altogether. Therefore the network has minimum cut size $m$, and the rest of the proof of Theorem 2 goes through as before.

Now suppose $n=2 m$. Then we can carry out a similar argument, but we need to raise the lower bound by $2 \epsilon$. Again we can assume that $q=0$. We can also show without difficulty that there cannot be two large elements. When $n=2 m$ the argument given above shows that at least $2 m-1$ of the tiny regions must contain some red, in the first coloring.

Suppose there are only $m-1$ red elements. Then, in the first coloring, $m-2$ of them intersect 2 tiny intervals and the other is large and intersects 3 ; we have raised the red lower bound by $\epsilon$. But $(p+1)(1-2 \epsilon)+\epsilon$ red units cannot be packed into $2 m-1$ tiny regions and $p$ inner regions, because $(p+1)(1-2 \epsilon)+\epsilon>(n-1) \epsilon+p(1-2 \epsilon)$.

A symmetrical argument shows that there cannot be only $m-1$ green elements. Therefore exactly $m$ elements are red and exactly $m$ are green. Suppose no element is large. Then we have at least one purely green tiny interval in the first coloring and at least one purely red tiny interval in the second-another contradiction. Thus, we may assume that there is one large red element and that the $2 m$ tiny intervals in the first coloring contain a total of less than $\epsilon$ units of green. In particular, each of them contains some red. Either the first interval $[0 \ldots \epsilon$ ) or the last interval $[m-\epsilon \ldots m)$ is intersected by a nonlarge red element, which intersects at most $\epsilon$ units of space in tiny intervals. The other $m-1$ red elements intersect at most $2 \epsilon$ units of tiny space each, so at most $(2 m-1) \epsilon$ such units are red. This final contradiction completes the proof.

The result of Theorem 4 is best possible, because we can easily prove (as in Theorem 3) that the values

$$
x_{1}=\frac{1}{n+1}, \quad x_{k}= \begin{cases}(n-1) /(n+1), & k \text { even, } 2 \leq k \leq n \\ 2 /(n+1), & k \text { odd, } 3 \leq k \leq n\end{cases}
$$

and a "shuffle" permutation that begins

$$
\sigma k=\left\{\begin{array}{lll}
2 k-1 & \text { for } 1 \leq 2 k-1 \leq n, & n \text { odd } \\
2 k & \text { for } 1 \leq 2 k \leq n, & n \text { even }
\end{array}\right.
$$

cannot be two-way rounded with discrepancy less than $n /(n+1)$.
5. An algorithm. So far we have discussed only worst-case bounds. But a particular two-way rounding problem, defined by values ( $x_{1}, \ldots, x_{n}$ ) and a permutation ( $\sigma 1, \ldots, \sigma n$ ), will usually be solvable with smaller discrepancy than that guaranteed by Theorems 2 and 4. A closer look at the construction of Theorem 2 leads to an efficient algorithm that finds the best possible discrepancy in any given case.

Theorem 5. Let $\epsilon$ be any positive number. There exists a solution with discrepancy less than $1-\epsilon$ to a given two-way rounding problem if and only if the network constructed in the proof of Theorem 2 supports an integer flow of value $m$.

Proof. The final paragraph in the proof of Theorem 2 demonstrates the "if" half. Conversely, suppose $\bar{x}_{1}, \ldots, \bar{x}_{n}$ is a solution with discrepancy $<1-\epsilon$. If $\bar{x}_{k}=1$, let $j=\bar{S}_{k}$. Then $j-1=\bar{S}_{k-1}$, so the condition $\left|\bar{S}_{k-1}-S_{k-1}\right|<1-\epsilon$ implies $S_{k-1}<j-\epsilon$. Also $\left|\bar{S}_{k}-S_{k}\right|<1-\epsilon$ implies $S_{k}>j-1+\epsilon$. Therefore there is an arc $a_{j} \rightarrow u_{k}$. Similarly, there is an arc $v_{\sigma k} \rightarrow b_{j}$ when $\bar{x}_{\sigma k}=1$ and $j=\bar{\Sigma}_{k}$. Thus the network supports an integer flow of value $m$.

In other words, the optimum discrepancy $\delta=1-\epsilon$ is obtained when $\epsilon$ is just large enough to reduce the network to the point where no $m$-unit flow can be sustained, if $\delta \geq \frac{1}{2}$. We can in fact find an optimum rounding as follows. Let

$$
f(j, k)=\min \left(j-S_{k-1}, S_{k}-j+1\right)
$$

be the "desirability" of the arc $a_{j} \rightarrow u_{k}$, and

$$
g(j, \sigma k)=\min \left(j-\Sigma_{k-1}, \Sigma_{k}-j+1\right)
$$

the desirability of $v_{\sigma k} \rightarrow b_{j}$. (Thus the arcs $a_{j} \rightarrow u_{k}, v_{\sigma k} \rightarrow b_{j}$ are included in the network of Theorem 2 if and only if their desirability is greater than $\epsilon$.) Sort these arcs by desirability and add them one by one to the initial $\operatorname{arcs}\left\{s \rightarrow a_{j}, u_{k} \rightarrow v_{k}, b_{j} \rightarrow t\right\}$

Table 1.
Empirical optimum discrepancies.

|  | $m=1$ | $m=2$ | $m=\lfloor\lg n\rfloor$ | $m=\lfloor\sqrt{n}\rfloor$ | $m=\frac{1}{2} n$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $n=10$ | $.566 \pm .06$ | $.619 \pm .07$ | $.627 \pm .07$ | $.627 \pm .07$ | $.622 \pm .08$ |
| $n=100$ | $.537 \pm .02$ | $.575 \pm .03$ | $.664 \pm .03$ | $.710 \pm .03$ | $.759 \pm .02$ |
| $n=1000$ | $.513 \pm .007$ | $.527 \pm .01$ | $.582 \pm .01$ | $.662 \pm .02$ | $.794 \pm .02$ |
| $n=10000$ | $.504 \pm .002$ | $.509 \pm .003$ | $.535 \pm .005$ | $.612 \pm .01$ | $.818 \pm .01$ |
| $n=100000$ | $.502 \pm .001$ | $.503 \pm .001$ | $.513 \pm .002$ | $.570 \pm .005$ | $.838 \pm .007$ |

until an integer flow of $m$ units is possible. Then let $\bar{x}_{k}$ be the flow in $u_{k} \rightarrow v_{k}$, for all $k$; this flow has discrepancy equal to 1 minus the desirability of the last arc added, and no smaller discrepancy is possible.

Notice that the arc $a_{j} \rightarrow u_{k}$ has desirability $>\frac{1}{2}$ if and only if $S_{k-1}<j-\frac{1}{2}<S_{k}$, so at most $m$ such arcs are present. If all $x_{k}$ lie between 0 and 1 , at most $m+n-1$ arcs of the form $a_{j} \rightarrow u_{k}$ will have positive desirability, since both $a_{j-1} \rightarrow u_{k}$ and $a_{j} \rightarrow u_{k}$ will be desirable if and only if $S_{k-1}<j<S_{k}$.

The following simple algorithm turns out to be quite efficient, assuming that $m \leq \frac{1}{2} n$ : Begin with the network consisting of arcs $\left\{s \rightarrow a_{j}, u_{k} \rightarrow v_{k}, b_{j} \rightarrow t\right\}$ for $1 \leq j \leq m$ and $1 \leq k \leq n$, plus any additional arcs of desirability $>\frac{1}{2}$. Call an arc $a_{j} \rightarrow u_{k}$ or $v_{\sigma k} \rightarrow b_{j}$ "special" if its desirability lies between $1 / \min (2 m+2, n)$ and $\frac{1}{2}$, inclusive; fewer than $2 m+2 n$ arcs are special. Then, for $j=1, \ldots, m$, send one unit of flow from $a_{j}$ to $t$ along an "augmenting path," using the well-known algorithm of Ford and Fulkerson [2, pp. 17-19] but specialized for unit-capacity arcs. In other words, construct a breadth-first search tree from $a_{j}$ until encountering $t$; then choose a path from $a_{j}$ to $t$ and reverse the orientation of all arcs on that path. If $t$ is not reachable from $a_{j}$, add special arcs to the network, in order of decreasing desirability, until $t$ is reachable.
6. Computational experience. The running time of this algorithm is bounded by $O(m n)$ steps, but in practice it runs much faster on random data. For example, Tables 1 and 2 show the results of various tests when the input permutation $\sigma$ is random and when the values $\left(x_{1}, \ldots, x_{n}\right)$ are selected as follows. Let $y_{1}, \ldots, y_{n}$ be independent uniform integers in the range $1 \leq y_{k} \leq N$, where $N$ is a large integer (chosen so that arithmetic computations will not exceed 31 bits). Increase one or more of the $y$ 's by 1 , if necessary, until $y_{1}+\cdots+y_{n}$ is a multiple of $m$; then set $x_{k}=y_{k} / d$, where $d=\left(y_{1}+\cdots+y_{n}\right) / m$. Reject $\left(x_{1}, \ldots, x_{n}\right)$ and start over, if some $x_{k} \geq 1$. (In practice, rejection occurs about half the time when $m=\frac{1}{2} n$, but almost never when $m \ll \frac{1}{2} n$.)

Table 1 shows the optimum discrepancies found, and Table 2 shows the running time in memory references or "mems" [ $6, \mathrm{pp} .464-465$ ] divided by $n$. All entries in these tables are given in the form $\mu \pm \sigma$, where $\mu$ is the sample mean and $\sigma$ is an estimate of the standard deviation; more precisely, $\sigma$ is the square root of an unbiased estimate of the variance. The number of test runs $t(n)$ for each experiment was $10^{6} / n$; thus, $10^{5}$ runs were made for each $m$ when $n=10$, but only 10 runs were made for each $m$ when $n=10^{5}$. The actual confidence interval for the tabulated $\mu$ values is therefore approximately $2 \sigma / \sqrt{t(n)}=.002 \sigma \sqrt{n}$.

Notice that when $m \ll n$, the optimum discrepancy is nearly $\frac{1}{2}$. Indeed, this is obvious on intuitive grounds: When $n$ is large, approximately $\epsilon n$ values of $k$ will have $S_{k}$ within $\frac{1}{2} \epsilon$ of $\left\{\frac{1}{2}, \frac{3}{2}, \ldots, m-\frac{1}{2}\right\}$, and approximately $\epsilon^{2} n$ will also have equally good values $\Sigma_{\sigma^{-1} k}$. So we are essentially looking for a perfect matching in a bipartite graph

Table 2.
Empirical running time, in mems/n.

|  | $m=1$ | $m=2$ | $m=\lfloor\lg n\rfloor$ | $m=\lfloor\sqrt{n}\rfloor$ | $m=\frac{1}{2} n$ |
| :--- | :---: | :---: | :---: | :---: | ---: |
| $n=10$ | $10 \pm 4$ | $19 \pm 6$ | $27 \pm 8$ | $27 \pm 8$ | $37 \pm 11$ |
| $n=100$ | $2.9 \pm 1.3$ | $6 \pm 2$ | $18 \pm 5$ | $29 \pm 7$ | $76 \pm 15$ |
| $n=1000$ | $0.9 \pm 0.5$ | $1.9 \pm 0.7$ | $8.5 \pm 2.2$ | $25 \pm 6$ | $152 \pm 32$ |
| $n=10000$ | $0.3 \pm 0.2$ | $0.6 \pm 0.2$ | $3.6 \pm 0.8$ | $22 \pm 7$ | $289 \pm 49$ |
| $n=100000$ | $0.1 \pm 0.1$ | $0.2 \pm 0.1$ | $1.4 \pm 0.4$ | $17 \pm 4$ | $540 \pm 72$ |

with $m$ vertices in each part and $\epsilon^{2} n$ edges. For fixed $m$ as $n \rightarrow \infty$, the matching will exist when $\epsilon^{2} n$ is sufficiently large, hence the mean optimum discrepancy is $\frac{1}{2}+O\left(n^{-\frac{1}{2}}\right)$.

However, the behavior of the mean optimum discrepancy when $m=\frac{1}{2} n$ is not clear. It appears to approach 1, but quite slowly, perhaps as $1-c / \log n$.

When $n$ is fixed and $m$ varies, the mean optimum discrepancy is not maximized when $m=\frac{1}{2} n$. For example, when $n=10$, Table 1 shows that it is .622 when $m=5$ but .627 when $m=3$.

The running times shown in Table 2 do not include the work of constructing the network or sorting the special arcs by desirability. Those operations are easily analyzed, and in practice they take $a m+b n$ steps for some constants $a$ and $b$, because a straightforward bucket sort is satisfactory for this application. Therefore only the running time of the subsequent flow calculations is of interest.

The average running time to compute the flows appears to be $o(n)$ when $m \leq$ $\sqrt{n}$, and approximately proportional to $n^{1.3}$ when $m=\frac{1}{2} n$. So it is much less than the obvious upper bound $m n$ of the Ford-Fulkerson scheme. The author tried to obtain still faster results by using more sophisticated max-flow algorithms, but these "improved" algorithms actually turned out to run more than an order of magnitude slower.

For example, the algorithm of Dinitz, as improved by Karzanov and others, seems at first to be especially well suited to this application because the network of Theorem 2 is "simple" in the sense discussed by Papadimitriou and Steiglitz [9, pp. 212-214]. Every internal vertex has in-degree 1 or out-degree 1, hence edge-disjoint paths are vertex disjoint and the running time with unit-capacity arcs is $O\left(|V|^{1 / 2}|A|\right)=O\left(n^{3 / 2}\right)$. Using binary search to find the optimum number of special arcs gives us a guaranteed worst-case performance of $O\left(\min \left(m, n^{1 / 2}\right) n \log n\right)$. Unfortunately, in practice the performance of that algorithm actually matches this worst-case estimate, even on random data. For example, when $m=\frac{1}{2} n$ the observed running time in mems $/ n$ was $15284 \pm 2455$ when $n=10^{4}$, compared to $289 \pm 49$ by the simple algorithm. Each flow calculation consumed more than $1000 n$ mems, and binary search required $\lceil\lg 2 n\rceil=14$ flow calculations to be carried out.

When modern preflow push/relabel algorithms are specialized to unit-capacity networks of the type considered here, they behave essentially like the Dinitz algorithm and are no easier to implement (see Goldberg, Plotkin, and Vaidya [4]). Such algorithms do allow networks to change dynamically by adding arcs from $s$ and/or deleting arcs to $t$ (see Gallo, Grigoriadis, and Tarjan [3]); however, our application requires adding or deleting special arcs in the middle of the network, so the techniques of [3] do not apply. Thus the simple Ford-Fulkerson algorithm seems to be a clear winner for this application, in spite of a lack of performance guarantees.
7. Comments and open problems. How complex can the networks of Theorem 2 be? If we have any bipartite graph with $m$ vertices in each part and with $n$ edges,
and if every edge can be extended to a perfect matching, then we can find real numbers $\left(x_{1}, \ldots, x_{n}\right)$ in the range $0<x_{k} \leq 1$ and a permutation ( $\sigma 1, \ldots, \sigma n$ ) such that $x_{1}+\cdots+x_{n}=m$ and the two-way roundings are in one-to-one correspondence with the perfect matchings of the given graph. We can take $\left(x_{1}, \ldots, x_{n}\right)=t_{1} \alpha_{1}+\cdots+t_{n} \alpha_{n}$ where $t_{1}+\cdots+t_{n}=1$ and $\alpha_{k}$ is the characteristic vector of a perfect matching that uses edge $k$. The sum of $x_{k}$ over all the edges touching any vertex is 1 . Represent an edge from $u$ to $v$ by the ordered pair ( $u, v$ ) and label the edges $1, \ldots, n$ in lexicographic order of these pairs; then define the permutation $\sigma 1, \ldots, \sigma n$ by lexicographic order of the dual pairs $(v, u)$. It follows that if $k$ is the final edge for vertex $j$ in the first part, we have $S_{k}=j$, and if $\sigma k$ is the final edge for vertex $j$ in the second part, we have $\Sigma_{k}=j$. The correspondence between matchings and roundings is now evident.

This construction shows that the networks arising in Theorem 2 are general enough to mimic the networks that arise in bipartite matching problems, but only when the bipartite graphs contain no unmatchable edges; the corollary preceding Theorem 2 shows that the latter restriction cannot be removed. This restriction on network complexity might account for the excellent performance we obtain with the simple Ford-Fulkerson algorithm.

If the capacity constraint on $u_{k} \rightarrow v_{k}$ is removed, our network becomes equivalent to a network for bipartite matching, in which we want to match $\left\{a_{1}, \ldots, a_{m}\right\}$ to $\left\{b_{1}, \ldots, b_{m}\right\}$ through edges $a_{j}-b_{j^{\prime}}$ whenever $a_{j} \rightarrow u_{k}$ and $v_{k} \rightarrow b_{j^{\prime}}$. The problem of finding the best such match, when the edge $a_{j}-b_{j^{\prime}}$ is ranked by the minimum of the desirabilities $f(j, k)$ and $g\left(j^{\prime}, k\right)$, is then a bottleneck assignment problem [1], [2]. (It is an open question whether there is a nice way to characterize all bottleneck assignment problems that arise from two-way rounding problems in this manner.)

The problem of optimum two-way rounding is, however, more general than the bottleneck assignment problem, because the unit capacity constraint on $u_{k} \rightarrow v_{k}$ is significant. Consider, for example, the case $n=7, m=3,\left(x_{1}, \ldots, x_{7}\right)=\frac{1}{28}(8,8,24,11$, $11,11,11),(\sigma 1, \ldots, \sigma 7)=(2,1,3,5,4,7,6)$. Then $\left(S_{1}, \ldots, S_{7}\right)=\left(\Sigma_{1}, \ldots, \Sigma_{7}\right)=$ $\frac{1}{28}(8,16,40,51,62,73,84)$ and the arcs $\left\{a_{j} \rightarrow u_{k}, v_{k} \rightarrow b_{j}\right\}$ ranked by desirability are

$$
\begin{array}{lr}
a_{3} \rightarrow u_{6}, v_{7} \rightarrow b_{3} & \text { desirability }=\min \left(\frac{22}{28}, \frac{17}{28}\right)=\frac{17}{28} \\
a_{1} \rightarrow u_{2}, v_{1} \rightarrow b_{1}, a_{2} \rightarrow u_{4}, v_{5} \rightarrow b_{2} & \text { desirability } \frac{16}{28} \\
a_{1} \rightarrow u_{3}, v_{3} \rightarrow b_{1}, a_{2} \rightarrow u_{3}, v_{3} \rightarrow b_{2} & \text { desirability } \frac{12}{28} \\
a_{3} \rightarrow u_{7}, v_{6} \rightarrow b_{3} & \text { desirability } \frac{11}{28} \\
a_{1} \rightarrow u_{1}, v_{2} \rightarrow b_{1} & \text { desirability } \frac{8}{28} \\
a_{3} \rightarrow u_{5}, v_{4} \rightarrow b_{3} & \text { desirability } \frac{6}{28} \\
a_{2} \rightarrow u_{5}, v_{4} \rightarrow b_{2} & \text { desirability } \frac{5}{28}
\end{array}
$$

Thus the edges $a_{j}-b_{j^{\prime}}$ ranked by desirability are

$$
\begin{array}{ll}
a_{1}-b_{1}, a_{1}-b_{2}, a_{2}-b_{1}, a_{2}-b_{2} & \left(\frac{12}{28} \text { via } u_{3}, v_{3}\right) \\
a_{3}-b_{3} & \left(\frac{11}{28} \text { via } u_{6}, v_{6} \text { or } u_{7}, v_{7}\right) \\
a_{1}-b_{1} & \left(\frac{8}{28} \text { via } u_{1}, v_{1} \text { or } u_{2}, v_{2}\right) \\
a_{2}-b_{3}, a_{3}-b_{2} & \left(\frac{6}{28} \text { via } u_{4}, v_{4} \text { or } u_{5}, v_{5}\right) \\
a_{2}-b_{2} & \left(\frac{5}{28} \text { via } u_{4}, v_{4} \text { or } u_{5}, v_{5}\right)
\end{array}
$$

The bottleneck assignment problem is solved by matching $a_{1}-b_{1}, a_{2}-b_{2}$, and $a_{3}-b_{3}$ with desirability $\min \left(\frac{12}{28}, \frac{12}{28}, \frac{11}{28}\right)=\frac{11}{28}$. But this matching does not correspond to a valid two-way rounding because it uses the intermediate arc $u_{3} \rightarrow v_{3}$
twice; it rounds $x_{3}$ to 2 and $x_{6}$ (or $x_{7}$ ) to 1 . The optimum two-way rounding uses another route from $a_{1}$ to $b_{1}$ and has desirability $\min \left(\frac{8}{28}, \frac{12}{28}, \frac{11}{28}\right)=\frac{8}{28}$, discrepancy $1-\frac{8}{28}=\frac{20}{28}$; it rounds $x_{1}$ (or $x_{2}$ ), $x_{3}$, and $x_{6}$ (or $x_{7}$ ) to 1 , the other $x^{\prime}$ 's to 0 .

In closing, we note that a conjecture of József Beck [7], [11] remains a fascinating open problem: Is there a constant $K$ such that three-way rounding is always possible with discrepancy at most $K$ ? (In three-way rounding the partial sums are supposed to be well approximated with respect to a third permutation ( $\tau 1, \ldots, \tau n$ ), in addition to $(1, \ldots, n)$ and $(\sigma 1, \ldots, \sigma n)$.) It suffices [7], [11] to prove this when $x_{k}=\frac{1}{2}$ for all $k$.

Can any of the methods of this paper be extended to find better bounds on the discrepancy of arbitrary set systems (or at least of set systems more general than those for two-way rounding), in the sense of [11]?

Acknowledgments. I thank Joel Spencer for proposing the problem and for showing me a simple construction that forces discrepancy $n /(n+1)$. Thanks also to Noga Alon, Svante Janson, and Serge Plotkin for several stimulating discussions as I was working out the solution described above. Shortly after I had proved Theorems 2-4, a somewhat similar construction was found independently by Jacek Ossowski, who described it in terms of common systems of distinct representatives instead of network flows; see $\S 9.2$ in [8].
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# DEGREE-CONSTRAINED NETWORK SPANNERS WITH NONCONSTANT DELAY* 
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#### Abstract

A spanning subgraph $S=\left(V, E^{\prime}\right)$ of a connected simple graph $G=(V, E)$ is a $f(x)$-spanner if for any pair of nodes $u$ and $v, d_{S}(u, v) \leq f\left(d_{G}(u, v)\right)$ where $d_{G}$ and $d_{S}$ are the usual distance functions in graphs $G$ and $S$, respectively. The delay of the $f(x)$-spanner is $f(x)-x$. In this paper $(2.5 \sqrt{(3 x+6) / 4}+6+x)$-spanners for two-dimensional grids with maximum degree 3 are found and it is proven that the delay of these spanners is within a constant factor of optimal. A $\left(\frac{1}{k} x+k+8-\frac{7}{k}+x\right)$-spanner of the X-tree with maximum degree 3 is described, and it is proven that the delay of this spanner is within a constant factor of optimal. In addition, a $(2+x)$-spanner of the pyramid with maximum degree 6 and a $\left(\frac{1}{k} x+k+8-\frac{7}{k}+x\right)$-spanner of the pyramid with maximum degree 5 are described, and it is proven that the delay of the latter spanner is within a constant factor of optimal.
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1. Introduction and definitions. There are several popular topologies used for constructing parallel computers. Our goal is to determine substructures of such topologies with smaller maximum degree. We require also that these substructures, called spanners, have the property that the distance between two vertices in the substructure is not significantly larger than the corresponding distance in the original structure. In this paper we consider spanners of the two-dimensional grid that have maximum degree 3 , spanners of the X -tree with maximum degree 3 , and spanners of the pyramid with maximum degrees 5 and 6.

Spanners were introduced by Peleg and Ullman [7] who used these structures for efficient simulation of synchronous networks on asynchronous networks. A second motivation for studying spanners is their possible use as network topologies. A spanner can be used as a substitute for a desired network, often giving a much sparser network with a similar structure and only slightly larger communication costs. A third motivation is to provide a relatively inexpensive way of improving the quality of a network. For example, if one wished to construct a network using specialized links (perhaps links with higher bandwidth or higher reliability), an alternative would be to construct a spanner with these links and to use normal connections for the remaining links in the network.

A network is represented by a connected simple graph $G=(V, E)$. We use the notation $d_{G}(u, v)$ to denote the distance between vertices $u$ and $v$ in graph $G$. The subscript $G$ may be omitted if it is clear from context.

Let $f(x)$ be a function from the nonnegative integers to the nonnegative reals. A spanning subgraph $S$ of a connected simple graph $G$ is called a $f(x)$-spanner if for any pair of nodes $u$ and $v$ in $G, d_{S}(u, v) \leq f\left(d_{G}(u, v)\right)$ [4]. This definition has natural generalizations for edge-weighted graphs, digraphs, and hypergraphs. We call $d_{S}(u, v)-d_{G}(u, v)$ the delay between vertices $u$ and $v$ in $S$, denoted $d_{S}^{\prime}(u, v)$. For an $f(x)$-spanner $S$, we let $f^{\prime}(x)=f(x)-x$ and refer to $f^{\prime}(x)$ as the delay of the spanner.

[^31]Note that $f^{\prime}(x)$ is actually an upper bound on the maximum delay in $S$ between any pair of vertices at distance $x$ in $G$.

It may be possible to express the delay $f^{\prime}(x)$ in several ways. In particular, any spanner $S$ of a finite graph $G$ is an $(x+c)$-spanner where $c$ is the maximum delay between any pair of vertices in $S$. A more careful analysis of $S$ may reveal a closer relationship between the distance in $G$ and the delay in $S$. For example, the $(x+c)$ spanner mentioned above may also be determined to be a $2 x$-spanner. In general, we prefer to express $f(x)$ in a manner that bounds the delay as clearly as possible.

Peleg and Schäffer [6] investigated the existence and constructability of sparse spanners for various classes of graphs. They showed that to determine for a given graph $G$ and integer $m \geq 1$ whether $G$ has a $2 x$-spanner with $m$ or fewer edges is NP-complete. Cai [1] showed that, for any integer $t \geq 2$, to determine for a given graph $G$ and integer $m \geq 1$ whether $G$ has a $t x$-spanner with $m$ or fewer edges is NP-complete. Degree-constrained spanners were studied by Richards and Liestman [8] (for pyramids) and by Liestman and Shermer [3] (for multidimensional grids). In [4], we provided the more general formulation of spanners and initiated the study of $(t+x)$-spanners, giving constructions for low-degree $(t+x)$-spanners of hypercubes. We showed [5] that for any integer $t \geq 1$, to determine for a given graph $G$ and integer $m$ whether $G$ has a $(t+x)$-spanner with $m$ or fewer edges is NP-complete. In the same paper, we also described how to construct low-degree $(t+x)$-spanners for X-trees, pyramids, and two-dimensional grids (both finite and infinite). Other related work is discussed in the recent paper of Cai and Corneil [2] and the survey of Soares [9].

In this paper, we return to the study of degree-constrained spanners. Section 2 details our results on spanners of two-dimensional grids. We begin by proving a lower bound of $\sqrt{\frac{x}{2}}$ on the delay of a maximum degree 3 spanner of the grid in $\S 2.1$. In $\S 2.2$, we describe the construction of $(2.5 \sqrt{(3 x+6) / 4}+6+x)$-spanners for two-dimensional grids with maximum degree 3 . The delay of these spanners is within a constant factor of the lower bound.

Section 3 contains our results on spanners of X-trees and pyramids. In §3.2, we prove that the delay of a maximum degree 3 spanner of the X-tree must be at least linear in $x$. In $\S 3.3$, we describe the construction of a $\left(\frac{1}{k} x+k+8-\frac{7}{k}+x\right)$-spanner for X -trees with maximum degree 3 . In $\S 3.5$, we show how to construct a $(2+x)$-spanner for pyramids with maximum degree 6 . In $\S 3.6$, we prove that the delay of a maximum degree 5 spanner of the pyramid must be at least linear in $x$. In $\S 3.7$, we present a construction of a $\left(\frac{1}{k} x+k+8-\frac{7}{k}+x\right)$-spanner for pyramids with maximum degree 5 .
2. Spanners of two-dimensional grids. A grid $G_{n_{1}, n_{2}}$, where $n_{1}, n_{2} \geq 2$, has the vertex set $V=\left\{\left(i_{1}, i_{2}\right) \mid 1 \leq i_{1} \leq n_{1}, 1 \leq i_{2} \leq n_{2}\right\}$. Its edges are between pairs of vertices whose labels differ by 1 in exactly one position, that is, vertex $\left(i_{1}, i_{2}\right)$ is connected to vertex $\left(i_{1}, i_{2}+1\right)$ for all $i_{1}$ and $1 \leq i_{2}<n_{2}$ and vertex ( $i_{1}, i_{2}$ ) is connected to vertex $\left(i_{1}+1, i_{2}\right)$ for all $i_{2}$ and $1 \leq i_{1}<n_{1}$. In order to simplify some of the notation and terminology, we assume the natural embedding of these grids in the plane.
2.1. Lower bound on delay. In this section we show that any maximum degree 3 spanner of a sufficiently large finite grid must have delay at least $\sqrt{\frac{x}{2}}$.

Theorem 2.1. Any spanner $S$ with maximum degree 3 of any grid $G_{n_{1}, n_{2}}$ with $n_{1}, n_{2} \geq 2 k^{2}+1$ for any even $k \geq 2$ has a pair of vertices $u$ and $v$ such that $d_{G}(u, v)=$ $2 k^{2}$ and $d_{S}^{\prime}(u, v) \geq \sqrt{d_{G}(u, v) / 2}=k$.


Fig. 1. A highway spanner.

Proof. Let $S$ be any spanner of $G=G_{n_{1}, n_{2}}$ with maximum degree 3. Consider the paths in $G$ and in $S$ between pairs of vertices $\left(k i+\frac{k}{2}+1,1\right)$ and $\left(k i+\frac{k}{2}+1,2 k^{2}+1\right)$ where $0 \leq i \leq 2 k-1$. In $G$, the shortest path between such a pair of vertices contains exactly $2 k^{2}$ vertical edges. In $S$, any path between such a pair of vertices $u$ and $v$ must contain at least $2 k^{2}$ vertical edges and, possibly, some horizontal edges. Thus, the delay between $u$ and $v$ in $S$ is at least as large as the number of horizontal edges in the shortest path between $u$ and $v$ in $S$. This implies that the shortest path between any such pair must stay in the subgrid with $x_{1}$-coordinates between $k i+2$ and $k i+k$, otherwise the number of horizontal edges (and thus the delay between these vertices) is at least $k$ and we are done.

Similarly, each shortest path in $S$ between a pair of vertices $\left(1, k j+\frac{k}{2}+1\right)$ and $\left(2 k^{2}+1, k j+\frac{k}{2}+1\right)$ where $0 \leq j \leq 2 k-1$ must have delay at least as large as the number of vertical edges and thus stay in the subgrid with $x_{2}$-coordinates between $k j+2$ and $k j+k$.

Consider the subgrid with $x_{1}$-coordinates between $k i+2$ and $k i+k$ and $x_{2}$ coordinates between $k j+2$ and $k j+k$. The paths between $\left(k i+\frac{k}{2}+1,1\right)$ and $\left(k i+\frac{k}{2}+1,2 k^{2}+1\right)$ and between $\left(1, k j+\frac{k}{2}+1\right)$ and $\left(2 k^{2}+1, k j+\frac{k}{2}+1\right)$ must intersect in this subgrid. Since these paths cannot intersect at a degree 4 vertex, at least one of the paths must turn upon meeting the other, thereby incurring at least one unit of delay.

As there are $4 k^{2}$ subgrids of this type, and these subgrids are disjoint, the $4 k$ paths must incur a total of at least $4 k^{2}$ units of delay. Thus, some particular path $P$ must incur at least $\frac{4 k^{2}}{4 k}=k$ units of delay, proving the claim.

Letting $u$ and $v$ be the endpoints of $P, d_{G}(u, v)=2 k^{2}$ and $d_{S}^{\prime}(u, v) \geq k$. $\quad \square$
Thus, a spanner $S$ of a sufficiently large grid $G$ must have various pairs of vertices at distances $x$ in $G$ that have delay at least $\sqrt{\frac{x}{2}}$ in $S$.
2.2. Constructions. We present two methods to construct $(O(\sqrt{x})+x)$-spanners with maximum degree 3 for finite grids.

In [5], we constructed highway spanners for finite grids by using all of the edges of every $l$ th row and every $k$ th column (referred to as highways) to subdivide the grid into $k \times l$ rectangles as illustrated in Fig. 1. To complete the spanner, we added some additional edges from within each rectangle. These edges can be added so that the only vertices of degree 4 are the intersections of the highways.

These highway spanners can be modified to produce spanners of maximum degree 3. One simple modification is to replace each highway intersection by a roundabout as shown in Fig. 2. In this scheme, each highway becomes a union of segments and is now contained in two horizontal or two vertical lines. Let $u$ and $v$ be two vertices at distance $x$ in $G$ on the same horizontal (or vertical) highway in such a spanner $S$. The shortest path between $u$ and $v$ in $S$ follows that highway and passes through


Fig. 2. A modified highway spanner.


Fig. 3. Collapsing a roundabout.
approximately $\frac{x}{k}$ roundabouts, incurring a delay of at least 1 unit in each roundabout. Thus, the delay of such a spanner is at least $\frac{x}{k}$ or $O(x)$. We note that this delay can be eliminated in one of the dimensions by "collapsing" the roundabout into one straight path and one path with a one unit jog as shown in Fig. 3. The resulting spanner, illustrated in Fig. 4, has smaller average degree and a constant delay for pairs of vertices that are separated mainly in the $x_{2}$-direction. However, this type of spanner still has $O(x)$ delay for pairs of vertices that are separated mainly in the $x_{1}$-direction.
2.2.1. Roundabout spanners. A smaller maximum delay can be obtained by collapsing some of the roundabouts horizontally and some vertically. One possible method of doing this yields the roundabout spanner, which has delay within a constant factor of optimal.

To construct a roundabout spanner $R_{2^{k}, 2^{k}}$ for the square grid $G_{2^{k}, 2^{k}}$, first include the edges along the border of this grid, forming two horizontal and two vertical highways. These highways are said to have index $k$. Next, construct a roundabout on the four center vertices of the grid and extend highways in all four directions to the borders as shown in Fig. 5(a). The resulting structure consists of a roundabout with four highway sections radiating from it. These sections form one horizontal and one vertical highway, both of which have index $k-1$. In order to include the remaining vertices on these lines in the spanner, we add some additional edges as shown in Fig. 5(b). When we include these edges in our discussion, we refer to highways as augmented highways and highway sections as augmented highway sections. We recursively apply this construction to each of the four quadrants of the grid, placing in each a roundabout and its four radiating augmented highway sections (see Fig. 5(c)). Note that although we have just added 16 augmented highway sections, we have only added 4 augmented highways, each with index $k-2$. A further level of subdivision is shown in Fig. 5(d). This recursion continues with index decreasing by one at each further level of subdivision until the remaining quadrants are $2 \times 2$ grids. The last augmented highways added have index 1. At this point, the structure forms a connected spanning subgraph of $G_{2^{k}, 2^{k}}$. The roundabout spanner $R_{32,32}$ is shown in Fig. 6, with the indices of vertical highways indicated.

Consider a vertex $u$ of $G_{2^{k}, 2^{k}}$. If $u$ is on the border of $G_{2^{k}, 2^{k}}$, then it has degree


Fig. 4. A further modified highway spanner.


Fig. 5. Building a roundabout spanner.
at most 3 in the grid and, therefore, degree at most 3 in the spanner. Otherwise, the vertex $u$ is first encountered during the construction of $R_{2^{k}, 2^{k}}$ when a roundabout or augmented highway section is added. Note that $u$ is included in and is a border vertex of one quadrant in which the recursive construction is applied. Being a border vertex, it could receive at most one additional incident edge from this recursive construction. Thus, if $u$ has degree at most 2 at this point of the construction, it will have degree at most 3 when the construction is completed. If $u$ is a roundabout vertex, then


Fig. 6. A $32 \times 32$ roundabout spanner.


Fig. 7. The frame of $R_{32,32}$.
it has degree 3 at this level of the construction and is not connected to during any subsequent level. If $u$ is a degree 3 vertex which is not on the roundabout, then it is on the "clockwise" border of its quadrant when viewed from the roundabout and is at odd distance from the roundabout. However, the recursive construction ensures that only the vertices at even distance on this border are given additional incident edges. Thus, in all cases, the degree of $u$ is at most 3 .

We use the term frame to refer to the maximum 2-connected subgraph of this (or any) spanner. The frame of $R_{32,32}$ is shown in Fig. 7. The natural embedding of the frame divides the plane into areas that we referred to as tiles in [3]. We use the term rectangular frame to refer to any frame whose tiles are rectangles. Note that, aside from the corners of such frames, all degree 2 vertices are incident on either two horizontal or two vertical edges in the frame.

Consider any two vertices $u$ and $v$ of a grid $G$. All shortest paths between $u$ and $v$ are contained in the rectangle defined by $u$ and $v$ and either increase or decrease monotonically in both the $x_{1}$ and $x_{2}$ directions. Due to the shape of such paths, we


FIG. 8. Finding the intersection point.
call them staircase paths.
Lemma 2.2. From any vertex $u$ on a rectangular frame $F$, there is a staircase path in $F$ from $u$ to each of the four corners of $F$.

Proof. Let $v$ be the upper right corner of $F$. By symmetry, we need only establish that there is a staircase path from $u$ to $v$. We observe that, for any vertex $w$ of $F$, there must be a vertex $w^{\prime}$ adjacent to $w$ that is on $F$ and lies either above or to the right of $w$, unless $w=v$. Thus, we can construct a staircase path from $u$ to $v$ by including an edge to a neighbor above or to the right at each step.

Lemma 2.3. Let $u$ and $v$ be two vertices in a rectangular frame $F$. There exists a vertex $u^{\prime}$ in $F$ such that:

1. $u^{\prime}$ and $v$ have either the same $x_{1}$-coordinate or the same $x_{2}$-coordinate,
2. $d_{G}\left(u^{\prime}, v\right) \leq d_{G}(u, v)$, and
3. $d_{F}^{\prime}\left(u^{\prime}, v\right) \geq d_{F}^{\prime}(u, v)$.

Proof. If $u$ and $v$ already share an $x_{1}$ - or $x_{2}$-coordinate, let $u^{\prime}=u$. Otherwise, by symmetry, assume that $v$ is above and to the right of $u$. Find a staircase path from $u$ to the upper right corner of $F$. This path must intersect either the upper or right side of the rectangle defined by $u$ and $v$ in the grid $G$. Let the first such intersection point be $u^{\prime}$, as shown in Fig. 8. This vertex satisfies properties 1 and 2 . Noting that $d_{G}\left(u, u^{\prime}\right)=$ $d_{F}\left(u, u^{\prime}\right)$ as there is a staircase path from $u$ to $u^{\prime}$, we get $d_{F}^{\prime}(u, v)=d_{F}(u, v)-d_{G}(u, v)$ $=d_{F}(u, v)-\left(d_{G}\left(u, u^{\prime}\right)+d_{G}\left(u^{\prime}, v\right)\right) \leq\left(d_{F}\left(u, u^{\prime}\right)+d_{F}\left(u^{\prime}, v\right)\right)-d_{G}\left(u, u^{\prime}\right)-d_{G}\left(u^{\prime}, v\right)$ $=d_{F}\left(u^{\prime}, v\right)-d_{G}\left(u^{\prime}, v\right)=d_{F}^{\prime}\left(u^{\prime}, v\right)$, satisfying property 3.

This lemma implies that we need only consider co-horizontal and co-vertical pairs of vertices to determine the delay function $f_{F}^{\prime}(x)$ for a rectangular frame $F$ :

Corollary 2.4. Let $F$ be a rectangular frame with nondecreasing delay function $f_{F}^{\prime}(x)$. For any positive integer $x$, if $f_{F}^{\prime}(x)>f_{F}^{\prime}(x-1)$, then there exists a pair of co-horizontal or co-vertical vertices $u$ and $v$ with $d_{G}(u, v)=x$ and $d_{F}^{\prime}(u, v)=f_{F}^{\prime}(x)$.

Proof. Assume, by way of contradiction, that $f_{F}^{\prime}(x)>f_{F}^{\prime}(x-1)$ but that no such $u$ and $v$ exist. There must be a pair of vertices $a$ and $b$ that are not colinear but with $d_{G}(a, b)=x$ and $d_{F}^{\prime}(a, b)=f_{F}^{\prime}(x)$. By Lemma 2.3, we can find an $a^{\prime}$ such that $a^{\prime}$ and $b$ are colinear, $d_{G}\left(a^{\prime}, b\right) \leq d_{G}(a, b)=x$, and $d_{F}^{\prime}\left(a^{\prime}, b\right) \geq d_{F}^{\prime}(a, b)=f_{F}^{\prime}(x)$. Let $u=a^{\prime}$ and $v=b$. If $d_{G}(u, v)=x$, then $d_{F}^{\prime}(u, v)=f_{F}^{\prime}(x)$, contradicting our assumption. Otherwise, $d_{G}(u, v)<x$. In this case, $d_{F}^{\prime}(u, v) \geq f_{F}^{\prime}(x)$ contradicts either the property that $f_{F}^{\prime}(x)$ is nondecreasing or the hypothesis that $f_{F}^{\prime}(x)>f_{F}^{\prime}(x-1)$.

Lemma 2.5. If $u$ and $v$ are two vertices of $S=R_{2^{k}, 2^{k}}$ that are on a vertical (or horizontal) highway with index $i$, then $d_{S}^{\prime}(u, v) \leq\left\lfloor\frac{d_{G}(u, v)}{2^{i}}\right\rfloor+1$.

Proof. Without loss of generality, we consider a pair $u, v$ on a vertical highway. The proof for $u, v$ on a horizontal highway is similar.

A vertical highway with index $i$ is composed of sections consisting of a roundabout and its associated vertical highway sections. These sections are separated by horizontal highways of index $>i$. The intersections with these horizontal highways consist of one horizontal and one vertical edge. The order of these edges on the vertical highway is unimportant but depends on the index of the horizontal highway and the position of the vertical highway. The net effect of the roundabouts and intersections is that a vertical highway of index $i$ consists of segments of $2^{i}-1$ vertical edges alternating with "turn" sections composed of one horizontal and one vertical edge in some order.

Consider the path from $u$ to $v$ along this highway. The vertical distance from $u$ to $v$ is at most $x$. We are interested in the number of turn sections encountered in the path from $u$ to $v$. Since both $u$ and $v$ may be in turn sections and since one turn section is included in every vertical interval of length $2^{i}$, the total number of turn sections encountered is $\leq\left\lceil\frac{x+2}{2^{i}}\right\rceil=\left\lfloor\frac{x+1}{2^{i}}\right\rfloor+1$. Since no vertical backtracking occurs, the delay on this path is no more than the number of horizontal edges, which is no more than the number of turn sections encountered. Thus, $d_{S}^{\prime}(u, v) \leq\left\lfloor\frac{x+1}{2^{i}}\right\rfloor+$ 1.

Although this lemma gives us a bound on the delay between the two vertices, in general we may be able to achieve a smaller delay by following paths through highways of larger index.

ThEOREM 2.6. $R_{2^{k}, 2^{k}}$ is a $(2.5 \sqrt{(3 x+6) / 4}+6+x)$-spanner of $G_{2^{k}, 2^{k}}$ with maximum degree 3 and average degree $\frac{8}{3}\left(1-\frac{1}{4^{k}}\right)$.

Proof. By Corollary 2.4, we need only consider co-vertical (or co-horizontal) pairs of vertices. We first consider the case where $u$ and $v$ are co-vertical vertices on the frame but not on the border of the grid. Note that for any $i, 1 \leq i<k$, the number of columns between augmented highways of index $\geq i$ is $2^{i}-2$. Thus, $u$ and $v$ are either on an augmented highway of index $\geq i$ or lie in a column which is distance $\alpha$ from an augmented highway of index $i$ and distance $2^{i}-1-\alpha$ from an augmented highway of index $>i$.

Let $u^{\prime}$ and $v^{\prime}$ be vertices at the same horizontal positions as $u$ and $v$, respectively, on the vertical highway of index $i$. Then $\alpha \leq d_{G}\left(u, u^{\prime}\right) \leq \alpha+1$ and $\alpha \leq d_{G}\left(v, v^{\prime}\right) \leq$ $\alpha+1$. Let $P_{u^{\prime}, v^{\prime}}$ be the path from $u^{\prime}$ to $v^{\prime}$ along that vertical highway of index $i$.

Without loss of generality, we assume that $u$ is below $v$ and that $u^{\prime}$ (and $v^{\prime}$ ) are to the left of $u$ and $v$. Consider the staircase path $P_{u}$ from $u$ to the upper left corner and the staircase path $P_{v}$ from $v$ to the lower left corner as guaranteed by Lemma 2.2. If $P_{u}$ and $P_{v}$ intersect at a vertex $w$ to the right of $P_{u^{\prime}, v^{\prime}}$, then the path $P$ constructed by following $P_{u}$ from $u$ to $w$ and then $P_{v}$ from $w$ to $v$ gives a path from $u$ to $v$ with delay $\leq 2 \alpha$ (see Fig. 9(a)). Otherwise, $P_{u}$ and $P_{v}$ must intersect $P_{u^{\prime}, v^{\prime}}$ at vertices $u^{\prime \prime}$ and $v^{\prime \prime}$, respectively (see Fig. 9(b)). In this case, the path $P$ from $u$ to $v$ following $P_{u}$ from $u$ to $u^{\prime \prime}, P_{u^{\prime}, v^{\prime}}$ from $u^{\prime \prime}$ to $v^{\prime \prime}$, and $P_{v}$ from $v^{\prime \prime}$ to $v$ gives a path from $u$ to $v$ with delay $\leq 2(\alpha+1)+$ the delay from $u^{\prime \prime}$ to $v^{\prime \prime}$ along $P_{u^{\prime}, v^{\prime}}$. This latter quantity is at most the delay from $u^{\prime}$ to $v^{\prime}$ along $P_{u^{\prime}, v^{\prime}}$, which is at most $\left\lfloor\frac{d_{G}\left(u^{\prime}, v^{\prime}\right)}{2^{i}}\right\rfloor+1$ by Lemma 2.5. Thus, the delay along $P$ is at most $2(\alpha+1)+\left\lfloor\frac{d_{G}(u, v)}{2^{i}}\right\rfloor+1$.

We now consider the path $Q$ along the augmented highway of index $>i$ at a distance $2^{i}-1-\alpha$ from $u$ and $v$. A similar argument establishes that the delay on such a path is at most $2\left(2^{i}-\alpha\right)+\left\lfloor\frac{d_{G}(u, v)}{2^{i+1}}\right\rfloor+1$. (The denominator $2^{i+1}$ is due to the fact that this highway has index $\geq i+1$.)

Thus, the delay between $u$ and $v$ is at most the minimum of the delay along $P$ and the delay along $Q$. To find an upper bound on this delay, we consider $\alpha$ to be a


Fig. 9. Paths between $u$ and $v$.
continuous variable and maximize

$$
\min \left(2(\alpha+1)+\left\lfloor\frac{d_{G}(u, v)}{2^{i}}\right\rfloor+1,2\left(2^{i}-\alpha\right)+\left\lfloor\frac{d_{G}(u, v)}{2^{i+1}}\right\rfloor+1\right) .
$$

This minimum is maximized when both delays are the same or when $\alpha=2^{i-1}-\frac{1}{2}-\frac{x}{2^{i+3}}$ and the delay is $2^{i}+\frac{3 x}{2^{2+2}}+2$.

The above bound on delay holds for any $i$ between 1 and $k-1$ inclusive. Considered together, these $i$ imply an upper bound of

$$
\min _{1 \leq i \leq k-1} 2^{i}+\frac{3 x}{2^{i+2}}+2
$$

on the delay between $u$ and $v$. This is, in turn, bounded above by $2^{i}+\frac{3 x}{2^{i+2}}+2$ for any particular choice of $i$. Consider $i=\left\lfloor\log _{2}(\sqrt{3 x / 4})\right\rfloor$. (Note that $i=\log _{2}(\sqrt{3 x / 4})$ minimizes the continuous function $2^{i}+\frac{3 x}{2^{i+2}}+2$.) This gives an upper bound on the delay of

$$
2^{\left\lfloor\log _{2}(\sqrt{3 x / 4})\right\rfloor}+\frac{3 x}{4 \cdot 2^{\left\lfloor\log _{2}\left(\sqrt{\frac{3 x}{4}}\right)\right\rfloor}+2, ~}
$$

which we claim is at most $2.5 \sqrt{3 x / 4}+2$.
Let $y=\sqrt{3 x / 4}$. Substituting $y$ and subtracting 2 from both sides, the claim becomes

$$
2^{\lfloor\log y\rfloor}+y^{2} \cdot \frac{1}{2^{\lfloor\log y\rfloor}} \leq 2.5 y
$$

Let $\phi=\log y-\lfloor\log y\rfloor$. Thus, $0 \leq \phi<1$. Then $2^{\lfloor\log y\rfloor}=2^{\log y-\phi}=\frac{2^{\log y}}{2^{\phi}}=\frac{y}{2^{\phi}}$. Let $\varepsilon=2^{\phi}$. As $0 \leq \phi<1$, we have that $1 \leq \varepsilon<2$ and $2^{\lfloor\log y\rfloor}=\frac{y}{\varepsilon}$. The claim now becomes

$$
\frac{y}{\varepsilon}+y^{2} \cdot \frac{1}{y / \varepsilon} \leq 2.5 y
$$

$$
\begin{array}{r}
\frac{y}{\varepsilon}+\varepsilon y \leq 2.5 y \\
\frac{1}{\varepsilon}+\varepsilon \leq 2.5 \\
1+\varepsilon^{2} \leq 2.5 \varepsilon \\
\varepsilon^{2}-2.5 \varepsilon+1 \leq 0
\end{array}
$$

which is true for $\frac{1}{2} \leq \varepsilon<2$. Recalling that $1 \leq \varepsilon<2$, the claim is proved.
This gives an upper bound of $2.5 \sqrt{3 x / 4}+2$ for pairs of vertices on the frame that are separated by distance $x$ in the grid.

Consider a pair of vertices $u$ and $v$ that are not necessarily on the frame. As any non-frame vertex is at distance 1 from a frame vertex in $S$, we can find $u^{\prime}$ and $v^{\prime}$, both on the frame, such that $d_{S}\left(u, u^{\prime}\right) \leq 1$ and $d_{S}\left(v, v^{\prime}\right) \leq 1$. This implies $d_{G}\left(u^{\prime}, v^{\prime}\right) \leq d_{G}(u, v)+2$ and $d_{S}\left(u^{\prime}, v^{\prime}\right)=d_{G}\left(u^{\prime}, v^{\prime}\right)+2.5 \sqrt{3 d_{G}\left(u^{\prime}, v^{\prime}\right) / 4}+2$. This means that $d_{S}\left(u^{\prime}, v^{\prime}\right) \leq\left(d_{G}(u, v)+2\right)+2.5 \sqrt{3\left(d_{G}(u, v)+2\right) / 4}+2$ or $d_{S}(u, v) \leq$ $d_{S}\left(u^{\prime}, v^{\prime}\right) \leq\left(d_{G}(u, v)+2+2.5 \sqrt{3\left(d_{G}(u, v)+2\right) / 4}+2\right)+2$. Simplifying gives a delay of at most $2.5 \sqrt{3 d_{G}(u, v)+6 / 4}+6$ between $u$ and $v$.

To calculate the average degree, we begin by summing the number of edges in highways of each index. The borders of the grid constitute the highways of index $k$. There are $4\left(2^{k}-1\right)$ edges in these highways. A single roundabout of index $i$ with its four associated augmented highway sections contributes $2^{i+3}-8$ edges. Since there are $4^{k-i-1}$ roundabouts of index $i$, there are a total of $4^{k-i-1}\left(2^{i+3}-8\right)$ edges on augmented highways of index $i$. Summing over all indices, this gives

$$
\begin{aligned}
& 4\left(2^{k}-1\right)+\sum_{i=1}^{k-1} 4^{k-i-1}\left(2^{i+3}-8\right) \\
& \quad=2^{k+2}-4+\sum_{i=1}^{k-1} 2^{2 k-i+1}-2 \cdot \sum_{i=1}^{k-1} 4^{k-i} \\
& \quad=2^{k+2}-4+2^{k+1} \cdot \sum_{i=1}^{k-1} 2^{k-i}-2 \cdot \sum_{i=1}^{k-1} 4^{k-i} \\
& \quad=2^{k+2}-4+2^{k+1} \cdot \sum_{i=1}^{k-1} 2^{i}-2 \cdot \sum_{i=1}^{k-1} 4^{i} \\
& \quad=2^{k+2}-4+2^{k+1}\left(2^{k}-2\right)-2\left(\frac{4^{k}-4}{3}\right) \\
& \quad=2^{k+2}-\frac{12}{3}+2^{2 k+1}-2^{k+2}-\frac{2^{2 k+1}}{3}+\frac{8}{3} \\
& \quad=\frac{2^{2 k+2}}{3}-\frac{4}{3}
\end{aligned}
$$

edges in the spanner. The average degree is

$$
\frac{2 \cdot\left(\frac{2^{2 k+2}}{3}-\frac{4}{3}\right)}{2^{k} \cdot 2^{k}}=\frac{8}{3}\left(1-\frac{1}{4^{k}}\right)
$$

To construct a $(2.5 \sqrt{(3 x+6) / 4}+6+x)$-spanner for $G_{n_{1}, n_{2}}$ with maximum degree 3 , first construct $R_{2^{k}, 2^{k}}$ where $k$ is chosen to be as small as possible such that $n_{1} \leq 2^{k}$ and $n_{2} \leq 2^{k}$. Add all of the edges of column $n_{1}$ and all of the edges of row $n_{2}$. Discard the portion of the resulting structure that lies outside of $G_{n_{1}, n_{2}}$ to obtain the spanner. The delay between any pair of vertices in the resulting spanner cannot exceed the delay between the corresponding vertices of $R_{2^{k}, 2^{k}}$.

Note that in the roundabout spanner we have collapsed about $\frac{2}{3}$ of the roundabouts that occurred in the simple construction. If we collapse all of the roundabouts, we obtain a different spanner with smaller average degree.
2.2.2. Jogging spanners. To construct the jogging spanner $J_{2^{k}, 2^{k}}$ for the square grid $G_{2^{k}, 2^{k}}$, first include the edges along the border of this grid. Add the edges of row $2^{k-1}+1$ and alternate edges of row $2^{k-1}$ as shown in Fig. 10(a). This creates three augmented horizontal and two augmented vertical highways of index $k$. Next, we construct an augmented vertical highway of index $k-1$ on columns $2^{k-1}$ and $2^{k-1}+1$. The highway consists of the column $2^{k-1}$ edges from row 1 to row $2^{k-1}+1$ where it jogs to column $2^{k-1}+1$ and continues to row $2^{k}$. In addition to these edges, the augmented highway includes every second edge in the unused portion of these columns as shown in Fig. 10(b). We now insert two augmented horizontal highways of index $k-1$ in the same fashion: For every adjacent pair of existing augmented horizontal highways, insert a new augmented horizontal highway on the two rows midway between the existing highways. To insert a highway, begin on the even numbered row at column 1, insert horizontal edges across to column $2^{k}-1$, jogging to the other row of the highway whenever encountering the solid section of a vertical highway. Include every second edge in the unused portion of these rows as before to form augmented highways. The result is shown in Fig. 10(c). Repeat this step in the vertical direction to achieve the structure shown in Fig. 10(d); this figure also indicates the indices of the augmented highways created so far. The construction continues by repeating this step, alternating between the vertical and horizontal augmented highway insertions. Each set of insertions creates augmented highways with index one less than the previous set of insertions in that direction. A full construction for a $32 \times 32$ grid is shown in Fig. 11(d).

THEOREM 2.7. $J_{2^{k}, 2^{k}}$ is a $(2.5 \sqrt{(3 x+6) / 4}+6+x)$-spanner of $G_{2^{k}, 2^{k}}$ with maximum degree 3 and average degree $\frac{5}{2}-\frac{2}{4^{k}}$.

Proof. Note that since $J_{2^{k}, 2^{k}}$ has a rectangular frame, Lemma 2.2, Lemma 2.3, and Corollary 2.4 apply. By our assignment of index numbers to highways, Lemma 2.5 also holds.

To prove the upper bound $2.5 \sqrt{(3 x+6) / 4}+6$ on the delay of $J_{2^{k}, 2^{k}}$, we proceed as in the proof of Theorem 2.6 noting that the number of columns between augmented vertical highways of index $\geq i$ is $2^{i}-2$ (as in the previous proof) while the number of rows between augmented horizontal highways of index $\geq i$ is $2^{i-1}-2$. Following the analysis of the proof of Theorem 2.6 gives delay between co-vertical pairs of vertices of at most $2.5 \sqrt{(3 x+6) / 4}+6$ while the delay between co-horizontal pairs of vertices is smaller.

To calculate the average degree, we begin by summing the number of edges in augmented highways of each index. The borders of the grid contribute $4\left(2^{k}-1\right)$ edges. The other index $k$ augmented highway is the first horizontal highway added, which contributes $\left(2^{k}-1\right)+\left(2^{k-1}-1\right)$ edges. Generally, each of the $2^{k-i}$ index $i$ augmented horizontal highways contributes $\left(2^{k}-1\right)+2^{k-i}\left(2^{i-1}-1\right)$ edges. We construct augmented horizontal highways for each index from 2 to $k$. Similarly, each


Fig. 10. Building a jogging spanner.
of the $2^{k-i-1}$ index $i$ augmented vertical highways contributes $\left(2^{k}-1\right)+2^{k-i}\left(2^{i-1}-1\right)$ edges. We construct augmented vertical highways for each index from 1 to $k-1$. Thus, the total number of edges added during the construction of $J_{2^{k}, 2^{k}}$ is

$$
\begin{aligned}
& 4\left(2^{k}-1\right)+\sum_{i=2}^{k} 2^{k-i}\left[\left(2^{k}-1\right)+2^{k-i}\left(2^{i-1}-1\right)\right] \\
& +\sum_{i=1}^{k-1} 2^{k-i-1}\left[\left(2^{k}-1\right)+2^{k-i}\left(2^{i-1}-1\right)\right] \\
& =\left(2^{k+2}-4\right)+\sum_{i=1}^{k-1}\left[3 \cdot 2^{2 k-i-2}-2^{2 k-2 i-2}-2^{k-i-1}\right] \\
& \quad+\sum_{i=1}^{k-1}\left[3 \cdot 2^{2 k-i-2}-2^{2 k-2 i-1}-2^{k-i-1}\right]
\end{aligned}
$$



Fig. 11. Final steps in construction of jogging spanner.

$$
\begin{aligned}
& =\left(2^{k+2}-4\right)+2 \cdot \sum_{i=1}^{k-1} 3 \cdot 2^{2 k-i-2}-\sum_{i=1}^{k-1} 2^{2 k-2 i-2}-\sum_{i=1}^{k-1} 2^{2 k-2 i-1}-2 \cdot \sum_{i=1}^{k-1} 2^{k-i-1} \\
& =\left(2^{k+2}-4\right)+3 \cdot 2^{k-1} \cdot \sum_{i=1}^{k-1} 2^{k-i}-3 \cdot \sum_{i=2}^{k} 4^{k-i}-\sum_{i=1}^{k-1} 2^{k-i} \\
& =\left(2^{k+2}-4\right)+3 \cdot 2^{k-1} \cdot \sum_{i=1}^{k-1} 2^{i}-3 \cdot \sum_{i=0}^{k-2} 4^{i}-\sum_{i=1}^{k-1} 2^{i} \\
& =\left(2^{k+2}-4\right)+3 \cdot 2^{k-1} \cdot\left(2^{k}-2\right)-3 \cdot\left(\frac{4^{k-1}-1}{3}\right)-\left(2^{k}-2\right) \\
& =5 \cdot 4^{k-1}-1 .
\end{aligned}
$$

The average degree is

$$
\frac{2 \cdot\left(5 \cdot 4^{k-1}-1\right)}{2^{k} \cdot 2^{k}}=\frac{5}{2}-\frac{2}{4^{k}} .
$$

As with the roundabout spanner, we can construct a $(2.5 \sqrt{(3 x+6) / 4}+6+x)$ spanner of this type for $G_{n_{1}, n_{2}}$. First construct $J_{2^{k}, 2^{k}}$ where $k$ is chosen to be as small as possible such that $n_{1} \leq 2^{k}$ and $n_{2} \leq 2^{k}$. Add all of the edges of column $n_{1}$ and all of the edges of row $n_{2}$. Discard the portion of the resulting structure that lies outside of $G_{n_{1}, n_{2}}$ to obtain the spanner. The delay between any pair of vertices in the resulting spanner cannot exceed the delay between the corresponding vertices of $J_{2^{k}, 2^{k}}$. This spanner has maximum degree 3 and average degree less than that of the spanner of $G_{n_{1}, n_{2}}$ derived from the roundabout construction.

## 3. Spanners of X-trees and pyramids.

3.1. X-tree spanners with maximum degree 3. We begin our investigation of spanners of X -trees by reviewing the previous results in this area. Richards and Liestman [8] investigated degree-constrained ( $t x$ )-spanners of X-trees. In particular, they constructed a $3 x$-spanner with maximum degree 3 and a $2 x$-spanner with maximum degree 4. Liestman and Shermer [5] constructed a ( $1+x$ )-spanner of the X-tree with maximum degree 4 . In this section, we are interested in constructing spanners with maximum degree 3 and improved $f(x)$.

An $X$-tree consists of a full balanced binary tree with all the leaves on the same level plus some additional edges. Edges are added to the tree such that the vertices on each level are connected, from left to right, in a path. We will use the term horizontal edge to denote an edge of such a path. Horizontal edges are of two types. The term sibling edge denotes a horizontal edge that connects two vertices with the same parent and the term cousin edge denotes any of the remaining horizontal edges. The term vertical edge denotes a tree edge. Vertical edges from a parent to a left or right child will be referred to as left or right vertical edges, respectively. We will imagine that the tree is positioned with the root on level 0 at the top and will refer to movement up and down the tree and use the terms above and below with that orientation in mind. Note that an X-tree has maximum degree 5, a non-boundary vertex has degree 5, and the average degree of a vertex in the X-tree is approximately 4. Let height $(G)$ denote the number of levels in the X-tree $G$ and let level ${ }_{G}(v)$ denote the level associated with vertex $v$ the X-tree $G$. We will use $T_{u}$ to denote the subtree of the X-tree rooted at vertex $u$.

The following result (from [5]) will be useful in our proofs.
Lemma 3.1. Given any two vertices $a$ and $b$ in an $X$-tree, there is some shortest path between $a$ and $b$ that contains at most one sibling edge and at most two cousin edges with these horizontal edges at the top of the path.

We note that Richards and Liestman [8] produced results under the original definition of spanner, which is concerned only with the delay between vertices adjacent in the original graph $G$. Among these results, they showed that (in their terminology) "2-spanners" of sufficiently large X-trees cannot be constructed with maximum degree 3. Although " 2 -spanner" corresponds to " $2 x$-spanner" in our terminology, their lower bound proof only shows that $f(x)$-spanners of sufficiently large X -trees cannot be constructed with maximum degree 3 and $f(1)=2$. (The upper bounds translate readily between the terminologies: their 3 -spanner is a $3 x$-spanner.) Consequently, we are still left with the problem of constructing good spanners of the X-tree with maximum degree 3 .


Fig. 12. The funnel of $u$.
3.2. Lower bound for $X$-tree spanners with maximum degree 3. In this section, we show that any X-tree spanner with maximum degree 3 must have delay that is linear in $x$.

Theorem 3.2. There is no $f(x)$ such that $f^{\prime}(x) \in o(x)$, and there exist $f(x)$ spanners $S_{h}$ with maximum degree 3 for $X$-trees of every height $h+1$.

Proof. If we can show that such a spanner $S$ must contain some horizontal edges, we observe that as we are limited to maximum degree 3, any endpoint of an included horizontal edge must also be the endpoint of a vertical edge that is not included in $S$. We now show that some horizontal edges must be included in $S$.

The funnel of a non-leaf vertex $u$, denoted $F(u)$, is the subgraph induced by $u$ and all of the endpoints of the horizontal edges directly below $u$ in the usual embedding of the X-tree as shown for the example in Fig. 12.

We claim that given a funnel $F(u)$ of such a spanner $S$, there must be a horizontal edge of $S$ in that funnel within $f(1)+1$ levels of $u$. Consider the horizontal edge ( $a, b$ ) of $F(u)$ that is $\left\lceil\frac{f(1)+1}{2}\right\rceil$ levels below $u$. If this edge or any horizontal edge above it in $F(u)$ is contained in $S$, then the claim is satisfied. Otherwise, any path from $a$ to $b$ in $S$ either ascends at least as far as $u$ or crosses the funnel below ( $a, b$ ). In the former case, the path must go up at least $\left\lceil\frac{f(1)+1}{2}\right\rceil$ levels and then down at least $\left\lceil\frac{f(1)+1}{2}\right\rceil$ levels and thus be at least $f(1)+1$ edges long. Since $S$ is assumed to be an $f(x)$-spanner, a shortest path from $a$ to $b$ must cross the funnel on a horizontal edge below $(a, b)$. If this horizontal edge is more than $\frac{f(1)-1}{2}$ levels below $(a, b)$, then this path is of length greater than $2 \cdot\left(\frac{f(1)-1}{2}\right)+1=f(1)$, a contradiction. Thus, in this case there must be a horizontal edge within $\frac{f(1)-1}{2}$ levels below $(a, b)$. This implies that there is a horizontal edge within $\left\lceil\frac{f(1)+1}{2}\right\rceil+\frac{f(1)-1}{2} \leq f(1)+1$ levels of $u$.

Since these horizontal edges must be included, we know that some corresponding vertical edges are not included in $S$.

Let $u$ and $v$ be two vertices of an X-tree. We call $v$ an interior descendant of $u$ if $v$ is a descendant of $u$ and the vertical path from $u$ to $v$ includes both left and right vertical edges. If $v$ is an interior descendant of $u$, then $T_{v}$ is said to be properly nested in $T_{u}$, that is, no node of $T_{v}$ is adjacent to a node that is not in $T_{u}$.

Consider a shortest path in the X-tree between the root $r$ and some node $w$ at level $h$. In the X-tree, this path consists of $h$ vertical edges. In a spanner of the X-tree, such a path will include at least $h$ vertical edges and may also include some horizontal edges. Thus, the delay in the spanner is at least as large as the number of horizontal edges. Now suppose that $u$ is an ancestor of $w$ such that the edge from $u$ to its parent in the X-tree is not included in the spanner. As this is the only vertical edge out of the subtree $T_{u}$ rooted at $u$, then any path from $w$ to $r$ in the spanner must include a horizontal edge out of $T_{u}$.

We can extend this argument. Suppose that we have a sequence of vertices $r=$


Fig. 13. Candidates for $\boldsymbol{x}_{i+1}$.
$x_{0}, x_{1}, x_{2}, \ldots, x_{l}, w$ such that $w$ is in $T_{x_{l}}$, each $x_{i}$ is an interior descendant of $x_{i-1}$, and the edge from each $x_{i}$ to its parent is not included in the spanner. In this situation, any path from $w$ to $r$ in the spanner must contain at least $l$ horizontal edges and, hence, have delay at least $l$. (Due to the definition of interior descendant, any horizontal edge with an endpoint in $T_{x_{i}}$ has its other endpoint in $T_{x_{i-1}}$.)

We now show how to find a sequence of vertices $r=x_{0}, x_{1}, x_{2}, \ldots, x_{l}, w$ as described above with $l=\left\lfloor\frac{h}{f(1)+4}\right\rfloor$ in any $f(x)$-spanner with maximum degree 3 of an X-tree of height $h+1$. Start with $x_{0}=r$. We obtain $x_{i+1}$ from $x_{i}$ as follows. Let $l_{i}$ be the "left interior grandchild of $x_{i}$ ", i.e., the vertex that is the right child of the left child of $x_{i}$. Note that $l_{i}$ and all of its descendants are interior descendants of $x_{i}$. Consider the funnel $F\left(l_{i}\right)$. There is a horizontal edge $(a, b)$ in this funnel that is included in the spanner and is at most $f(1)+1$ levels below $l_{i}$. The endpoint $a$ of this edge must have degree no more than 3 . Thus, either the edge from $a$ to its parent is not in the spanner or the edge from $a$ to one of its children $a^{\prime}$ is not in the spanner as indicated in Fig. 13. In the former case, let $x_{i+1}=a$ and in the latter case let $x_{i+1}=a^{\prime}$. Thus, we can find $x_{i+1}$, which is at most $f(1)+4$ levels below $x_{i}$. (The vertex $l_{i}$ is two levels below $x_{i}, a$ is at most $f(1)+1$ levels below $l_{i}$, and $a^{\prime}$ is one level below $a$.)

If the X-tree has $h+1$ levels, we may repeat this process $\left\lfloor\frac{h}{f(1)+4}\right\rfloor$ times. We, therefore, let $l=\left\lfloor\frac{h}{f(1)+4}\right\rfloor$ and have obtained $x_{0}, x_{1}, x_{2}, \ldots, x_{l}$. Choosing $w=x_{l}$, we have found the desired sequence in the spanner.

By the preceding argument, this implies that the path from $w$ to $r$ in the spanner has delay at least $l=\left\lfloor\frac{h}{f(1)+4}\right\rfloor$. Furthermore, the path from $r$ to any descendant of $w$ also has delay at least $l$.

Assume by way of contradiction that we can construct an $f(x)$-spanner $S_{h}$ of any X-tree of height $h+1$ such that $f^{\prime}(x) \in o(x)$. This implies that for any constant $c$ there exists $x_{0}$ such that $f^{\prime}(x)<c x$ for all $x \geq x_{0}$. We choose $c=\frac{1}{f(1)+4}$. By our assumption, some $x_{0}$ exists satisfying $f^{\prime}(x)<\frac{x}{f(1)+4}$ for all $x \geq x_{0}$. Consider the spanner $S_{h}$ of an X-tree of height $h+1$ where $h$ is the smallest multiple of $f(1)+4$ that is greater than $x_{0}$. By the above argument, we can find a vertex $w$ at the bottom of the X-tree (i.e., at a distance greater than $x_{0}$ from $r$ ) such that the path from the root $r$ to $w$ has delay at least $l=\frac{h}{f(1)+4}=\frac{x}{f(1)+4}$. This contradicts $f^{\prime}(x)<\frac{x}{f(1)+4}$ and, therefore, our assumption that $f^{\prime}(x) \in o(x)$.
3.3. Construction of $X$-tree spanners with maximum degree 3. Before describing some new spanners of this type, we note that the $3 x$-spanner of Richards and Liestman [8], which has maximum degree 3 , can be shown to be a ( $2 x+1$ )-spanner


Fig. 14. 2-, 3-, and 4-level shrubs.


Fig. 15. 2-level shrub spanner.
of the X-tree. The proof is simple and is omitted here.
A $k$-level shrub is a spanner of an X-tree of height $k$, for $k \geq 2$. To construct a $k$-level shrub, connect the root $r$ to its right child $r_{1}$ and continue adding right vertical edges to form a path of $k-1$ right vertical edges from the root through vertices $r_{1}, r_{2}, \ldots, r_{k-1}$. At each vertex $r_{i}$ along this path, add the sibling edge to its left sibling $l_{i}$. Include the edges of a complete binary tree of height $k-i$ rooted at $l_{i}$, $1 \leq i \leq k-1$. Add all of the cousin edges at the bottom of each of these binary trees (that is, $k$ levels below $r$ ) and those cousin edges on the bottom level that connect these binary trees. Add the left vertical edge from $r_{k-1}$ to $l_{k}$ and the sibling edge from $l_{k}$ to $r_{k}$. The resulting structure is a $k$-level shrub. Figure 14 shows $k$-level shrubs for $k=2,3,4$. Note that the root has degree 1 and the vertices on level $k$ below the root have degree at most 2 .

To construct a $k$-level shrub spanner of an X-tree of height $h+1$, begin by constructing a $k$-level shrub rooted at the root of the X-tree. As long as $k$ levels remain below the level of the lowest vertices included in the structure, add a $k$-level shrub rooted at each vertex on the lowest level of the existing structure. Connect these newly added $k$-level shrubs by adding cousin edges between adjacent vertices from different shrubs on the bottom level of these shrubs. Note that adding these edges does not increase the degree of the vertices beyond 2 . When $i \leq k$ levels remain, add the top $i$ levels of a $k$-level shrub rooted at each vertex on the lowest level of the existing structure. Add all of the missing cousin edges of the bottom level of the X-tree. Figure 15 shows a 2 -level shrub spanner for an X-tree of height 5.

Lemma 3.3. The largest face on a $k$-level shrub spanner is bounded by at most $2 k+6$ edges.

Proof. The largest face within a $k$-level shrub for $k \geq 3$ is the face below the sibling edge between $l_{1}$ and $r_{1}$ that is bounded by $2(k-1)$ vertical and 3 horizontal edges, in total $2 k+1$ edges. The 2 -level shrub has no faces. Other faces are formed by edges from two consecutive layers of $k$-level shrubs. The largest face of this type is the face lying below a sibling edge between vertices $l_{k-1}$ and $r_{k-1}$ of some $k$-level shrub. This face is bounded by $2(k+1)$ vertical and 4 horizontal edges, in total, $2 k+6$ edges. Due to the inclusion of cousin edges at the bottom of each layer, no faces are bounded by edges from more than two consecutive layers.

Theorem 3.4. The $k$-level shrub spanner $S$ is a $\left(\frac{1}{k} x+k+8-\frac{7}{k}+x\right)$-spanner of
the $X$-tree with maximum degree 3 and average degree $<2 \frac{3}{4}$.
Proof. From Lemma 3.1, we know that the shortest path $P$ between any pair of vertices $a$ and $b$ in an X-tree can be divided into two vertical sections and one horizontal section. Let $v_{1}$ and $v_{2}$ denote the number of edges in the two vertical sections and $h$ denote the number of edges in the horizontal section.

Given a $k$-level shrub spanner $S$, we note that a vertical path of length $v$ can touch upon at most $\left\lfloor\frac{v-2}{k}\right\rfloor+2=d$ shrubs. Since each shrub can add at most one horizontal edge (and no vertical edges) to a vertical path, the maximum number of horizontal edges added to a vertical path of length $v$ is $d$. Thus, the vertical sections of the path $P$ in the X -tree correspond to path sections in the spanner containing no more than $\left\lfloor\frac{v_{1}-2}{k}\right\rfloor+2+\left\lfloor\frac{v_{1}-2}{k}\right\rfloor+2+\leq\left\lfloor\frac{v_{1}+v_{2}-4}{k}\right\rfloor+4$ units of delay.

Let $d_{h}$ denote the delay in $S$ between the endpoints of the horizontal section of $P$. The total delay along the path in $S$ corresponding to $P$ is at most $\left\lfloor\frac{v_{1}+v_{2}-4}{k}\right\rfloor+4+d_{h}=$ $\left\lfloor\frac{x-h-4}{k}\right\rfloor+4+d_{h}$.

If the horizontal section of $P$ consists of a single sibling edge that is missing from the $k$-level shrub spanner, it can be replaced by the two edges to the parent, giving $d_{h}=1$. In this case, the total delay along the path in $S$ corresponding to $P$ is at most $\left\lfloor\frac{x-1-4}{k}\right\rfloor+4+1=\frac{x-5}{k}+5 \leq \frac{x}{k}+\frac{k-1}{k}$.

If the horizontal section of $P$ consists of a single cousin edge that is missing from the $k$-level shrub spanner, its endpoints are on a face of no more than $2 k+6$ edges, so it can be replaced by a path of length at most $k+3$ giving $d_{h} \leq k+3-1=$ $k+2$. In this case, the total delay along the path in $S$ corresponding to $P$ is at most $\left\lfloor\frac{x-1-4}{k}\right\rfloor+4+(k+2)=\frac{x-5}{k}+k+6 \leq \frac{x}{k}+\frac{k^{2}+6 k-5}{k}$.

If the horizontal section of $P$ consists of one sibling and one cousin edge and both are missing from $S$, then the edges to the parent $(x)$ of the sibling vertices are in the spanner. This vertex and the remaining endpoint $(w)$ of the cousin edge are on the same face of $S$. Thus, there is a path between $w$ and $x$ of no more than $k+3$ edges giving delay of $d_{h} \leq(k+3+1)-2=k+2$. In this case, the total delay along the path in $S$ corresponding to $P$ is at most $\left\lfloor\frac{x-2-4}{k}\right\rfloor+4+(k+2)=\frac{x-6}{k}+k+6 \leq \frac{x}{k}+\frac{k^{2}+6 k-6}{k}$. Note that if the horizontal section of $P$ is of this form and only one of the edges is missing, then one of the previous cases applies.

If the horizontal section of $P$ consists of one sibling edge $(v, w)$ and two cousin edges, $(u, v)$ and $(w, x)$, both of which are missing from $S$, then one of the cousin edges (say ( $w, x)$ ) must be immediately below a sibling edge. Let $y$ be the parent of $v$ and $w$, and let $z$ the parent of $x$ (and sibling to $y$ ). By the structure of $k$-level shrubs, we know that there is a path in $S$ from $x$ to $z$ of at most 2 edges. There is also a path in $S$ from $z$ to $y$ of at most 2 edges consisting of either the sibling edge between them or the two edges to their parent. Finally, there is a path in $S$ from $y$ to $u$ of at most $k+3$ edges since $y$ and $u$ are on the same face of $S$. Thus, there is a path in $S$ from $u$ to $x$ of length at most $k+7$ giving delay of $d_{h} \leq(k+7)-3=k+4$. In this case, the total delay along the path in $S$ corresponding to $P$ is at most $\left\lfloor\frac{x-3-4}{k}\right\rfloor+4+(k+4)=\frac{x-7}{k}+k+8$ $\leq \frac{x}{k}+\frac{k^{2}+8 k-7}{k}$. If the horizontal section of $P$ is of this form and either of the cousins is present, then one of the previous cases applies.

Thus, the total delay along the path in $S$ corresponding to $P$ is at most $\frac{x}{k}+$ $\frac{k^{2}+8 k-7}{k}$, so $f(x) \leq \frac{k+1}{k} x+k+8-\frac{7}{k}$.

To bound the average degree, we note that most of the vertices that are not at the bottom level of the spanner are of degree 3 . Consider a vertex not at the bottom level of the spanner. If this vertex is the second vertex from the right on the bottom level of its shrub, then it has degree 2 ; if it is the root of either the leftmost or rightmost
shrub on its level, then it has degree 2 ; if it is the root of the X-tree, then it has degree 1. Otherwise, it has degree 3 . As the vertices of degree $<3$ are relatively sparse, we can obtain a good upper bound on the average degree by assuming that all vertices not at the bottom level of the X-tree have degree 3.

Consider now the vertices at the bottom of the X-tree. By our construction, at most one such vertex in each shrub (or partial shrub) is of degree 3. The other vertices at this level are of degree at most 2 . There are at most $2^{h-1}$ shrubs (or partial shrubs) at this level. As there are $2^{h}$ vertices at the bottom level and $2^{h}-1$ vertices not on the bottom level, the average degree is at most

$$
\frac{3 \cdot 2^{h-1}+2 \cdot 2^{h-1}+3\left(2^{h}-1\right)}{2^{h+1}-1}=\frac{11 \cdot 2^{h-1}-3}{2^{h+1}-1}=\frac{\frac{11}{4} \cdot 2^{h+1}-\frac{11}{4}-\frac{1}{4}}{2^{h+1}-1}<\frac{11}{4}=2 \frac{3}{4}
$$

3.4. Pyramid spanners. We begin our investigation of spanners of pyramids by reviewing the previous results in this area. Richards and Liestman [8] investigated degree-constrained $(t x)$-spanners of pyramids. In particular, they constructed a $2 x$ spanner with maximum degree 6 , a $3 x$-spanner with maximum degree 4 , and a $7 x$ spanner with maximum degree 3. Liestman and Shermer [5] constructed a $(1+x)$ spanner of the pyramid with maximum degree 7 . In this section, we are interested in constructing spanners with lower maximum degree and improved $f(x)$.

A three-dimensional pyramid consists of a series of levels with $4^{i}$ vertices on level $i$, starting with 1 vertex on level 0 . The vertices on each level are arranged in a $2^{i} \times 2^{i}$ square grid graph or "mesh," where each vertex is connected to its four orthogonal neighbors. Further, each vertex is connected to the four corresponding vertices on the level below it. A pyramid is shown in Fig. 16. As with X-trees, we can partition the edges of the pyramid into horizontal and vertical edges, further classifying the horizontal edges as sibling or cousin edges. The horizontal edges also naturally fall into two classes of parallel edges corresponding to dimensions that we call $x_{1}$ and $x_{2}$. We will use the terms left and right to refer to the relations $<$ and $>$ in the $x_{1}$ dimension and similarly use the terms front and back to refer to the relations $<$ and $>$ in the $x_{2}$ dimension.

Let $P$ be a maximum length path in one dimension ( $x_{1}$ or $x_{2}$ ) in the bottom level of the pyramid. The set $A_{P}$ consisting of nodes of $P$ and all of their ancestors induces an X-tree $X_{P}$ in the pyramid. If $P$ is in dimension $x_{i}$, we call such an X-tree an induced $X$-tree in dimension $x_{i}$. An induced X-tree is shown in Fig. 17.

Let height $(G)$ denote the number of levels in the pyramid $G$, and let level ${ }_{G}(v)$ denote the level associated with vertex $v$ in the pyramid $G$. We will use $T_{u}$ to denote the subpyramid of the pyramid rooted at vertex $u$.

The following result (from [5]) will be useful in our proofs.
Lemma 3.5. Given any two vertices $a$ and $b$ in a pyramid, there is some shortest path between $a$ and $b$ that contains at most one sibling edge and at most three cousin edges with these horizontal edges at the top of the path.

As discussed above, the lower bounds given by Richards and Liestman [8] do not directly apply with our definition of $f(x)$-spanner. Their bounds show that there is no $f(x)$-spanner of sufficiently large pyramids with:

1. maximum degree 5 and $f(1)=2$;
2. maximum degree 3 and $f(1)=3$;
3. maximum degree 2 and $f(1)=O(1)$.

Below, we give improved bounds on $f(x)$ for degree-constrained $f(x)$-spanners of pyramids.


Fig. 16. A pyramid.
3.5. Construction of pyramid spanners with maximum degree 6. Although the focus of this paper is on spanners with nonconstant delay, we include the following result for the sake of completeness. In [5], we showed how to construct a $(1+x)$-spanner of the pyramid with maximum degree 7 . A constant delay spanner with maximum degree 6 can also be constructed.

Theorem 3.6. For any pyramid $P$, there exists a $(2+x)$-spanner $S$ with maximum degree 6 and average degree $<\frac{15}{4}$.

Proof. To construct such a spanner $S$, omit all of the sibling edges from $P$. Omit all of the cousin edges in one dimension on even levels and all of the cousin edges in the other dimension on odd levels of the pyramid. All of the cousin edges on the lowest level of the pyramid can remain. The resulting graph has maximum degree 6 and average degree less than $\frac{15}{4}$.

To prove that $S$ is a $(2+x)$-spanner is relatively straightforward and can be done as in the proofs of [5]. We omit the details here.

To calculate the average degree, note that the spanner contains $\sum_{i=0}^{h} 4^{i}=\frac{4^{h+1}-1}{3}$ vertices, $\sum_{i=1}^{h} 4^{i}$ vertical edges, and $\sum_{i=2}^{h-1}\left(\left(2^{i-1}-1\right) 2^{i}\right)+2^{h+1}\left(2^{h-1}-1\right)$ cousin edges


Fig. 17. An induced $X$-tree.
where $h+1$ is the number of levels in the pyramid $P$. The total number of edges in $S$ is

$$
\begin{aligned}
& \quad \sum_{i=1}^{h} 4^{i}+\sum_{i=2}^{h-1}\left(\left(2^{i-1}-1\right) 2^{i}\right)+2^{h+1}\left(2^{h-1}-1\right) \\
& =\sum_{i=1}^{h} 4^{i}+\sum_{i=2}^{h-1} 2^{2 i-1}-\sum_{i=2}^{h-1} 2^{i}+2^{2 h}-2^{h+1} \\
& =\sum_{i=1}^{h} 4^{i}+\frac{1}{2} \sum_{i=2}^{h-1} 4^{i}-\sum_{i=2}^{h-1} 2^{i}+2^{2 h}-2^{h+1} \\
& =\sum_{i=1}^{h} 4^{i}+\frac{1}{2}\left(\sum_{i=1}^{h} 4^{i}-4-4^{h}\right)-\sum_{i=1}^{h} 2^{i}+2+2^{h}+2^{2 h}-2^{h+1} \\
& =\sum_{i=1}^{h} 4^{i}+\frac{1}{2} \sum_{i=1}^{h} 4^{i}+\frac{1}{2} 4^{h}-2^{h}-\sum_{i=1}^{h} 2^{i}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{3}{2}\left(\frac{1-4^{h+1}}{1-4}\right)-\frac{3}{2}+\frac{1}{2} 4^{h}-2^{h}-2^{h+1}+2 \\
& =\frac{1}{2} 4^{h+1}+\frac{1}{2} 4^{h}-\frac{3}{2} 2^{h} \\
& =\frac{5}{2} \cdot 4^{h}-3 \cdot 2^{h-1}
\end{aligned}
$$

The average degree is

$$
\left(2\left(\frac{5}{2} \cdot 4^{h}-3 \cdot 2^{h-1}\right)\right) /\left(\frac{4^{h+1}-1}{3}\right)=\frac{15 \cdot 4^{h}-18 \cdot 2^{h-1}}{4^{h+1}-1}<\frac{15}{4} .
$$

3.6. Lower bound for pyramid spanners with maximum degree 5. In this section, we show that any pyramid spanner with maximum degree 5 must have delay that is linear in $x$.

Theorem 3.7. There is no $f(x)$ such that $f(x) \in o(x)$, and there exist $f(x)$ spanners $S_{h}$ with maximum degree 5 for pyramids of every height $h+1$.

Proof. If we can show that such a spanner $S$ must contain some horizontal edges, we observe that as we are limited to maximum degree 5 , any endpoint of an included horizontal edge must be incident on a vertical edge that is not included in $S$. We now show that some horizontal edges must be included in $S$.

The funnel of a non-leaf vertex $u$ of the pyramid, denoted $F(u)$, is the subgraph induced by $u$ and the four innermost descendants of $u$ on each level below $u$. A funnel is shown in Fig. 18.

We claim that there must be a horizontal edge of $S$, in $T_{u}$, within $f(1)+1$ levels of $u$. Consider a horizontal edge $(a, b)$ of $F(u)$ that is $\left\lceil\frac{f(1)+1}{2}\right\rceil$ levels below $u$. Any path of length $f(1)$ between $a$ and $b$ is contained in $T_{u}$. If $(a, b)$ or any horizontal edge at least as high as $(a, b)$ in $T_{u}$ is contained in $S$, then the claim is satisfied. Otherwise, a shortest path from $a$ to $b$ in $S$ either ascends at least as far as $u$ or includes a horizontal edge parallel to $(a, b)$ below $(a, b)$. In the former case, the path must go up at least $\left\lceil\frac{f(1)+1}{2}\right\rceil$ levels and then down at least $\left\lceil\frac{f(1)+1}{2}\right\rceil$ levels and thus be at least $f(1)+1$ edges long. This is a contradiction, so a shortest path from $a$ to $b$ must include a horizontal edge below $(a, b)$. If this horizontal edge is more than $\frac{f(1)-1}{2}$ levels below $(a, b)$, then this path is of length greater than $2 \cdot\left(\frac{f(1)-1}{2}\right)+1=f(1)$, a contradiction. Thus, there must be a horizontal edge within $\left\lceil\frac{f(1)+1}{2}\right\rceil$ levels below $(a, b)$. This implies that there is a horizontal edge within $\left\lceil\frac{f(1)+1}{2}\right\rceil+\frac{f(1)-1}{2} \leq f(1)+1$ levels of $u$.

Since these horizontal edges must be included, we know that some corresponding vertical edges are not included in $S$.

Given any $f(x)$-spanner with maximum degree 5 of a pyramid of height $h+1$, we may proceed, as in the proof of Theorem 3.2, to construct a sequence of vertices $r=x_{0}, x_{1}, x_{2}, \ldots, x_{l}, w$ with $l=\left\lfloor\frac{h}{f(1)+4}\right\rfloor$ such that $w$ is in $T_{x_{l}}$, each $x_{i}$ is an interior descendant of $x_{i-1}$, and the edge from each $x_{i}$ to its parent is not included in the spanner. (In a pyramid, vertex $v$ is considered to be an interior descendant of vertex $u$ if $v$ is an interior descendant of $u$ in induced X-trees in both the $x_{1}$ and $x_{2}$ dimensions.) As before, this implies that the path from $r$ to $w$ (or any descendant of $w$ ) in the spanner has delay at least $l=\left\lfloor\frac{h}{f(1)+4}\right\rfloor$.

Again, as in the proof of Theorem 3.2, by assuming that we can construct an $f(x)$-spanner $S_{h}$ of any pyramid of height $h+1$ such that $f^{\prime}(x) \in o(x)$, we arrive at a contradiction.


Fig. 18. The funnel of $u$.
3.7. Construction of pyramid spanners with maximum degree 5. A $k$ level hedge is a spanner of a pyramid of height $k$, for $k \geq 2$. To construct a $k$-level hedge, connect the root $r$ to its two right children and continue adding all right vertical edges to form a binary tree of height $k-1$ on the right face of the pyramid. From each vertex in this tree, add the sibling edge to its left sibling. Under each such left sibling, construct a tree by including all of the vertical edges down to the bottom level of the pyramid. Add all of the cousin edges at the bottom of each of these trees (that is, $k$ levels below $r$ ) and those cousin edges on the bottom level that connect these trees. Note that the binary tree constructed on the right face of the pyramid has its leaves one level above the bottom of the pyramid. From each of these leaves, $l$, add the vertical edges to connect to the two left children. From each of these children, add the sibling edge to the right sibling. From all four children of $l$, add cousin edges in the $x_{2}$ dimension (from front to back). The resulting structure is a $k$-level hedge. Figure 19 shows the vertical and sibling edges of a 3 -level hedge where the solid areas indicate complete trees of vertical edges with no horizontal edges present except those horizontal edges explicitly included on the bottom level. Figure 20 shows the cousin


Fig. 19. Vertical and sibling edges of a 3-level hedge.
and sibling edges on the bottom level of a 3-level hedge. Note that the root has degree 2 and the vertices on lowest level have degree at most 3.

To construct a $k$-level hedge spanner of a pyramid of height $h+1$, begin by constructing a $k$-level hedge rooted at the root of the pyramid. As long as $k$ levels remain below the level of the lowest vertices included in the structure, add a $k$-level hedge rooted at each vertex on the lowest level of the existing structure. Connect these newly added $k$-level hedges by adding cousin edges between adjacent vertices from different hedges on the bottom level of these hedges. Note that adding these edges does not increase the degree of the vertices beyond 3 . When $i \leq k$ levels remain, add the top $i$ levels of a $k$-level hedge rooted at each vertex on the lowest level of the existing structure. Add all of the missing cousin edges of the bottom level of the pyramid.

Consider a $k$-level hedge spanner $S$ of the pyramid. We note that, by our construction, if $P$ is a path in dimension $x_{1}$, then $A_{P}$ induces a $k$-level shrub spanner $S^{\prime}$ of $X_{P}$. An induced shrub spanner is shown in Fig. 21. If $P$ is a path in dimension $x_{2}$, then $A_{P}$ induces a structure $Y_{P}$ in $X_{P}$ (and in the pyramid). $Y_{P}$ can be constructed as follows: The vertices of $A_{P}$ are on $h+1$ different levels of $X_{P}$ (and of the pyramid). From the top of $X_{P}$, group these levels into $\left\lceil\frac{h+1}{k}\right\rceil$ groups of $k$ levels each (except the bottom group that may have $<k$ levels). From each of these groups, choose at most one level. Include all vertical edges of $X_{P}$ except those going down from the chosen levels. Beginning at the root, include all cousin edges at each $k$ th level. Finally, include all horizontal edges at the bottom level. An example of $Y_{P}$ in a single hedge is shown in Fig. 22. Note that the vertical edges missing from $Y_{P}$ are the endpoints of a path of length 2 in the spanner $S$ consisting of a left to right sibling edge and a vertical edge.

Theorem 3.8. The $k$-level hedge spanner $S$ is $a\left(\frac{1}{k} x+k+8-\frac{7}{k}+x\right)$-spanner of the pyramid with maximum degree 5 and average degree $<3 \frac{7}{8}$.

Proof. Consider a $k$-level hedge spanner $S$. From Lemma 3.5, we know that the


Fig. 20. Cousin and sibling edges on the bottom level of a 3-level hedge.
shortest path $P$ between any pair of vertices $a$ and $b$ in a pyramid can be divided into two ascending vertical sections and one horizontal section. Let $v_{1}$ and $v_{2}$ denote the number of edges in the vertical sections and $h$ denote the number of edges in the horizontal section. Note that any ascending vertical path is contained in some induced X-tree in dimension $x_{1}$. Since this X-tree induces a $k$-level shrub spanner, the analysis in the proof of Theorem 3.4 holds. Thus, the vertical sections of the path $P$ in the pyramid correspond to path sections in the spanner $S$ containing no more than $\left\lfloor\frac{v_{1}+v_{2}-4}{k}\right\rfloor+4$ units of delay. Let $d_{h}$ denote the delay in $S$ between the endpoints of the horizontal section of $P$. The total delay along the path in $S$ corresponding to $P$ is at most $\left\lfloor\frac{x-h-4}{k}\right\rfloor+4+d_{h}$.

The horizontal section of $P$ consists of at most one sibling edge and at most three cousin edges. Using $\mathbf{c}$ to denote a cousin edge and $\mathbf{s}$ to denote a sibling edge, the horizontal section of the path must be of one of the following forms: ccsc, csc, ccs, $\mathbf{c c}, \mathbf{s c}, \mathbf{s}$, or $\mathbf{c}$. The possible layouts of these forms are shown in Fig. 23. These layouts are either entirely in the $x_{1}$ or $x_{2}$ dimension or consist of a section in the $x_{1}$ dimension and a section in the $x_{2}$ dimension. In any case, if we consider only the


Fig. 21. An induced shrub spanner.
sections in one dimension, the only forms that appear are the straight layouts of csc, $\mathbf{s c}, \mathbf{s}$, and $\mathbf{c}$.

Consider the $x_{1}$ dimension. Any horizontal path section in this dimension is contained in an induced X-tree in dimension $x_{1}$. From the proof of Theorem 3.4, we know that the delay between the endpoints of this section in the induced $k$-level shrub spanner is at most $1, k+2, k+2$, and $k+4$ for sections of forms $\mathbf{s}, \mathbf{c}, \mathbf{s c}$, and $\mathbf{c s c}$, respectively.

Consider the $x_{2}$ dimension. Any horizontal path section in this dimension is contained in a structure $Y_{P}$ as described above.

If the horizontal path section in dimension $x_{2}$ is a single sibling edge, then either the two edges to the parent vertex are in $S$ or these two edges are missing. In the former case, the delay is 1 and in the latter case the delay is 3 (using the two paths of length 2 to the parent).

If the horizontal path section in dimension $x_{2}$ is a single cousin edge $(u, x)$, then consider $Y_{P}$ augmented with the paths of length 2 that substitute for the missing vertical edges. The two endpoints of the cousin edge are on a cycle in this structure


Fig. 22. An induced $Y_{P}$ in a single hedge.
(the augmented $Y_{P}$ ) of length at most $2 k+4$. The cycle includes paths from $u$ and $x$ upward in the structure to either a common ancestor or up to the next level on which cousin edges are included. The cycle also includes paths from $u$ and $x$ down to the next level on which cousin edges are included. These paths are chosen so that the bottom vertices are connected by a cousin edge that is included in the cycle. This cycle is concluded by joining these upward paths at the common ancestor of $u$ and $x$ or by adding a cousin edge at the top level. The upward and downward paths consist entirely of vertical edges except for there being possibly two horizontal edges included as part of the length 2 paths replacing missing vertical edges. Thus, there is a path from $u$ to $x$ of length at most $\frac{2 k+4}{2}=k+2$, so the delay is at most $k+1$.

If the horizontal section consists of one sibling edge ( $u, v$ ) and one cousin edge $(v, x)$, then the parent of $u$ and $v$ lies on the same cycle of length $2 k+4$ as $v$ and $x$ (as described in the preceding case). There must be a path in $S$ of length at most 2 from $u$ to the parent of $u$ and $v$. Thus, there is a path of length at most $k+4$ between $u$ and $x$ and the delay is at most $k+2$.

If the horizontal section consists of one sibling edge $(v, w)$ and two cousin edges


Fig. 23. Possible layouts of the horizontal section.
( $u, v$ ) and ( $w, x$ ), then one of the cousin edges (say ( $w, x$ )) must be immediately below a sibling edge. Let $y$ be the parent of $v$ and $w$, and let $z$ be the parent of $x$ (and sibling of $y$ ). We now consider two cases depending on whether cousin edges are present at the level of $z$. If there are cousin edges at this level, then we obtain a path of length at most 9 by going from $u$ to its parent, across the cousin edge to $y$, from $y$ to its parent, down to $z$, and then down to $x$. By the structure of the augmented $Y_{P}$, each of these vertical steps can be accomplished with at most two edges. If there are not cousin edges at this level, then we obtain a path of length at most $k+7$. As in the analysis of the sc case, there is a path from $u$ to $y$ of length at most $k+2$. To this path we append a path from $y$ to its parent, down to $z$, and then down to $x$. In this case, however, at most 2 of these appended vertical edges are missing from $Y_{P}$ and thus the appended path is of length at most 5 , giving a path of length at most $k+7$. Because $k \geq 2$, we have in either case that the length of the path from $v$ to $x$ in $S$ is at most $k+7$, giving a delay of at most $k+4$.

We now consider the layouts that contain edges in both dimension.
If the horizontal section consists of one sibling edge $(u, v)$ and one cousin edge ( $v, x$ ) where $(u, v)$ and $(v, x)$ are in different dimensions, then let $y$ be the parent of $u$ and $v$. If $(u, v)$ is in the $x_{2}$ dimension and $(v, x)$ is in the $x_{1}$ dimension, then there is a path of length at most 2 from $u$ to $y$ and, as noted above, there must be a path from $y$ to $x$ of length at most $k+3$. Thus, the delay is at most $k+3$. If $(u, v)$ is in the $x_{1}$ dimension and $(v, x)$ is in the $x_{2}$ dimension, then either $(u, v)$ is in $S$ or $(u, y)$ is in $S$. As in the case of the straight layouts in the $x_{2}$ dimension, $x, y$, and $v$ all lie on a cycle of length at most $2 k+4$ in $S$. Thus, there is a path from $u$ to $x$ of length at most $k+3$, giving a delay of at most $k+1$.

Consider the layout of cc where one cousin edge $(u, v)$ is in the $x_{1}$ dimension and the other $(v, x)$ is in the $x_{2}$ dimension. In the pyramid, there are ascending paths from $u$ and $x$ to either a common ancestor or up to the first level on which cousin edges are included. In the pyramid, there are also descending paths from $u$ and $x$ (such that at each level the vertices on these paths are also separated by two cousin edges) that continue down to the first level encountered on which cousin edges are included.

We follow the convention that if $u, v$, and $x$ are on a level with cousin edges, then the upward paths are empty and the downward paths are of length $k$. We use the term vertical path on $u$ to denote the union of the upward and downward paths from $u$ described above. In $S$, at most one edge of the vertical path on $u$ (or $x$ ) is missing. Such a missing edge corresponds to a path of length 2 in $S$, and thus the path in $S$ corresponding to the vertical path on $u$ is of length at most $k+1$ (and similarly for $x)$. The two cousin edges separating the bottom vertices of these vertical paths are present in $S$, as the only missing cousin edges on this level are directly below sibling edges. The top vertices of these paths are either the same (a common ancestor of $u$ and $x$ ) or they are separated by one or two cousin edges in the pyramid. The cousin edges are present unless (at most) one of them is directly below a sibling edge. This would occur if the missing cousin edge was a rightmost cousin inside a $k$-level hedge. This missing edge corresponds to a length 3 path in $S$ (two vertical edges and one sibling), and thus the top vertices of the vertical paths on $u$ and $v$ are connected by a path of length at most 4 in $S$. The vertical paths on $u$ and $x$ in $S$ together with the two cousin edges at the bottom and the connection at the top comprise a cycle of length at most $2 k+8$ in $S$. Thus, there is a path from $u$ to $x$ of length at most $k+4$, giving a delay of at most $k+2$.

If the horizontal section consists of two cousin edges $(u, v)$ and $(v, w)$ followed by a sibling edge $(w, x)$, then let $y$ denote the parent of $w$ and $x$. As in the previous case, we can find a cycle in $S$ of length no more than $2 k+8$ including vertices $u$ and $w$. If no cousin edges are included on the level of $u, v, w$, and $x$, then $y$ is also on this cycle and, thus, a path from $u$ to $y$ of at most $k+4$ edges. There is also a path in $S$ from $y$ to $x$ of at most two edges, giving a path from $u$ to $x$ of at most $k+6$ edges and a delay from $u$ to $x$ of at most $k+3$. If, however, the level of $u, v, w$, and $x$ does include some cousin edges, then one of $(u, v)$ and $(v, w)$ is present in $S$. If $(u, v)$ is in S , then this reduces to the case of the straight layout of sc (from $v$ to $x$ ). If $(v, w)$ is in S , then let $w^{\prime}$ be the vertex other than $v$ that is a cousin of both $u$ and $w$. Due to our construction, ( $u, w^{\prime}$ ) must also be in $S$, and this reduces to the case of the bent layout of sc (from $w^{\prime}$ to $x$ ).

If the horizontal section of the path consists of the bent form of $\csc$ from $u$ to $x$, then there is also a path with the horizontal section from $u$ to $x$ of form $\mathbf{c c s}$ and the previous analysis applies.

Finally, we consider the form ccsc. Let $(u, v),(v, w)$, and $(y, x)$ be cousin edges and $(w, y)$ be a sibling edge. We can choose one of the two single bend shortest paths from $u$ to $x$ so that $w$ and $x$ have a common grandparent $z$.

Consider the case when cousin edges are not included in the level immediately above $u$ and $v$. As before, we can find a cycle in $S$ of length no more than $2 k+8$ that includes $u$ and $w$. This cycle will include $z$, and therefore there is a path of length at most $k+4$ between $u$ and $z$. Furthermore, at most one of the vertical edges in the path from $z$ to $x$ is not included in $S$, giving a path of length at most 3 from $z$ to $x$. The resulting path from $u$ to $x$ is of length at most $k+7$, giving a delay of at most $k+3$.

Consider the case when cousin edges are included in the level immediately above $u$ and $v$. Let $u^{\prime}$ and $v^{\prime}$ be the parents of $u$ and $v$, respectively. Let $w^{\prime}$ be the parent of $w$ and $y$. Note that ( $v^{\prime}, w^{\prime}$ ) must be a cousin edge and that ( $u^{\prime}, v^{\prime}$ ) may be either a cousin edge or a sibling edge. Also note that if either of these edges is a cousin and is not present in $S$, then the length 3 path between its endpoints through their parents is included in $S$. Consider the case that ( $u^{\prime}, v^{\prime}$ ) is a cousin edge. If ( $u^{\prime}, v^{\prime}$ )
and $\left(v^{\prime}, w^{\prime}\right)$ are both in $S$, then there is a path from $u$ to $x$ consisting of a vertical path from $u$ to $u^{\prime}$, the edges ( $u^{\prime}, v^{\prime}$ ) and ( $v^{\prime}, w^{\prime}$ ), a vertical path from $w^{\prime}$ to $z$, and a (two-level) vertical path from $z$ to $x$. As each level of a vertical path may take at most two edges, the total length of this path is at most 10 , giving a delay of 6 . If ( $u^{\prime}, v^{\prime}$ ) is in $S$ and ( $v^{\prime}, w^{\prime}$ ) is not in $S$, then there is a path from $u$ to $x$ consisting of a vertical path from $u$ to $u^{\prime}$, the edge ( $u^{\prime}, v^{\prime}$ ), the edge from $v^{\prime}$ to its parent, the sibling edge from the parent of $v^{\prime}$ to $z$, and a (two-level) vertical path from $z$ to $x$. This path consists of 3 edges plus 3 levels of vertical paths or at most 9 edges, giving a delay of 5. If ( $u^{\prime}, v^{\prime}$ ) is not in $S$ and ( $v^{\prime}, w^{\prime}$ ) is in $S$, then let $z^{\prime}$ be the vertex other than $v^{\prime}$ that is a common cousin of $u^{\prime}$ and $w^{\prime}$. The edge ( $u^{\prime}, z^{\prime}$ ) is in $S$ and ( $z^{\prime}, w^{\prime}$ ) is not in $S$. There is a path from $u$ to $x$ consisting of a vertical path from $u$ to $u^{\prime}$, the edge ( $u^{\prime}, z^{\prime}$ ), the edge from $z^{\prime}$ to its parent, the sibling edge from the parent of $z^{\prime}$ to $z$, and a (two-level) vertical path from $z$ to $x$. This path consists of 3 edges plus 3 levels of vertical paths or at most 9 edges, giving a delay of 5 .

Now, consider the case that $\left(u^{\prime}, v^{\prime}\right)$ is a sibling edge. Let $z^{\prime}$ be the sibling of $w^{\prime}$ that is also a cousin of $u^{\prime}$. If $\left(u^{\prime}, z^{\prime}\right)$ is in $S$, then there is a path from $u$ to $x$ consisting of a vertical path from $u$ to $u^{\prime}$, the edge ( $u^{\prime}, z^{\prime}$ ), a vertical path from $z^{\prime}$ to $z$, and a (two-level) vertical path from $z$ to $x$. This path consists of 1 edge plus 4 levels of vertical paths or at most 9 edges, giving a delay of 5 . If ( $u^{\prime}, z^{\prime}$ ) is not in $S$, then there is a path from $u$ to $x$ consisting of a vertical path from $u$ to $u^{\prime}$, the edge from $u^{\prime}$ to its parent, the sibling edge from the parent of $u^{\prime}$ to $z$, and a (two-level) vertical path from $z$ to $x$. This path consists of 2 edges plus 3 levels of vertical paths or at most 8 edges, giving a delay of 4 .

Thus, the layout ccsc gives a delay of at most 6 or $k+4$, since $k \geq 2$.
In the cases above, the horizontal paths of length $1,2,3$, and 4 gave maximum delays of at most $k+2, k+3, k+4$, and $k+4$, respectively. As the total delay along the path in $S$ corresponding to $P$ is at most $\left\lfloor\frac{x-h-4}{k}\right\rfloor+4+d_{h}$, these give $\left\lfloor\frac{x-5}{k}\right\rfloor+4+k+2$, $\left\lfloor\frac{x-6}{k}\right\rfloor+4+k+3,\left\lfloor\frac{x-7}{k}\right\rfloor+4+k+4$, and $\left\lfloor\frac{x-8}{k}\right\rfloor+4+k+4$, respectively. Each of these quantities is at most $\frac{x}{k}+\frac{k^{2}+8 k-7}{k}$ so $f(x) \leq \frac{k+1}{k} x+k+8-\frac{7}{k}$.

To bound the average degree, we note that most of the vertices that are not at the bottom level of the spanner are of degree 5. Similar to our analysis of the X-tree shrub spanner, relatively few vertices that are not at the bottom level of the pyramid spanner have degree $<5$. We can, therefore, obtain a good upper bound on the average degree by assuming that all vertices not at the bottom level of the pyramid have degree 5 .

Consider now the vertices at the bottom of the pyramid. By our construction, at most one vertex in each line in the $x_{1}$ dimension in each hedge (or partial hedge) is of degree 4. The other vertices at this level are of degree 3. Each line in the $x_{2}$ dimension at this level contains vertices that all have the same degree (except for its endpoints, which have lower degree). Thus, the proportion of degree 3 vertices to degree 4 vertices on this level is the same as the proportion along any line in the $x_{1}$ dimension at this level (except for the two lines along the boundary of the pyramid). Each of these lines in the $x_{1}$ dimension encounters at most $2^{h-1}$ vertices of degree 4. Thus, the proportion of degree $<4$ to degree 4 vertices is at least 1:1.

As there are $4^{h}$ vertices at the bottom level and $\frac{4^{h}-1}{3}$ vertices not on the bottom level, the average degree is at most

$$
\frac{3 \cdot \frac{1}{2} \cdot 4^{h}+4 \cdot \frac{1}{2} \cdot 4^{h}+5 \cdot \frac{4^{h}-1}{3}}{\frac{4^{h+1}-1}{3}}=\frac{\frac{9}{2} \cdot 4^{h}+6 \cdot 4^{h}+5 \cdot 4^{h}-5}{4^{h+1}-1}
$$

$$
=\frac{\frac{31}{2} \cdot 4^{h}-5}{4^{h+1}-1}=\frac{\frac{31}{8} \cdot 4^{h+1}-\frac{31}{8}-\frac{9}{8}}{4^{h+1}-1}<\frac{31}{8}=3 \frac{7}{8}
$$

4. Summary. We showed how to construct two different types of $(2.5 \sqrt{(3 x+6) / 4}$ $+6+x)$-spanner with maximum degree 3 for two-dimensional grids. The constructions yield different average degrees. Further, we established a lower bound that shows that the delay of these spanners is within a constant factor of optimal. We showed how to construct a $\left(\frac{1}{k} x+k+8-\frac{7}{k}+x\right)$-spanner of the X -tree with maximum degree 3 , and we established a lower bound that shows that the delay of this spanner is within a constant factor of optimal. We showed how to construct a $(2+x)$-spanner of the pyramid with maximum degree 6 and a $\left(\frac{1}{k} x+k+8-\frac{7}{k}+x\right)$-spanner of the pyramid with maximum degree 5 . We also established a lower bound that shows that the delay of the latter spanner is within a constant factor of optimal.
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# ANALYSIS OF A RECURRENCE ARISING FROM A CONSTRUCTION FOR NONBLOCKING NETWORKS* 
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#### Abstract

Define $f$ on the integers $n>1$ by the recurrence $f(n)=\min \left\{n, \min _{m \mid n} 2 f(m)+\right.$ $3 f(n / m)\}$. The function $f$ has $f(n)=n$ as its upper envelope, attained for all prime $n$. The goal of this paper is to determine the corresponding lower envelope. It is shown that this has the form $f(n) \sim$ $C(\log n)^{1+1 / \gamma}$ for certain constants $\gamma$ and $C$, in the sense that for any $\varepsilon>0$, the inequality $f(n) \leq$ $(C+\varepsilon)(\log n)^{1+1 / \gamma}$ holds for infinitely many $n$, while $f(n) \leq(C-\varepsilon)(\log n)^{1+1 / \gamma}$ holds for only finitely many. In fact, $\gamma=0.7878 \ldots$ is the unique real solution of the equation $2^{-\gamma}+3^{-\gamma}=1$, and $C=$ $1.5595 \ldots$ is given by the expression $C=\left(\gamma\left(2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}\right)^{1 / \gamma}\right) /\left((\gamma+1)\left(15^{-\gamma} \log ^{\gamma+1} \frac{5}{2}+\right.\right.$ $\left.3^{-\gamma} \sum_{5 \leq k \leq 7} \log ^{\gamma+1} \frac{k+1}{k}+\sum_{8 \leq k \leq 15} \log ^{\gamma+1} \frac{k+1}{k}\right)^{1 / \gamma}$. This paper also considers the function $f_{0}$ defined by replacing the integers $n>1$ with the reals $x>1$ in the above recurrence: $f_{0}(x)=$ $\min \left\{x, \inf _{1<y<x} 2 f_{0}(y)+3 f_{0}(x / y)\right\}$. The author shows that $f_{0}(x) \sim C_{0}(\log x)^{1+1 / \gamma}$, where $C_{0}=$ $1.5586 \ldots$ is given by $C_{0}=6 e\left(2^{-\gamma} \log 2^{-\gamma}+3^{-\gamma} \log 3^{-\gamma}\right)^{1 / \gamma}(\gamma /(\gamma+1))^{1+1 / \gamma}$ and is smaller than $C$ by a factor of $0.9994 \ldots$
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1. Introduction. Our goal in this paper is an analysis of the recurrence

$$
\begin{equation*}
f(n)=\min \left\{n, \min _{m \mid n} 2 f(m)+3 f(n / m)\right\} \tag{1.1}
\end{equation*}
$$

for the function $f: N \rightarrow N$, where $N$ denotes the set of integers exceeding 1 . The value of $f(n)$ depends strongly on the factorization of $n$. Thus for example we have $f(n)=n$ whenever $n$ is prime, since then the inner minimization is over an empty set of factorizations. This example characterizes the "upper envelope" of $f$, since the outer minimization ensures that $f(n) \leq n$ always holds.

In the motivation for the study of this recurrence, which will be presented in $\S 2$, $f(n)$ is interpreted as a "cost" and $n$ as a "benefit." We are thus led to seek the corresponding "lower envelope" of the function $f$, where the relationship between cost and benefit is most favorable. Our main result, Theorem 6.1, shows that this lower envelope takes the form

$$
\begin{equation*}
f(n) \sim C(\log n)^{1+1 / \gamma} \tag{1.2}
\end{equation*}
$$

(for certain constants $\gamma$ and $C$ ), in the sense that for any $\varepsilon>0$ the inequality

$$
\begin{equation*}
f(n) \leq(C+\varepsilon)(\log n)^{1+1 / \gamma} \tag{1.3}
\end{equation*}
$$

is satisfied for infinitely many values of $n$, while

$$
\begin{equation*}
f(n) \leq(C-\varepsilon)(\log n)^{1+1 / \gamma} \tag{1.4}
\end{equation*}
$$

[^32]is satisfied for only finitely many. The constant $\gamma=0.78788 \ldots$ is the unique real solution of the equation
\[

$$
\begin{equation*}
2^{-\gamma}+3^{-\gamma}=1, \tag{1.5}
\end{equation*}
$$

\]

while the constant $C=1.5595 \ldots$ is given by

$$
\begin{equation*}
C=\frac{\gamma\left(2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}\right)^{1 / \gamma}}{(\gamma+1)\left(15^{-\gamma} \log ^{\gamma+1} \frac{5}{2}+3^{-\gamma} \sum_{5 \leq k \leq 7} \log ^{\gamma+1} \frac{k+1}{k}+\sum_{8 \leq k \leq 15} \log ^{\gamma+1} \frac{k+1}{k}\right)^{1 / \gamma}} \tag{1.6}
\end{equation*}
$$

It may seem surprising that a recurrence as simple as (1.1) can give rise to an expression as complicated as (1.6); nevertheless, we shall find a simple interpretation for each of the twelve terms that are summed in the denominator.

In preparation for the derivation of our main result, it will be convenient to analyze some related recurrences that provide upper and lower bounds for $f$, while being much easier to analyze. First, for any integer $d>1$, we may consider the function $f_{d}$ that is defined by the same recurrence as $f$ but with the domain being restricted from the set $N$ of all integers exceeding 1 to the set $N_{d}$ of all integral powers of $d$ exceeding 1 :

$$
\begin{equation*}
f_{d}(n)=\min \left\{n, \min _{m \mid n} 2 f_{d}(m)+3 f_{d}(n / m)\right\} . \tag{1.7}
\end{equation*}
$$

The multiplicative semigroup formed by the integral powers of $d$ constitutes a subsemigroup of the multiplicative semigroup of integers. Thus we have $f_{d}(n) \geq f(n)$ wherever the left-hand side is defined, since any factorization that participates in the minimization on the left-hand side also participates on the right-hand side. On the other hand, the factorizations that participate on the left-hand side are sufficiently uniform as to eliminate the discrepancy between the upper and lower envelopes, so we shall obtain a simple asymptotic expression for $f_{d}$.

We shall show in Theorem 4.1 that for $d \geq 5$ we have

$$
\begin{equation*}
f_{d}(n) \sim C_{d}(\log n)^{1+1 \gamma} \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{d}=\frac{4 d \gamma}{\gamma+1}\left(\frac{2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}}{\log ^{\gamma+1} d}\right)^{1 / \gamma} \tag{1.9}
\end{equation*}
$$

The expression (1.9) assumes its minimum for $d=10$, with $C_{10}=1.6296 \ldots$.
For $2 \leq d \leq 4$ the situation is more complicated, since in these cases the first member of the outer minimization in (1.7) can minorize the second when $n$ is a power of $d$, whereas this occurs only for $n=d$ when $d \geq 5$. Nevertheless, we shall show in Theorem 4.2 that (1.8) continues to hold, with $C_{2}=1.5909 \ldots$ given by

$$
\begin{equation*}
C_{2}=\frac{\gamma}{\gamma+1}\left(\frac{2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}}{\left(4^{-\gamma}+12^{-\gamma}\right) \log ^{\gamma+1} 2}\right)^{1 / \gamma} \tag{1.10}
\end{equation*}
$$

$C_{3}=C_{9}=1.6311 \ldots$, and $C_{4}=1.6867 \ldots$ given by

$$
\begin{equation*}
C_{4}=\frac{\gamma}{\gamma+1}\left(\frac{2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}}{\left(28^{-\gamma}+36^{-\gamma}\right) \log ^{\gamma+1} 4}\right)^{1 / \gamma} . \tag{1.11}
\end{equation*}
$$

Thus the minimum of $C_{d}$ over all $d$ occurs for $d=2$.
Finally, we may consider the function $f_{0}$ that is defined by the same recurrence as $f$ but with the domain being extended from the set $N$ of all integers exceeding 1 to the set $N_{0}$ of all reals exceeding 1 :

$$
\begin{equation*}
f_{0}(x)=\min \left\{x, \inf _{1<y<x} 2 f_{0}(y)+3 f_{0}(x / y)\right\} . \tag{1.12}
\end{equation*}
$$

(The infimum in (1.12) is in fact achieved as a minimum, as will become clear from the analysis, but we shall not need this fact.) Here we have a supersemigroup of the multiplicative semigroup of integers, so we have $f_{0}(n) \leq f(n)$ for all integers $n>1$. Again the discrepancy between upper and lower envelopes disappears, and we obtain a simple asymptotic formula for $f_{0}$.

We shall show in Theorem 5.1 that

$$
\begin{equation*}
f_{0}(x) \sim C_{0}(\log x)^{1+1 / \gamma} \tag{1.13}
\end{equation*}
$$

where $C_{0}=1.5586 \ldots$ is given by

$$
\begin{equation*}
C_{0}=6 e\left(2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}\right)^{1 / \gamma}\left(\frac{\gamma}{\gamma+1}\right)^{1+1 / \gamma} \tag{1.14}
\end{equation*}
$$

in which $e=2.7182 \ldots$ is the base of natural logarithms.
2. Nonblocking networks. The analysis of the recurrence (1.1) may be followed without reference to or knowledge of nonblocking networks. For the sake of motivation, however, we shall derive the recurrence against its historical background.

A "network" is an interconnection of "nodes" by means of "switches." In a network there are some distinguished nodes called "inputs," some other distinguished nodes called "outputs," and some distinguished sets of switches called "routes," each of which forms a path from an input to an output. A network is "nonblocking" if, given any disjoint set of routes (no two of which have a node or switch in common) and given any free input and free output (neither of which are involved in any of the given routes), there is a free route (disjoint from the given routes) from the given input to the given output. (The knowledgeable reader will recognize here the definition of a "strictly" nonblocking network. As this is the only type with which we shall have to deal in this paper, we shall omit the qualification "strictly.")

One of the basic questions concerning nonblocking networks is: given integers $n>1$ and $m>1$, what is the smallest possible number $G(n, m)$ of switches in a non-blocking network with $n$ inputs and $m$ outputs? Since inputs and outputs appear symmetrically in the definitions, we have

$$
\begin{equation*}
G(n, m)=G(m, n) \tag{2.1}
\end{equation*}
$$

by taking "mirror images."
A nonblocking network can be constructed by letting the inputs and outputs be the only nodes and by installing a separate switch between each input and each output. Such a network, which is called a "crossbar," shows that

$$
\begin{equation*}
G(n, m) \leq n m \tag{2.2}
\end{equation*}
$$
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In 1953, Clos [Cl] introduced what has become the most widely known method for the construction of nonblocking networks. His idea is to construct a large nonblocking network by interconnecting smaller subnetworks. In his construction the subnetworks are arranged in three "stages," as shown in Fig. 1. The first stage, shown at the left, contains $a$ subnetworks, each with $b$ inputs and $2 b$ outputs. The second stage contains $2 b$ subnetworks, each having $a$ inputs and $a$ outputs. The inputs of the first-stage subnetworks are the inputs of the overall network; the outputs of the firststage subnetworks are identified with (that is, connected by "wires" to) the inputs of the second-stage subnetworks, in such a way that each first-stage and each secondstage subnetwork have exactly one node in common. The third stage, shown on the right, contains $a$ subnetworks, each having $2 b$ inputs and $b$ outputs. The outputs of the third-stage subnetworks are the outputs of the overall network; the outputs of the second-stage subnetworks are identified with the inputs of the third-stage subnetworks, in such a way that each second-stage and each third-stage subnetwork have exactly one node in common. Each route in the overall network consists of a route through a first-stage subnetwork, its extension through a second-stage subnetwork, and finally its extension through a third-stage subnetwork.

A simple argument based on the pigeon-hole principle shows that the overall network is nonblocking if each of the subnetworks is nonblocking. This construction thus shows that

$$
\begin{align*}
G(a b, a b) & \leq a G(b, 2 b)+2 b G(a, a)+a G(2 b, b)  \tag{2.3}\\
& \leq 2 a G(b, 2 b)+2 b G(a, a) .
\end{align*}
$$

(The attentive reader may have noticed that the argument remains valid even if $2 b$ is replaced by $2 b-1$. We shall ignore this sharpening of the inequality, however, as it leads off the path we wish to follow.)

If crossbars are used in each of the three stages and if the parameters $a$ and $b$ are each chosen to be about $n^{1 / 2}$, the resulting construction shows that $G(n, n)=O\left(n^{3 / 2}\right)$. It is clear that further progress can be made by using the method recursively, but Clos did not succeed in finding the best way of doing this. In 1971, Cantor [Ca] presented the two principles that underlie the best recursive use of Clos's method. Firstly, since the subnetworks in the outer stages have inputs and outputs in the proportion


Fig. 2.
$1: 2$ (or $2: 1$, which is equivalent by taking mirror images), the recursion should be based entirely on such networks. This can be accomplished by giving the inner subnetworks inputs and outputs in the proportion $1: 2$, whence the overall network will have inputs and outputs in the same proportion. When this has been done, the second-stage subnetworks have $a$ inputs and $2 a$ outputs and there are $2 a$ third-stage subnetworks. The resulting construction, shown in Fig. 2, shows that

$$
\begin{align*}
G(a b, 2 a b) & \leq a G(b, 2 b)+2 b G(a, 2 a)+2 a G(2 b, b)  \tag{2.4}\\
& \leq 3 a G(b, 2 b)+2 b G(a, 2 a)
\end{align*}
$$

If the parameters $a$ and $b$ were given equal values, the outer subnetworks would be more numerous than the inner ones in the proportion $3: 2$ and any diseconomy of scale would manifest itself more acutely in the outer stages. It follows that the sizes of the outer subnetworks should be reduced and those of the inner subnetworks increased. To discover the optimal choices of $a$ and $b$, let $F$ denote the the largest function defined on the integers exceeding 1 and satisfying the inequalities

$$
\begin{equation*}
F(n) \leq 2 n^{2} \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
F(a b) \leq 3 a F(b)+2 b F(a) . \tag{2.6}
\end{equation*}
$$

Comparing (2.2) and (2.4) with (2.5) and (2.6), we see that $F(n)$ is the smallest possible number of switches in a nonblocking network built according to the construction of Clos and Cantor. Furthermore, if we set $f(n)=F(n) / 2 n$, we see that $f$ satisfies
the recurrence (1.1). Thus the minimizations occurring in (1.1) correspond to the optimizations available in the construction of Clos and Cantor.

Cantor [Ca, §3] showed that for any $\varepsilon>0$,

$$
\begin{equation*}
\left.f(n)=O\left((\log n)^{1+1 / \gamma+\varepsilon}\right)\right) \tag{2.7}
\end{equation*}
$$

for an infinite sequence of $n$, and Pippenger; $[\mathrm{P} 1, \S 6]$ showed that

$$
\begin{equation*}
\left.f(n)=O\left((\log n)^{1+1 / \gamma}\right)\right) \tag{2.8}
\end{equation*}
$$

for an infinite sequence. Our Theorems 4.1, 4.2, and 6.1 can all be viewed as refinements of and complements to (2.7) and (2.8) for various sequences.

The construction for nonblocking networks that we study is not the best asymptotically. Indeed, Cantor ([Ca], §4) gave a construction using $O\left(n(\log n)^{2}\right)$ switches, and Bassalygo and Pinsker [BP] gave a probabilistic argument showing the existence of nonblocking networks with $O(n \log n)$ switches. By an old result of Shannon $[\mathrm{S}]$, the rate of growth of this last result is the best possible. The result of Bassalygo and Pinkser has since been obtained through an explicit construction; see Pippenger [P1] for a presentation of all these results.

It is interesting to note that the results of $\S 4$ for fixed $d>1$ correspond to the assumption that all crossbars in a nonblocking network have certain fixed sizes, $d$ or a power of $d$; and it is curious that the choices $d=10$ and $d=2$ should have certain optimality properties, since precisely these values have been favored historically in the construction of telephone switching networks (following the widespread use of the decimal and binary number representations by humans and computers, respectively). The results of $\S 5$ similarly correspond to the assumption (contrary to fact) that crossbars could have any real (not necessarily integral) numbers of inputs and outputs; and it is curious how little could be gained in this way: $C$ and $C_{0}$ differ by less than one part in one thousand!
3. Derivations. In this section we shall reinterpret our problem in terms of trees, which will become the main objects of our attention in later sections. To see the relevance of trees, consider the task of proving that

$$
\begin{equation*}
f(n) \leq p \tag{3.1}
\end{equation*}
$$

for some particular $n$ and $p$. If $n \leq p$, then (3.1) follows by the first member of the outer minimization of (1.1). Otherwise, we must have $f(n)=2 f(m)+3 f(n / m)$ for some $m \mid n$. In this case we can reduce the task of proving (3.1) to that of proving

$$
\begin{equation*}
f(m) \leq q \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
f(l) \leq r \tag{3.3}
\end{equation*}
$$

for some $m$ and $l$ such that $m l=n$ and some $q$ and $r$ such that $p=2 q+3 r$. In either case, we may represent the proof of (3.1) in the form of a tree: in the first case the tree reduces to a single vertex, its root; in the second case, the root has two children, which are the roots of subtrees representing the proofs of (3.2) and (3.3). In the remainder of this section we present the combinatorial machinery that formalizes this representation.

For the purposes of this paper, the "infinite tree" is the set $V=\{2,3\}^{*}$ of finite words over the alphabet $\Sigma=\{2,3\}$. The words of $V$ are called "vertices." The empty word $\lambda$ is called the "root." If $v$ is a word, the word $v 2$ is called its "left child" and $v 3$ is called its "right child," $v$ is called the "parent" of $v 2$ and $v 3$, and $v 2$ and $v 3$ are called "siblings" of each other.

A "finite tree" (or simply a "tree") is a nonempty finite subset $T \subseteq V$ that is closed under taking parents and siblings. Every tree contains the root $\lambda$. If vertex $v$ has a child in a tree $T$, then both its children are in $T$ and $v$ is called an "internal vertex" of $T$. If $v$ belongs to $T$ but has no children in $T$, then $v$ is called a "leaf" of $T$. The number of internal vertices in a tree is one less than the number of leaves.

The "weight" $W(v)$ of a vertex $v$ is the product of the letters appearing in $v$, with each letter appearing as a factor with the same multiplicity that it has in $v$. (This definition accounts for our rather unorthodox use of 2 and 3 as the letters of a binary alphabet.)

A "derivation" $D=(T, l)$ is a tree $T=T_{D}$ together with an assignment $l=l_{D}$ of integers exceeding 1 to the leaves of $T$. If $D$ is a derivation, the integer assigned to a leaf $v$ will be called the "load" of $v$ and will be denoted $l_{D}(v)$. The "capacity" $L(D)$ of a derivation $D$ is the product of the loads of its leaves. The "cost" $C(D)$ of a derivation $D$ is the sum, over all leaves, of the product of the weight of the leaf and the load of the leaf.

The main result of this paper is based on the following observation: the solution $f(n)$ of the recurrence (1.1) is equal to the minimum cost of a derivation with capacity $n$. This is easily proved by the inductive argument sketched in the opening paragraph of this section.

Furthermore, we can extend this reinterpretation to the recurrences (1.7) and (1.12) simply by restricting or extending the set of allowable loads. Specifically, if we define a " $d$-derivation" for $d>1$ to be a derivation in which all the loads are integral powers of $d$, then $f_{d}(n)$ is the minimum possible cost of a $d$-derivation with capacity $n$. Similarly, if we define a " 0 -derivation" to be like a derivation, except that the loads may be any reals exceeding 1 , then $f_{0}(x)$ is the minimum possible cost of a 0 -derivation with capacity $x$.
4. Integral powers of $\boldsymbol{d}$. In this section we shall analyze the recurrence (1.7), starting with the case $d \geq 5$; later we shall also consider $2 \leq d \leq 4$. The case $d \geq 5$ could actually be solved by reduction to a recurrence dealt with by Fredman and Knuth [FK], but we shall use a slightly different analysis in order to prepare for other cases treated later.

Theorem 4.1. For $d \geq 5$, the solution $f_{d}$ to the recurrence (1.7) satisfies

$$
\begin{equation*}
f_{d}(n) \sim C_{d}(\log n)^{1+1 \gamma} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{d}=\frac{4 d \gamma}{\gamma+1}\left(\frac{2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}}{\log ^{\gamma+1} d}\right)^{1 / \gamma} \tag{4.2}
\end{equation*}
$$

As observed in $\S 3, f_{d}(n)$ is the minimum possible cost of a $d$-derivation of capacity $n$. When $d \geq 5$, our problem is simplified by the following observation: for every $n=d^{k}$, there exists a minimum-cost $d$-derivation of capacity $n$ in which the load of every leaf is $d$. To see this suppose that every minimal-cost $d$-derivation with capacity $n$ has a leaf with load at least $d^{l}$, where $l \geq 2$. Let $D$ be a $d$-derivation with capacity
$n$ and the minimum possible number of loads equal to $d^{l}$, and let $v$ be a leaf in $T_{D}$ with load equal to $l_{D}(v)=d^{l}$. Consider the derivation $D^{\prime}$ obtained from $D$ by making $v$ an internal vertex with leaves as children. If we let $l_{D^{\prime}}(v 2)=d^{l-1}$ and $l_{D^{\prime}}(v 3)=d$, the capacity of $D^{\prime}$ is the same as that of $D$. Furthermore, the cost of $D^{\prime}$ is no greater than that of $D$, since the contribution $d^{l} W(v)$ to $D$ has been replaced by the contribution $\left(2 d^{l-1}+3 d\right) W(v)$ to $D^{\prime}$, and $2 d^{l-1}+3 d \leq d^{l}$ when $d \geq 5$. This contradicts the assumption that $D$ has the minimum possible number of loads equal to $d^{l}$ and completes the proof of the observation.

We shall refer to the number of leaves in a tree as the "scale" of the tree and the sum of the weights of its leaves as its "total weight." When the load of every leaf is $d$, the capacity of a $d$-derivation is just $d^{k}$, where $k$ is the scale of its tree, and the cost of a $d$-derivation is just $d$ times the total weight of its tree. Thus a minimumcost $d$-derivation is one based on a tree that, among those with a given scale, has the smallest possible total weight. This yields

$$
\begin{equation*}
f_{d}\left(d^{k}\right)=d \Psi(k), \tag{4.3}
\end{equation*}
$$

where $\Psi(k)$ denotes the minimum possible total weight of leaves in a tree with $k$ leaves.
If $T$ is a tree, we shall call its set of internal vertices its "kernel" and denote it by $K(T)$. The kernel of a tree is closed under taking prefixes. Conversely, any set $K$ closed under taking prefixes is the kernel of a tree $T(K)$, obtained from $K$ by adjoining as leaves those vertices that are children of vertices in $K$ but do not themselves appear in $K$. Thus there is a one-to-one correspondence between trees and their kernels.

For any tree $T$, the set $T \backslash K(T)$ is the set of leaves of $T$. It will be called the "frontier" of $T$ and be denoted by $F(T)$.

If $v$ is any vertex, we have $W(v 2)+W(v 3)=5 W(v)$. Summing this identity over all $v \in K(T)$, we obtain

$$
\sum_{u \in F(T)} W(u)=1+4 \sum_{u \in K(T)} W(u)
$$

since a leaf $u \in F(T)$ appears once as $v 2$ or $v 3$, the root $\lambda$ appears once as $v$, and each other internal vertex $u \in K(T)$ appears once as $v 2$ or $v 3$ and once as $v$. Thus, among trees of a given scale, those with the minimum total weight of their leaves are also those with the minimum total weight of their internal vertices. This yields

$$
\begin{equation*}
\Psi(k)=1+4 \Phi(k-1) \tag{4.4}
\end{equation*}
$$

where $\Phi(k-1)$ denotes the minimum possible total weight of internal vertices in a tree with $k-1$ internal vertices.

We shall say that a tree is a "threshold tree" if the weight of every internal vertex is less than or equal to the weight of every leaf. If from the set of vertices we choose $k-1$ with the smallest weights, the resulting set of vertices is closed under taking prefixes, since the parent of a vertex $v$ has a strictly smaller weight than $v$. Such a set thus constitutes the set of internal vertices of a threshold tree with $k$ leaves. Thus there exist threshold trees of every scale. Furthermore, among trees of a given scale, threshold trees have minimum total weight of their internal vertices (since this is how their internal vertices were chosen) and, thus, have minimum total weight of their leaves. This yields

$$
\begin{equation*}
f_{d}\left(d^{k}\right)=d(1+4 \Phi(k-1)) \tag{4.5}
\end{equation*}
$$

where $\Phi(k-1)$ can now be interpreted as the sum of the weights of the $k-1$ smallestweight vertices in the infinite tree. Our problem is now to determine the asymptotic behavior of $\Phi$.

Let $h(x)$ denote the number of vertices of the infinite tree having weight at most $x$. This function satisfies the asymptotic formula

$$
\begin{equation*}
h(x) \sim \frac{x^{\gamma}}{H} \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
H=2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma} \tag{4.7}
\end{equation*}
$$

(Information theorists will recognize $H$ as the entropy per independent flip of a biased coin that falls heads with probability $2^{-\gamma}$ and tails with probability $3^{-\gamma}$.) Formula (4.6) was proved by Fredman and Knuth [FK], who used an analytic argument; an elementary proof (in the technical sense) can be found in Pippenger [P2]. (This formula is the only point at which the present paper is not self-contained.)

Let $W_{j}$ denote the weight of the $j$ th vertex of the infinite tree (when the vertices are arranged in nondecreasing order by weight). Inverting (4.6) by raising each side to the power $1 / \gamma$, we see that

$$
\begin{equation*}
W_{j} \sim H^{1 / \gamma} j^{1 / \gamma} \tag{4.8}
\end{equation*}
$$

Summing over $j$ we obtain

$$
\begin{align*}
\Phi(k) & =\sum_{1 \leq j \leq k} W_{j}  \tag{4.9}\\
& \sim \frac{\gamma}{\gamma+1} H^{1 / \gamma} k^{1+1 / \gamma} .
\end{align*}
$$

Combining (4.9) with (4.5) and using $k=\log _{d} n$ yields Theorem 4.1.
For $2 \leq d \leq 4$, the analysis given above breaks down: there may be no minimumcost $d$-derivations in which all loads equal $d$. This is best illustrated by the case $d=2$, which we treat now.

Theorem 4.2. We have

$$
\begin{equation*}
f_{2}(n) \sim C_{2}(\log n)^{1+1 / \gamma} \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{2}=\frac{\gamma}{\gamma+1}\left(\frac{2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}}{\left(4^{-\gamma}+12^{-\gamma}\right) \log ^{\gamma+1} 2}\right)^{1 / \gamma} \tag{4.11}
\end{equation*}
$$

We begin with a simple observation that we shall call the "ordering principle." Suppose that we fix a tree $T$ and a suite (that is, multiset) $S$ of loads and ask which loads should be assigned to which leaves in order to minimize the resulting cost. If $A_{1} \leq \cdots \leq A_{k}$ are the weights in nondecreasing order and $B_{1} \geq \cdots \geq B_{k}$ are the loads in non-increasing order, then the minimum possible cost is $\sum_{1 \leq j \leq k} A_{j} B_{j}$ (this is simply Chebyshev's inequality). In particular, the smallest load should be assigned to the leaf with the largest weight, and vice versa.

Our next task is to determine what loads can appear on leaves of a minimum-cost 2 -derivation; we claim that, excluding the trivial case $n=2$, these are 4,8 , and 16 .

Suppose there is an optimal 2-derivation $D$ in which some leaf has load 2. By the ordering principle, we may assume this leaf has the largest weight of any leaf in the tree; thus it is of the form $v 3$ for some word $v$ (this is the point at which we must exclude the case $n=2$ ), and $v 2$ is also a leaf (for if it were the root of a subtree, all the leaves of this subtree would have weight larger than that of $v 3$ ). Let $2^{l}$ be the load of the leaf $v 2$ in $D$. Let $D^{\prime}$ be the 2-derivation obtained from $D$ by making $v$ a leaf with load $2^{l+1}$. Then $D^{\prime}$ has the same capacity as $D$. Furthermore, $D^{\prime}$ has smaller cost than $D$, since the contribution $2^{l+1} W(v)$ of $v$ to $C\left(D^{\prime}\right)$ is less than the contribution $\left(2 \cdot 2^{l}+3 \cdot 2\right) W(v)$ of $v 2$ and $v 3$ to $D$. This contradicts the assumption that an optimal 2 -derivation can contain a leaf with load 2.

Now suppose that there is an optimal 2-derivation $D$ in which some leaf $v$ has load $2^{l}$, where $l \geq 5$. Let $D^{\prime}$ be the 2 -derivation obtained from $D$ by making $v$ an internal vertex, with leaves as children. If we let $l_{D^{\prime}}(v 2)=2^{l-2}$ and $l_{D^{\prime}}(v 3)=4$, then the capacity of $D^{\prime}$ is the same as that of $D$. Furthermore, the cost of $D^{\prime}$ is less than that of $D$, since the contribution $\left(2 \cdot 2^{l-2}+3 \cdot 4\right) W(v)$ of $v 2$ and $v 3$ in $D^{\prime}$ is less than the contribution $2^{l} W(v)$ of $v$ to $D$. This contradicts the assumption that an optimal 2-derivation can contain a leaf with load $2^{l}$, where $l \geq 5$, and completes the proof of the claim that optimal 2 -derivations contain only 4,8 , and 16 as loads.

Next we claim that in an optimal 2-derivation, no leaf of the form $v 2$ (that is, no "left leaf") can have load 4. Suppose that $D$ is an optimal 2-derivation in which $l_{D}(v 2)=4$. If the subtree rooted at $v 3$ has capacity greater than 4 , then we may obtain a 2 -derivation with the same capacity as, but lower cost than, $D$ by exchanging the subtrees rooted at $v 2$ and $v 3$. On the other hand, if $v 3$ is a leaf with load 4, we may obtain a 2-derivation with the same capacity as, but lower cost than, $D$ by making $v$ a leaf with load 16. In either case we obtain a contradiction, proving that no left leaf can have load 4.

In what follows we shall confine our attention to 2-derivations in which all loads are 4,8 , and 16 and in which no left leaf has load 4 ; we shall call these "admissible" 2 -derivations. Define $D_{0}$ to be the admissible 2 -derivation in which the root $\lambda$ is the only leaf, with load 8 . Now consider three operations, which we shall call "promotions," that transform admissible 2-derivations into other admissible 2-derivations. The promotion $(v, 4)$ will be applicable to any admissible 2 -derivation $D$ in which $v$ is a leaf with $l_{D}(v)=4$; the result of applying $(v, 4)$ to $D$ is the admissible 2-derivation obtained from $D$ by increasing the load of $v$ to 8 . The promotion $(v, 8)$ will be applicable to any admissible 2-derivation $D$ in which $v$ is a leaf with $l_{D}(v)=8$; the result of applying $(v, 8)$ to $D$ is the admissible 2-derivation obtained from $D$ by increasing the load of $v$ to 16. The promotion $(v, 16)$ will be applicable to any admissible 2derivation $D$ in which $v$ is a leaf with $l_{D}(v)=16$; the result of applying $(v, 16)$ to $D$ is the admissible 2-derivation obtained from $D$ by making $v$ an internal vertex with leaves as children, assigning 8 as the load of $v 2$ and 4 as the load of $v 3$.

Any admissible 2 -derivation $D$ with capacity at least 8 can be obtained by starting with $D_{0}$ and applying a sequence of promotions; this is easily proved by induction on the capacity of $D$. [The basis is capacity 8 . The inductive step breaks into three cases: if $D$ has a leaf $v$ with load 16 , then $D$ can be obtained by applying promotion $(v, 8)$ to an admissible 2 -derivation with one-half the capacity (which can by the inductive hypothesis be obtained from $D_{0}$ by promotions); if $D$ has a right leaf $v$ with load 8 , then $D$ can be obtained by applying promotion ( $v, 4$ ) to an admissible 2-derivation with one-half the capacity; and otherwise $D$, if it is not the basis, must contain an
internal vertex $v$ with leaves as children, with 8 as load of $v 2$ and 4 as load of $v 3$, so that $D$ can be obtained by applying promotion $(v, 16)$ to an admissible 2 -derivation with one-half the capacity.]

Any promotion doubles the capacity of the admissible 2-derivation to which it is applied. We shall assign a "cost" $C(P)$ to each promotion $P$ as follows: the cost of the promotion $(v, 4)$ is $4 W(v)$, the cost of $(v, 8)$ is $8 W(v)$, and the cost of $(v, 16)$ is $12 W(v)$. Then if application of promotion $P$ to admissible 2-derivation $D$ yields $D^{\prime}$, we have $C\left(D^{\prime}\right)=C(D)+C(P)$.

Among promotions, some are prerequisite to others: the promotion $(v, 8)$ is prerequisite to $(v, 16)$, the promotion $(v, 16)$ is prerequisite to both $(v 2,8)$ and $(v 3,4)$, and the promotion $(v 3,4)$ is prerequisite to $(v 3,8)$. In every case, however, if $P$ is prerequisite to $Q$, then the cost of $P$ is at most the cost of $Q$. In particular, we can order all possible promotions in a sequence $P_{1}, P_{2}, \ldots, P_{j}, \ldots$ in such a way that: (1) the costs are nondecreasing, and (2) each promotion is preceded by all of its prerequisites. It follows that the result of applying $P_{1}, \ldots, P_{k-3}$ in order to $D_{0}$ is a minimum-cost 2 -derivation with capacity $2^{k}$. This yields

$$
\begin{equation*}
f_{2}\left(2^{k}\right)=8+\sum_{1 \leq j \leq k-3} C\left(P_{j}\right) . \tag{4.12}
\end{equation*}
$$

Our problem is now to determine the asymptotic behavior of $C\left(P_{j}\right)$.
Let $g(x)$ denote the number of promotions with cost at most $x$. We can write

$$
\begin{equation*}
g(x)=g_{4}(x)+g_{8}(x)+g_{16}(x), \tag{4.13}
\end{equation*}
$$

where $g_{4}(x), g_{8}(x)$, and $g_{16}(x)$ denote the numbers of promotions of the form $(v, 4)$, $(v, 8)$, and $(v, 16)$, respectively, with cost at most $x$. Since the cost of $(v, 16)$ is $12 W(v)$, we have

$$
\begin{equation*}
g_{16}(x)=h(x / 12) \tag{4.14}
\end{equation*}
$$

Since the cost of $(v, 8)$ is $8 W(v)$, we have

$$
\begin{equation*}
g_{8}(x)=h(x / 8) \tag{4.15}
\end{equation*}
$$

There is a promotion $(v, 4)$ if and only if $v$ is of the form $u 3$; since the cost of $(v, 4)$ is $4 W(v)=12 W(u)$, we have

$$
\begin{equation*}
g_{4}(x)=h(x / 12) \tag{4.16}
\end{equation*}
$$

This yields

$$
\begin{align*}
g(x) & =2 h(x / 12)+h(x / 8)  \tag{4.17}\\
& \sim\left(2 \cdot 12^{-\gamma}+8^{-\gamma}\right) \frac{x^{\gamma}}{H} \\
& \sim\left(12^{-\gamma}+4^{-\gamma}\right) \frac{x^{\gamma}}{H},
\end{align*}
$$

where we have used the identity (1.5) to obtain the last line from its predecessor.
Inverting (4.17) by raising each side to the power $1 / \gamma$, we see that

$$
\begin{equation*}
C\left(P_{j}\right) \sim\left(\frac{H}{12^{-\gamma}+4^{-\gamma}}\right)^{1 / \gamma} j^{1 / \gamma} \tag{4.18}
\end{equation*}
$$

Substituting this formula in (4.12) and summing yields (4.10) and (4.11), completing the proof of Theorem 4.2.

It is worth observing that the promotion $(v, 16)$ that creates a load of 4 has the same cost as the promotion $(v 3,4)$ that destroys the load of 4 . It follows that the sequence of optimal promotions can be arranged so that the resulting optimal 2derivations each have at most one leaf with load 4. Thus we can arrange that "almost all" the loads in an optimal 2-derivation are either 8 or 16.

The cases $d=3$ and $d=4$ are similar to $d=2$, and we shall only describe the key points in the analyses. For $d=3$, we easily show that no optimal 3 -derivation can have a load as large as 81 and need not have any load as large as 27 (since this can be replaced without increasing the cost by children with loads 9 and 3 ). Futhermore, no left leaf can have a load of 3 . Thus we need only consider "admissible" 3 -derivations in which all loads are either 3 or 9 , and no left leaf has a load of 3 . We can analyze these by introducing promotions as before. We then observe that the promotion that creates a load of 3 has the same cost as the promotion that destroys the load of 3 . Thus we can arrange that optimal 3 -derivations have at most one leaf with load 3 . Since almost all the loads are then 9 , we obtain the same asymptotic result as in the case $d=9: C_{3}=C_{9}$.

For $d=4$, a similar analysis shows that all loads in an optimal 4-derivation must be either 4 or 16 . Furthermore, no left leaf can have a load of 4 . We can then continue the analysis using promotions, and the result is

$$
\begin{equation*}
C_{4}=\frac{\gamma}{\gamma+1}\left(\frac{2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}}{\left(28^{-\gamma}+36^{-\gamma}\right) \log ^{\gamma+1} 4}\right)^{1 / \gamma} \tag{4.19}
\end{equation*}
$$

It is worthwhile observing that for $2 \leq d \leq 4$ the trees underlying optimal $d$ derivations are threshold trees, just as they were for $d \geq 5$; this is easily seen by considering the promotions that increase the number of leaves in the tree.
5. Reals. In this section we shall analyze the recurrence (1.12) obtained by eliminating the integrality constraint from (1.1).

Theorem 5.1. We have

$$
\begin{equation*}
f_{0}(x) \sim C_{0}(\log x)^{1+1 / \gamma} \tag{5.1}
\end{equation*}
$$

where $C_{0}=1.5586 \ldots$ is given by

$$
\begin{equation*}
C_{0}=6 e\left(2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}\right)^{1 / \gamma}\left(\frac{\gamma}{\gamma+1}\right)^{1+1 / \gamma} \tag{5.2}
\end{equation*}
$$

As indicated in $\S 3$, our quest is for optimal 0 -derivations. To determine these, let us fix a tree $T$ and ask how the loads of its leaves should be assigned so as to minimize the cost, while achieving a prescribed capacity. (Later we shall determine how the tree $T$ should be chosen.)

We first claim that, among 0-derivations based on a prescribed tree $T$ and having a prescribed capacity $x$, a 0 -derivation $D$ with minimum cost must be such that there exists a constant $c$ such that for all leaves $v \in F\left(T_{D}\right)$,

$$
\begin{equation*}
l_{D}(v) W(v)=c \tag{5.3}
\end{equation*}
$$

Thus the loads must vary as the reciprocal of the weights of their leaves. To see this, suppose to the contrary that $l_{D}(u) W(u)>l_{D}(v) W(v)$ for some leaves $u$ and $v$.

Set $c^{\prime}=\sqrt{l_{D}(u) W(u) l_{D}(v) W(v)}$, and let $D^{\prime}$ be the 0 -derivation obtained from $D$ by changing the loads of $u$ and $v$ to $l_{D^{\prime}}(u)=c^{\prime} / W(u)$ and $l_{D^{\prime}}(v)=c^{\prime} / W(v)$. Then $D^{\prime}$ has the same capacity as $D$, but lower cost (as follows from the inequality between geometric and arithmetic means). This contradiction proves the claim.

Next we shall ask which tree $T$, among those with $k$ leaves, should be used to construct an optimal 0 -derivation. (Later we shall determine how $k$ should be chosen.)

If the capacity of $D$ is to be $x$, we must have

$$
\begin{equation*}
\prod_{v \in F\left(T_{D}\right)} l_{D}(v)=x . \tag{5.4}
\end{equation*}
$$

Multiplying (5.3) over all $v \in F\left(T_{D}\right)$ yields

$$
\begin{aligned}
c^{k} & =\prod_{v \in F\left(T_{D}\right)} l_{D}(v) W(v) \\
& =x \prod_{v \in F\left(T_{D}\right)} W(v),
\end{aligned}
$$

and thus

$$
\begin{equation*}
c=x^{1 / k}\left(\prod_{v \in F\left(T_{D}\right)} W(v)\right)^{1 / k} . \tag{5.5}
\end{equation*}
$$

Since each leaf contributes $c$ to the cost of $D$, we have

$$
\begin{equation*}
C(D)=k x^{1 / k}\left(\prod_{v \in F\left(T_{D}\right)} W(v)\right)^{1 / k} . \tag{5.6}
\end{equation*}
$$

Thus the optimal tree $T$ is one that minimizes the geometric mean of the weights of the leaves and, therefore, given that the number of leaves is fixed, minimizes the product of the weights. And since the logarithm is an increasing function, it is equivalent to minimize the sum of the logarithms of the weights of the leaves.

If $v$ is any vertex, we have $\log W(v 2)+\log W(v 3)=\log 6+2 \log W(v)$. Summing this identity over all $v \in K(T)$, we obtain

$$
\begin{equation*}
\sum_{u \in F(T)} \log W(u)=\log 1+(k-1) \log 6+\sum_{u \in K(T)} \log W(u), \tag{5.7}
\end{equation*}
$$

since each leaf $u \in F(T)$ appears once as $v 2$ or $v 3$, the root $\lambda$ appears once as $v$, and each other internal vertex $u \in K(T)$ appears once as $v 2$ or $v 3$ and once as $v$. When $k$ is fixed, the right-hand side of (5.7) is minimized by choosing the $k-1$ vertices $v$ with the smallest $W(v)$ to be the internal vertices in $K(T)$. Thus threshold trees, which emerged as optimal for $d$-derivations $(d>1)$, are also optimal for 0 -derivations.

It remains to determine the optimal value of $k$ as a function of the capacity $x$. To do this we shall determine the asymptotic behavior of the geometric mean $U(k)$ of the weights of the leaves in a threshold tree with $k$ leaves. We shall show that

$$
\begin{equation*}
U(k) \sim 6 e^{-1 / \gamma} H^{1 / \gamma} k^{1 / \gamma} . \tag{5.8}
\end{equation*}
$$

Using (5.7) we have

$$
\begin{align*}
U(k) & =\exp \frac{1}{k} \sum_{v \in F(T)} \log W(v)  \tag{5.9}\\
& =\exp \frac{1}{k}\left((k-1) \log 6+\sum_{v \in K(T)} \log W(v)\right) \\
& =\exp \frac{1}{k}\left((k-1) \log 6+\sum_{1 \leq j \leq k-1} \log W_{j}\right)
\end{align*}
$$

From (4.8) we obtain

$$
\begin{equation*}
\log W_{j}=\frac{1}{\gamma} \log j+\frac{1}{\gamma} \log H+o(1) . \tag{5.10}
\end{equation*}
$$

Substituting (5.10) into (5.9) and estimating the sum by an integral yields (5.8).
From (5.8) we can complete the proof of Theorem 5.1 as follows. From (5.6) we have

$$
\begin{align*}
C(D) & =k x^{1 / k} U(k)  \tag{5.11}\\
& \sim 6 e^{-1 / \gamma} H^{1 / \gamma} k^{1+1 / \gamma} x^{1 / k} .
\end{align*}
$$

Choosing $k$ to minimize $k^{1+1 / \gamma} x^{1 / k}$ yields

$$
\begin{equation*}
k \sim \frac{\gamma+1}{\gamma} \log x \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
k^{1+1 / \gamma} x^{1 / k} \sim\left(\frac{e \gamma}{\gamma+1}\right)^{1+1 / \gamma}(\log x)^{1+1 / \gamma} . \tag{5.13}
\end{equation*}
$$

Substituting (5.13) into (5.11) yields

$$
\begin{equation*}
C(D) \sim 6 e H^{1 / \gamma}\left(\frac{\gamma}{\gamma+1}\right)^{1+1 / \gamma}(\log x)^{1+1 / \gamma} \tag{5.14}
\end{equation*}
$$

which completes the proof of Theorem 5.1.
6. Integers. We arrive in this section at our main result, the solution of the recurrence (1.1).

Theorem 6.1. For every $\varepsilon>0$, we have

$$
\begin{equation*}
f(n) \leq(C+\varepsilon)(\log n)^{1+1 / \gamma} \tag{6.1}
\end{equation*}
$$

for infinitely many values of $n$ but

$$
\begin{equation*}
f(n) \leq(C-\varepsilon)(\log n)^{1+1 / \gamma} \tag{6.2}
\end{equation*}
$$

for only finitely many, where

$$
\begin{equation*}
C=\frac{\gamma\left(2^{-\gamma} \log 2^{\gamma}+3^{-\gamma} \log 3^{\gamma}\right)^{1 / \gamma}}{(\gamma+1)\left(15^{-\gamma} \log ^{\gamma+1} \frac{5}{2}+3^{-\gamma} \sum_{5 \leq k \leq 7} \log ^{\gamma+1} \frac{k+1}{k}+\sum_{8 \leq k \leq 15} \log ^{\gamma+1} \frac{k+1}{k}\right)^{1 / \gamma}} \tag{6.3}
\end{equation*}
$$

Because $f(n)$ is large when $n$ is prime, we must focus attention on the lower envelope. We do this by defining

$$
\begin{equation*}
C^{\prime}=\liminf _{n \rightarrow \infty} f(n) /(\log n)^{1+1 / \gamma} \tag{6.4}
\end{equation*}
$$

so that our task is to prove that $C^{\prime}=C$.
Let us say that an integer $n$ is "good" if there is no larger integer $m>n$ such that $f(m) \leq f(n)$. If $n$ is not good, then for some larger $m$ we have

$$
f(m) /(\log m)^{1+1 / \gamma}<f(n) /(\log n)^{1+1 / \gamma} .
$$

Thus the limes inferior in (6.4) remains unchanged if we confine attention to good $n$.
We begin as in $\S 4$ with an analysis of the possible load values; we shall not obtain the sharpest bounds here but merely aim to reduce the range that must be considered later. Let us consider a minimum-cost derivation $D$ for a good integer $n$; and let us further suppose that, among derivations of this minimum cost, $D$ has the largest possible number of leaves.

First, we claim that $D$ can have no load as small as 2. For if any leaf had load 2 , this would certainly have to be the case for the leaf $v 3$ of largest weight (by the ordering principle), and the sibling of $v 3$ is another leaf $v 2$ (else it would subtend a leaf of greater weight than $v 3$ ). Suppose the load of $v 2$ is $l$. Then the derivation obtained from $D$ by making $v$ a leaf with load $2 l$ would have the same capacity as, but lower cost than, $D$.

Second, $D$ cannot have a leaf $v$ with load of 24: replacing $v$ by leaves $v 2$ with load 6 and $v 3$ with load 4 would leave the capacity and cost unchanged but increase the number of leaves.

Third, $D$ cannot have a leaf $v$ with load of 25 : replacing $v$ by leaves $v 2$ with load 5 and $v 3$ with load 5 would leave the capacity and cost unchanged but increase the number of leaves.

Finally, $D$ cannot have a leaf $v$ with load $l$ as large as 26 . To see this, it will suffice to show that we can find integers $i$ and $j$ such that $i j>l$ and $2 i+3 j=l$, for then we could replace $v$ by leaves $v 2$ with load $i$ and $v 3$ with load $j$ and increase the capacity while leaving the cost unchanged; this contradicts the assumption that the capacity of $D$ is good.

If we plot the line $2 i+3 j=l$ and the hyperbola $i j=l$ in the real $(i, j)$ plane, they intersect at two points with $i$-coordinates

$$
\begin{equation*}
i=\frac{l \pm \sqrt{l^{2}-24 l}}{4} . \tag{6.5}
\end{equation*}
$$

The difference between these $i$-coordinates is

$$
\begin{equation*}
\Delta i=\frac{\sqrt{l^{2}-24 l}}{2} \tag{6.6}
\end{equation*}
$$

We will have $\Delta i>3$ if $l^{2}-24 l>36$; this in turn holds when $l>12+2 \sqrt{45}$ and, thus, certainly when $l \geq 12+2 \sqrt{49}=26$.

The line $2 i+3 j=l$ contains infinitely many lattice points (points with integral coordinates); the $i$-coordinates of successive such lattice points differ by 3 , since adding 3 to $i$ and subtracting 2 from $j$ leaves the sum $2 i+3 j$ unchanged. Thus there must be a lattice point whose $i$-coordinate lies in the interval whose endpoints are given by (6.5). For this point $(i, j)$ we have $2 i+3 j=l$ and $i j>l$, as desired.

Thus every load on an optimal derivation with a good capacity and a maximal number of leaves is at least 3 and at most 23 . We also claim that, in such a derivation $D$, if $v$ has leaves $v 2$ with load $i$ and $v 3$ with load $j$ for children, then $2 i+3 j \geq 24$. For the maximum of $i j$ subject to the constraint $2 i+3 j=l$ is $l^{2} / 24$. Thus if $2 i+3 j<24$, the derivation obtained from $D$ by making $v$ a leaf with load $i j$ will have the same capacity as, but smaller cost than, $D$.

We next claim that the tree $T$ underlying the derivation $D$ is a threshold tree. Suppose to the contrary that $T$ contains an internal vertex $u$ and a leaf $v$ with $W(u)>$ $W(v)$. We may assume that $u$ has leaves $u 2$ and $u 3$ as children (since if not we may transfer attention from $u$ to one of its children). Let $h, i$, and $j$ be the loads of the leaves $v, u 2$, and $u 3$, respectively. As we have seen above, we must have $h \leq 23$ and $2 i+3 j \geq 24$. Thus we obtain

$$
\begin{equation*}
-h+2 i+3 j>0 \tag{6.7}
\end{equation*}
$$

Consider now the tree $T^{\prime}$ obtained from $T$ by making $u$ a leaf and making $v$ an internal vertex with children $v 2$ and $v 3$ as leaves. Now let us create a derivation $D^{\prime}$ from the tree $T^{\prime}$ by assigning the loads $h, i$, and $j$ in some order to the leaves $u, v 2$, and $v 3$ and letting the loads of all other leaves be the same as in $D$. Then $D^{\prime}$ has the same capacity as $D$. We shall show that there is some order of assignment that results in $D^{\prime}$ having a smaller cost than $D$. The analysis breaks into three cases, depending on how $W(u)$ ranks among $2 W(v)<3 W(v)$.

First, suppose that $3 W(v)<W(u)$. Then by the ordering principle we should assign $h, i$, and $j$ to $v 2, v 3$, and $u$, respectively. These three loads contribute $h W(v)+$ $i 2 W(u)+j 3 W(u)$ to $C(D)$ and $h 2 W(v)+i 3 W(v)+j W(u)$ to $C\left(D^{\prime}\right)$. If this does not decrease the cost, that is, if $C\left(D^{\prime}\right)-C(D) \geq 0$, then

$$
\begin{equation*}
h W(v)+i(3 W(v)-2 W(u))-j 2 W(u) \geq 0 . \tag{6.8}
\end{equation*}
$$

Multiplying (6.7) by $W(v)$ and adding the result to (6.8) yields

$$
\begin{equation*}
i(5 W(v)-2 W(u))+j(3 W(v)-2 W(u))>0 \tag{6.9}
\end{equation*}
$$

This is a contradiction, since $3 W(v)<W(u)$ implies that the coefficients of $i$ and $j$ are each strictly negative.

Secondly, suppose that $2 W(v)<W(u) \leq 3 W(v)$. Then we assign $h, i$, and $j$ to $v 2, u$, and $v 3$, respectively. These three loads contribute $h W(v)+i 2 W(u)+j 3 W(u)$ to $C(D)$ and $h 2 W(v)+i W(u)+j 3 W(v)$ to $C\left(D^{\prime}\right)$. If this does not decrease the cost, then

$$
\begin{equation*}
h W(v)-i W(u)+j(3 W(v)-3 W(u)) \geq 0 \tag{6.10}
\end{equation*}
$$

Multiplying (6.7) by $W(v)$ and adding the result to (6.10) yields

$$
\begin{equation*}
i(2 W(v)-W(u))+j(6 W(v)-3 W(u))>0 \tag{6.11}
\end{equation*}
$$

This is a contradiction, since $2 W(v)<W(u)$ implies that the coefficients of $i$ and $j$ are each strictly negative.

Finally, suppose that $W(v)<W(u) \leq 2 W(v)$. Then we assign $h, i$, and $j$ to $u$, $v 2$, and $v 3$, respectively. These three loads contribute $h W(v)+i 2 W(u)+j 3 W(u)$ to $C(D)$ and $h W(u)+i 2 W(v)+j 3 W(v)$ to $C\left(D^{\prime}\right)$. If this does not decrease the cost, then

$$
\begin{equation*}
-h(W(v)-W(u))+2 i(W(v)-W(u))+3 j(W(v)-W(u)) \geq 0 \tag{6.12}
\end{equation*}
$$

But this contradicts (6.7), since $W(v)<W(u)$. Thus the assumption that an internal vertex $v$ has greater weight than a leaf $u$ leads to a contradiction, completing the proof that threshold trees are optimal.

Now that we know that optimal derivations are based on threshold trees and that their loads are at least 3 and at most 23 , it remains to determine the number of leaves that should be assigned each of these loads (since, then, the ordering principle will tell us which loads to assign to which leaves). Let $T$ be a threshold tree, and let $y$ denote the largest weight of an internal vertex. We shall renormalize the weights of the leaves by setting $\eta_{v}=W(v) / y$ for each leaf $v \in F(T)$. Then we have $\eta_{v} \geq 1$, since $T$ is a threshold tree. Furthermore, we have $\eta_{v} \leq 3$, since the weight of a leaf is at most thrice the weight of its parent, which is an internal vertex. Finally, we have $\eta_{v} \leq 2$ unless $v$ is a "right" leaf (that is, a leaf of the form $u 3$ ), since the weight of a left leaf is at most twice the weight of its parent, which is an internal vertex.

We shall show that, if we choose a leaf $v$ at random from a threshold tree with $k$ leaves, with all $k$ leaves being equally likely, the value of $\eta_{v}$ has a distribution that tends as $k \rightarrow \infty$ to a particular density function on the interval $1 \leq \eta \leq 3$, which is continuous except for a single jump at $\eta=2$.

First, let us fix $\eta$ and $\varepsilon$ such that $2<\eta<\eta+\varepsilon<3$ and consider the number $E(y, \eta, \varepsilon)$ of leaves $v$ such that $\eta<\eta_{v} \leq \eta+\varepsilon$. Such leaves are right leaves (since $\eta_{v}>2$ ) and are in one-to-one correspondence with internal vertices $u$ such that $\eta y / 3<$ $W(u) \leq(\eta+\varepsilon) y / 3$. Using (4.6), we obtain

$$
\begin{align*}
E(y, \eta, \varepsilon) & =h((\eta+\varepsilon) y / 3)-h(\eta y / 3)  \tag{6.13}\\
& \sim \frac{((\eta+\varepsilon) y / 3)^{\gamma}}{H}-\frac{(\eta y / 3)^{\gamma}}{H} \\
& \sim \frac{y^{\gamma}}{H}\left(3^{-\gamma} \gamma \eta^{\gamma-1} \varepsilon+O\left(\varepsilon^{2}\right)\right) .
\end{align*}
$$

Again using (4.6), we have $k \sim y^{\gamma} / H$. Thus the distribution of leaves in the interval $2<\eta<3$ aymptotically follows the density function

$$
\begin{equation*}
\phi(\eta)=3^{-\gamma} \gamma \eta^{\gamma-1} \tag{6.14}
\end{equation*}
$$

We have normalized $\phi$ so that

$$
\begin{equation*}
\int_{2}^{3} \phi(\eta) d \eta=1-(2 / 3)^{\gamma} \tag{6.15}
\end{equation*}
$$

the reason for this will become clear shortly.
Next, let us fix $\eta$ and $\varepsilon$ such that $1<\eta<\eta+\varepsilon<2$ and consider the number $E(y, \eta, \varepsilon)$ of leaves $v$ such that $\eta<\eta_{v} \leq \eta+\varepsilon$. Such leaves may be either right leaves or left leaves. The right leaves are in one-to-one correspondence with internal
vertices $u$ such that $\eta y / 3<W(u) \leq(\eta+\varepsilon) y / 3$, and the left leaves are in one-to-one correspondence with internal vertices $u$ such that $\eta y / 2<W(u) \leq(\eta+\varepsilon) y / 2$. Using (4.6) and (1.5), we obtain

$$
\begin{align*}
E(y, \eta, \varepsilon)= & h((\eta+\varepsilon) y / 3)-h(\eta y / 3)  \tag{6.16}\\
& +h((\eta+\varepsilon) y / 2)-h(\eta y / 2) \\
\sim & \frac{((\eta+\varepsilon) y / 3)^{\gamma}}{H}-\frac{(\eta y / 3)^{\gamma}}{H} . \\
& +\frac{((\eta+\varepsilon) y / 2)^{\gamma}}{H}-\frac{(\eta y / 2)^{\gamma}}{H} \\
\sim & \frac{y^{\gamma}}{H}\left(\gamma \eta^{\gamma-1} \varepsilon+O\left(\varepsilon^{2}\right)\right) .
\end{align*}
$$

Thus the distribution of leaves in the interval $1<\eta<2$ aymptotically follows the density function

$$
\begin{equation*}
\phi(\eta)=\gamma \eta^{\gamma-1} \tag{6.17}
\end{equation*}
$$

We have normalized $\phi$ so that

$$
\begin{equation*}
\int_{1}^{2} \phi(\eta) d \eta=2^{\gamma}-1 \tag{6.18}
\end{equation*}
$$

from (6.15), (6.18), and (1.5) we have $\int_{1}^{3} \phi(\eta) d \eta=1$, so $\phi$ can be viewed as a probability density function on the interval $1<\eta<3$.

For each good integer $n$, let $D(n)$ denote an optimal derivation with capacity $n$. Let $k(n)$ denote the number of leaves in $T_{D(n)}$. For $3 \leq m \leq 23$, let $k_{m}(n)$ denote the number of leaves $v$ of $T_{D(n)}$ such that $l_{D(n)}(v)=m$ and let $\mu_{m}(n)=k_{m}(n) / k(n)$ denote the fraction of such leaves. From the sequence of good integers, let us extract an infinite subsequence of "special" integers such that, as $n$ runs through the special integers: (1) $f(n) /(\log n)^{1+1 / \gamma}$ tends to $C^{\prime}$ (as defined in (6.4)), and (2) for each $m$ in the range $3 \leq m \leq 23, \mu_{m}(n)$ tends to a limit $\mu_{m}$. Condition (1) can be fulfilled by the definition of $C^{\prime}$, and condition (2) because for each of the finitely many values of $m, \mu_{m}(n)$ varies in the compact interval $0 \leq \mu_{m}(n) \leq 1$. Henceforth we confine our attention to these special $n$. Of course, we have

$$
\begin{equation*}
\sum_{3 \leq m \leq 23} \mu_{m}=1 \tag{6.19}
\end{equation*}
$$

For each $m$, define $\alpha_{m}$ and $\beta_{m}$ such that

$$
\begin{equation*}
\int_{1}^{\alpha_{m}} \phi(\eta) d \eta=\sum_{m<l} \mu_{l} \tag{6.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\beta_{m}}^{3} \phi(\eta) d \eta=\sum_{l<m} \mu_{l} . \tag{6.21}
\end{equation*}
$$

Let $M$ denote the set of $m$ such that $\mu_{m}>0$. Then we have $1 \leq \alpha_{m} \leq \beta_{m} \leq 3$, and $\alpha_{m}<\beta_{m}$ if and only if $m \in M$. The half-open intervals $\left(\alpha_{m}, \bar{\beta}_{m}\right]$ for $m \in M$ form
a partition of the interval $(1,3]$. Thus for $1<\eta \leq 3$ we may define a non-increasing left-continuous step function $\psi$ on the interval (1,3] by letting $\psi(\eta)$ be the unique value of $m$ such that $\alpha_{m}<\eta \leq \beta_{m}$.

For special $n$ we have

$$
\begin{equation*}
\log n=\sum_{v \in F\left(T_{D}(n)\right)} \log l_{D(n)}(v) \tag{6.22}
\end{equation*}
$$

and

$$
\begin{equation*}
f(n)=\sum_{v \in F\left(T_{D}(n)\right)} l_{D(n)}(v) W(v) \tag{6.23}
\end{equation*}
$$

The limiting distribution $\phi$ of the weights of leaves in threshold trees, the ordering principle, and the definition of $\psi$ allow us to express the asymptotic behavior of the sums in (6.22) and (6.23) using integrals as

$$
\begin{equation*}
\log n \sim k \int_{1}^{3} \phi(\eta) \log \psi(\eta) d \eta \tag{6.24}
\end{equation*}
$$

and

$$
\begin{equation*}
f(n) \sim k y \int_{1}^{3} \phi(\eta) \eta \psi(\eta) d \eta \tag{6.25}
\end{equation*}
$$

Since $k \sim y^{\gamma} / H$ and $f(n) /(\log n)^{1+1 / \gamma} \sim C^{\prime}$, we conclude that

$$
\begin{equation*}
C^{\prime}=\frac{H^{1 / \gamma} P}{Q^{1+1 / \gamma}} \tag{6.26}
\end{equation*}
$$

where

$$
\begin{equation*}
P=\int_{1}^{3} \phi(\eta) \eta \psi(\eta) d \eta \tag{6.27}
\end{equation*}
$$

and

$$
\begin{equation*}
Q=\int_{1}^{3} \phi(\eta) \log \psi(\eta) d \eta \tag{6.28}
\end{equation*}
$$

Now if we let $\psi$ be any nonincreasing left-continuous step function defined on $(1,3]$ and taking values in $\{3, \ldots, 23\}$, then for each $m$ in the range $M$ of $\psi$ there $\psi(\eta)$ takes on the value $m$ for $\eta$ in an interval of the form ( $\alpha_{m}, \beta_{m}$ ]. From any threshold tree $T_{k}$ with $k$ leaves and threshold $y$, we can obtain a derivation $D_{k}$ by assigning to each leaf $v \in F\left(T_{k}\right)$ the load $\psi(W(v) / y)$. Letting $k$ (and with it $y$ ) tend to infinity, we obtain a sequence of derivations with capacities

$$
\begin{equation*}
\log n_{k} \sim k \int_{1}^{3} \phi(\eta) \log \psi(\eta) d \eta \tag{6.29}
\end{equation*}
$$

and costs

$$
\begin{equation*}
C\left(D_{k}\right) \sim k y \int_{1}^{3} \phi(\eta) \eta \psi(\eta) d \eta \tag{6.30}
\end{equation*}
$$

Since we must have $f\left(n_{k}\right) \leq C\left(D_{k}\right)$, we conclude that

$$
\begin{equation*}
C^{\prime}=\min _{\psi} \Gamma(\psi), \tag{6.31}
\end{equation*}
$$

where

$$
\begin{equation*}
P(\psi)=\int_{1}^{3} \phi(\eta) \eta \psi(\eta) d \eta \tag{6.32}
\end{equation*}
$$

and

$$
\begin{equation*}
Q(\psi)=\int_{1}^{3} \phi(\eta) \log \psi(\eta) d \eta \tag{6.33}
\end{equation*}
$$

and the minimum is taken over all nonincreasing left-continuous step functions $\psi$ defined on $(1,3]$ and taking values in $\{3, \ldots, 23\}$. Thus we have reduced the determination of $C^{\prime}$ to the solution of the variational problem (6.31).

First, we claim that the range $M$ of the function $\psi$ minimizing (6.31) must be an interval of consecutive integers. Suppose to the contrary that for some $h>i>j$ we have $1<\beta_{h}=\alpha_{i}=\beta_{i}=\alpha_{j}<3$. Let us denote this common value by $\delta$, and suppose for now that $\delta \neq 2$. Let us define a new function $\psi^{\prime}$ by choosing $\varepsilon>0$, changing $\beta_{h}=\alpha_{i}=\delta$ to $\beta_{h}^{\prime}=\alpha_{i}^{\prime}=\delta-\varepsilon(i-j)$ and $\beta_{i}=\alpha_{j}=\delta$ to $\beta_{i}^{\prime}=\alpha_{j}^{\prime}=\delta+\varepsilon(h-i)$. The effect of this change on $P$ is

$$
\begin{align*}
P\left(\psi^{\prime}\right)-P(\psi)= & (i-h) \int_{\delta-\varepsilon(i-j)}^{\delta} \phi(\eta) \eta d \eta+(i-j) \int_{\delta}^{\delta+\varepsilon(h-i)} \phi(\eta) \eta d \eta  \tag{6.34}\\
= & (i-h)\left(\varepsilon(i-j) \phi(\delta) \delta+O\left(\varepsilon^{2}\right)\right) \\
& \quad+(i-j)\left(\varepsilon(h-i) \phi(\delta) \delta+O\left(\varepsilon^{2}\right)\right) \\
= & O\left(\varepsilon^{2}\right)
\end{align*}
$$

for $\varepsilon>0$ sufficiently small. The effect on $Q$ is

$$
\begin{align*}
Q\left(\psi^{\prime}\right)-Q(\psi)= & \left(\log \frac{i}{h}\right) \int_{\delta-\varepsilon(i-j)}^{\delta} \phi(\eta) d \eta+\left(\log \frac{i}{j}\right) \int_{\delta}^{\delta+\varepsilon(h-i)} \phi(\eta) d \eta  \tag{6.35}\\
= & \left(\log \frac{i}{h}\right)\left(\varepsilon(i-j) \phi(\delta)+O\left(\varepsilon^{2}\right)\right) \\
& +\left(\log \frac{i}{j}\right)\left(\varepsilon(h-i) \phi(\delta)+O\left(\varepsilon^{2}\right)\right) \\
= & {[(h-j) \log i-(i-j) \log h-(h-i) \log j] \phi(\delta) \varepsilon+O\left(\varepsilon^{2}\right) . }
\end{align*}
$$

for sufficiently small $\varepsilon>0$. The quantity in square brackets in (6.35) is strictly positive, by the concavity of the logarithm. Thus the change from $\psi$ to $\psi^{\prime}$ increases $Q$ to first-order in $\varepsilon$ but increases $P$ only to second-order in $\varepsilon$. It follows that by choosing $\varepsilon>0$ sufficiently small, we obtain a contradiction to the assumption that $\psi$ minimizes (6.31). In the exceptional case that $\delta=2$, the same argument works if we introduce a
factor of $3^{\gamma}$ to compensate for the discontinuity of $\phi$ : if we set $\beta_{h}^{\prime}=\alpha_{i}^{\prime}=\delta-\varepsilon(i-j)$ as before, but now set $\beta_{i}^{\prime}=\alpha_{j}^{\prime}=\delta+\varepsilon(h-i) 3^{\gamma}$, we again obtain cancellation to first-order in $P$ but not in $Q$. Thus we conclude that $M$ is an interval of consecutive integers.

Next we claim that if $m+1$ and $m$ both belong to $M$ and if $\psi$ minimizes $\Gamma(\psi)$ (and therefore also $\log \Gamma(\psi)$ ), then we must have

$$
\begin{equation*}
\beta_{m+1}=\alpha_{m}=\varrho \log \frac{m+1}{m} \tag{6.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\varrho=\frac{\gamma+1}{\gamma} \frac{P(\psi)}{Q(\psi)} . \tag{6.37}
\end{equation*}
$$

Suppose that $\beta_{m+1}=\alpha_{m}$, and denote this common value by $\delta$. Suppose for now that $\delta \neq 2$. Let us define a new function $\psi^{\prime}$ by choosing a small number $\vartheta$ (of either sign) and setting $\beta_{m+1}^{\prime}=\alpha_{m}^{\prime}=\delta+\vartheta$. The effect of this change on $P$ is

$$
\begin{align*}
P\left(\psi^{\prime}\right)-P(\psi) & =\int_{\delta}^{\delta+\vartheta} \phi(\eta) \eta d \eta  \tag{6.38}\\
& =\vartheta \phi(\delta) \delta+O\left(\vartheta^{2}\right)
\end{align*}
$$

and the effect on $Q$ is

$$
\begin{align*}
Q\left(\psi^{\prime}\right)-Q(\psi) & =\left(\log \frac{m+1}{m}\right) \int_{\delta}^{\delta+\vartheta} \phi(\eta) d \eta  \tag{6.39}\\
& =\vartheta\left(\log \frac{m+1}{m}\right) \phi(\delta)+O\left(\vartheta^{2}\right)
\end{align*}
$$

The effect on $\log \Gamma$ is

$$
\begin{equation*}
\log \Gamma\left(\psi^{\prime}\right)-\log \Gamma(\psi)=\frac{\vartheta \phi(\delta) \delta}{P(\psi)}-\frac{\gamma+1}{\gamma} \frac{\vartheta\left(\log \frac{m+1}{m}\right) \phi(\delta)}{Q(\psi)}+O\left(\vartheta^{2}\right) \tag{6.40}
\end{equation*}
$$

Thus if (6.36) did not hold, we could choose a small value of $\vartheta$ (with appropriate sign) and make the right-hand side of (6.40) strictly negative. This contradicts the assumption that $\psi$ minimizes $\Gamma(\psi)$ and proves (6.36). In the exceptional case that $\delta=2$, the same argument works if we interpret $\phi(\delta)=\phi(2)$ (which has not yet been defined) correctly. Specifically, if we wish to choose $\vartheta>0$, we should set $\phi(2)=$ $3^{-\gamma} \gamma 2^{\gamma-1}$ (to make $\phi$ right-continuous at 2 ); and if we wish to choose $\vartheta<0$, we should set $\phi(2)=\gamma 2^{\gamma-1}$ (to make $\phi$ left-continuous at 2 ).

Finally, we claim that if $\varrho \log ((m+1) / m)$ falls in the open interval $(1,3)$, then $m+1$ and $m$ both belong to $M$. Suppose to the contrary that the largest element of $M$ is $q \leq m$. Let us define a new function $\psi^{\prime}$ by choosing $\varepsilon>0$, changing $\alpha_{q}=1$ to $\alpha_{q}=1+\varepsilon$, and setting $\alpha_{m+1}^{\prime}=1$ and $\beta_{m+1}^{\prime}=1+\varepsilon$. The change to $P$ is $(m+1-q) \varepsilon \phi(1)+O\left(\varepsilon^{2}\right)$, the change to $Q$ is $(\log ((m+1) / q)) \varepsilon \phi(1)+O\left(\varepsilon^{2}\right)$, and the change to $\log \Gamma$ is

$$
\log \Gamma\left(\psi^{\prime}\right)-\log \Gamma(\psi)=\frac{\varepsilon \phi(1)}{P(\psi)}-\frac{\gamma+1}{\gamma} \frac{\varepsilon\left(\log \frac{m+1}{q}\right) \phi(1)}{Q(\psi)}+O\left(\varepsilon^{2}\right),
$$

which is strictly negative for $\varepsilon>0$ sufficiently small because $\varrho \log ((m+1) / q) \geq$ $\varrho \log ((m+1) / m)>1$. This contradiction shows that $m+1$ belongs to $M$ when $\varrho \log ((m+1) / m)>1$; a similar argument (setting $\alpha_{m}^{\prime}=3-\varepsilon$ and $\beta_{m}^{\prime}=3$ ) shows that $m$ belongs to $M$ when $\varrho \log ((m+1) / m)<3$.

At this point we have reduced the determination of the minimizing function $\psi$ to the determination of the single parameter $\varrho$. Although $\varrho$ is defined by (6.37), we do not yet know the values of $P(\psi)$ and $Q(\psi)$, and thus we seek a more explicit characterization of $\varrho$.

Assume for now that the set of values $\{\varrho \log ((m+1) / m): 3 \leq m, m+1 \leq 23\}$ is disjoint from the set $\{1,2,3\}$. Then from (6.36) we can write

$$
\begin{equation*}
\psi(\eta)=\left\lceil\frac{1}{\exp \frac{\eta}{\varrho}-1}\right\rceil \tag{6.41}
\end{equation*}
$$

Thus if we define $r=\psi(1), s=\psi(2)$, and $t=\psi(3)$, we have

$$
\begin{equation*}
r=\left\lceil\frac{1}{\exp \frac{1}{\varrho}-1}\right\rceil \tag{6.42}
\end{equation*}
$$

$$
\begin{align*}
& s=\left\lceil\frac{1}{\exp \frac{2}{\varrho}-1}\right\rceil,  \tag{6.43}\\
& t=\left\lceil\frac{1}{\exp \frac{3}{\varrho}-1}\right\rceil . \tag{6.44}
\end{align*}
$$

Now we can evaluate the integrals in (6.32) and (6.33) by breaking the range of integration into intervals, over each of which $\psi$ is constant; the results are

$$
\begin{align*}
P(\psi)= & r \int_{1}^{\varrho \log (r /(r-1))} \gamma \eta^{\gamma} d \eta+\sum_{r>q>s} q \int_{\varrho \log ((q+1) / q)}^{\varrho \log (q /(q+1))} \gamma \eta^{\gamma} d \eta  \tag{6.45}\\
& +s \int_{\varrho \log ((s+1) / s)}^{2} \gamma \eta^{\gamma} d \eta+s \int_{2}^{\varrho \log (s /(s-1))} 3^{-\gamma} \gamma \eta^{\gamma} d \eta \\
& +\sum_{s>q>t} q \int_{\varrho \log ((q+1) / q)}^{\varrho \log (q /(q+1))} 3^{-\gamma} \gamma \eta^{\gamma} d \eta+t \int_{\varrho \log ((t+1) / t)}^{3} 3^{-\gamma} \gamma \eta^{\gamma} d \eta \\
= & P_{0}+\varrho^{\gamma+1} P_{\gamma+1},
\end{align*}
$$

where

$$
\begin{equation*}
P_{0}=\frac{\gamma+1}{\gamma}(3 t+2 s-r) \tag{6.46}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\gamma+1}=\frac{\gamma+1}{\gamma}\left(\sum_{r>q \geq s} \log ^{\gamma+1} \frac{q+1}{q}+3^{-\gamma} \sum_{s>q \geq t} \log ^{\gamma+1} \frac{q+1}{q}\right) \tag{6.47}
\end{equation*}
$$

and
(6.48) $Q(\psi)=(\log r) \int_{1}^{\varrho \log (r /(r-1))} \gamma \eta^{\gamma-1} d \eta+\sum_{r>q>s}(\log q) \int_{\varrho \log ((q+1) / q)}^{\varrho \log (q /(q+1))} \gamma \eta^{\gamma-1} d \eta$

$$
+(\log s) \int_{\varrho \log ((s+1) / s)}^{2} \gamma \eta^{\gamma-1} d \eta+(\log s) \int_{2}^{\varrho \log (s /(s-1))} 3^{-\gamma} \gamma \eta^{\gamma-1} d \eta
$$

$$
+\sum_{s>q>t}(\log q) \int_{\varrho \log ((q+1) / q)}^{\varrho \log (q /(q+1))} 3^{-\gamma} \gamma \eta^{\gamma-1} d \eta
$$

$$
+(\log t) \int_{\varrho \log ((t+1) / t)}^{3} 3^{-\gamma} \gamma \eta^{\gamma-1} d \eta
$$

$$
=Q_{0}+\varrho^{\gamma} Q_{\gamma}
$$

where

$$
\begin{equation*}
Q_{0}=\log \frac{s t}{r} \tag{6.49}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{\gamma}=\sum_{r>q \geq s} \log ^{\gamma+1} \frac{q+1}{q}+3^{-\gamma} \sum_{s>q \geq t} \log ^{\gamma+1} \frac{q+1}{q} \tag{6.50}
\end{equation*}
$$

Note that $P_{\gamma+1}=((\gamma+1) / \gamma) Q_{\gamma}$. Combining (6.37) with (6.45)-(6.50), we conclude that

$$
\begin{equation*}
\varrho=\frac{3 t+2 s-r}{\log \frac{s t}{r}} . \tag{6.51}
\end{equation*}
$$

We now observe that (6.42)-(6.44) and (6.51) have a unique solution, namely,

$$
\begin{equation*}
r=16, \quad s=8, \quad t=5 \tag{6.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\varrho=\frac{15}{\log \frac{5}{2}} . \tag{6.53}
\end{equation*}
$$

To verify this, it is convenient to define $\varrho_{p, q}=p / \log ((q+1) / q)$, which is the value of $\varrho$ for which $\psi$ makes the step from $q+1$ to $q$ at $p$. Since $r \leq 23$, we must have $\varrho \leq \varrho_{1,23}=23.4964 \ldots$; and if $\varrho=\varrho_{1,23}$, then (6.43) and (6.44) yield $s=12$ and $t=8$. Since $t \geq 3$, we must have $\varrho \geq \varrho_{3,2}=7.3989 \ldots$; and if $\varrho=\varrho_{3,2}$, then (6.42) and (6.43) yield $r=7$ and $s=4$. Thus we have $r \in\{7, \ldots, 23\}, s \in\{4, \ldots, 12\}$, and $t \in\{3, \ldots, 8\}$. The transitions among these possibilities occur when $\varrho$ takes on one of the values $\varrho_{1,7}, \ldots, \varrho_{1,22}, \varrho_{2,4}, \ldots, \varrho_{2,11}, \varrho_{3,3}, \ldots, \varrho_{3,7}$. These 29 points, when sorted into increasing order, divide the interval [ $\varrho_{3,2}, \varrho_{1,23}$ ] into 30 subintervals, and the values of $r, s$, and $t$ given by (6.42)-(6.44) are constant throughout each of these subintervals. Thus there is a unique value of $\varrho$ given by (6.51) for each of these subintervals. In only one case does this value of $\varrho$ fall into the subinterval: throughout the subinterval from $\varrho_{1,15}=15.4949 \ldots$ to $\varrho_{3,5}=16.4544 \ldots,(6.42)-(6.44)$ give $r=16, s=8$, and $t=5$, whence (6.51) gives $\varrho=15 / \log \frac{5}{2}=16.3703 \ldots$. (There are 30 cases to be considered
here; the calculations could be done by hand with patience but were in fact done by a computer.) Thus we have established (6.52) and (6.53), on the assumption that the set of values $\{\varrho \log ((m+1) / m): 3 \leq m, m+1 \leq 23\}$ is disjoint from the set $\{1,2,3\}$ or equivalently that $\varrho$ is not one of the values $\varrho_{1,7}, \ldots, \varrho_{1,23}, \varrho_{2,4}, \ldots, \varrho_{2,11}, \varrho_{3,2}, \ldots, \varrho_{3,7}$. To lift this assumption, we need only verify that (6.37) does not hold if $\varrho$ takes on one of these values. (There are 31 cases to be considered here, and again the calculations were done by a computer.) Substituting (6.52) and (6.53) into (6.45)-(6.50) and (6.26) and simplifying yields $C^{\prime}=C$ for $C$ given by (6.3).

The outcome of the final search for $r, s, t$, and $\varrho$ may seem fortuitous or obscure, but it has a simple explanation. The complications of this section are due to the fact that loads, and thus the function $\psi$, can take on only integral values. If we drop this constraint, recovering the problem of $\S 5$, we may describe the solution by saying that $\psi(\eta)=6 e / \eta$ is then the minimizing choice of $\psi$. This corresponds to dropping the ceiling brackets, replacing $\exp (\eta / \varrho)$ by the first two terms $1+(\eta / \varrho)$ of its power series expansion and taking $\varrho=6 e=16.3096 \ldots$ in (6.41); and the values of $r, s$, and $t$ corresponding to this value of $\varrho$ according to (6.42)-(6.44) are $r=16, s=8$, and $t=5$.

We can also interpret the individual terms in the denominator of (1.6) in terms of "promotions." Specifically, we can associate the term $\log ^{\gamma+1}((q+1) / q)$ (for $8 \leq q \leq$ 15 ) or $3^{-\gamma} \log ^{\gamma+1}((q+1) / q)$ (for $\left.5 \leq q \leq 7\right)$ with the promotion of a load from $q$ to $q+1$; and we can associate the term $15^{-\gamma} \log \frac{5}{2}$ with the promotion of leaf with load 16 to a parent of leaves with loads 8 and 5 . The expression for $C$ is thus analogous to those for $C_{2}$ and $C_{4}$, though the justification is much more elaborate.

Finally, we observe that for any fixed $\varepsilon>0$, (1.3) is fulfilled for infinitely many $n$ in a geometric progression. To see this, observe that we may replace the optimal values of $\mu_{m}$ for $5 \leq m \leq 16$ by rational numbers $p_{m} / q$ without increasing the value of $\Gamma(\psi)$ to more than $C+\varepsilon$. Then if we consider a sequence $T_{i}$ of trees having $q i$ leaves and form from these a sequence $D_{i}$ of derivations in which there are $p_{m} i$ leaves with load $m$, the resulting derivations will have capacity $\left(\Pi_{5 \leq m \leq 16} m^{p_{m}}\right)^{i}$ and cost satisfying (1.3). It should be noted that this observation does not contradict the results of $\S 4$, which dealt with the behavior of (1.1) restricted to geometric progressions: in the observation the capacity $n$ is confined to a geometric progression, but the divisor $m$ of $n$ in (1.1) ranges over all proper divisors; in $\S 4$, both $n$ and $m$ were confined to the geometric progression.
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#### Abstract

We give an inequality relating the range of a discrete probability distribution to certain determinants formed from moments of the distribution. We show applications of this inequality to problems in geometry, statistics, linear algebra, and combinatorial optimization.
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1. Introduction. Let $x_{1}<x_{2}<\cdots<x_{n}$ be $n$ distinct numbers and let $p_{1}, \ldots, p_{n}$ be $n$ positive numbers satisfying $\sum_{j=1}^{n} p_{j}=1$. Define

$$
\begin{equation*}
\mu_{r}=\sum_{j=1}^{n} p_{j} x_{j}^{r}, \quad r=0,1, \ldots \tag{1.1}
\end{equation*}
$$

Following the convention in probability theory, we refer to $\mu_{r}$ as the $r$ th moment of the numbers $x_{1}, \ldots, x_{n}$ with respect to the probabilities $p_{1}, \ldots, p_{n}$. In our applications, the $x$ 's and $p$ 's are unknown, but we know a few of the $\mu$ 's. Our problem is to determine something about the $x$ 's from our knowledge of the $\mu$ 's. In particular, we would like to obtain bounds on $x_{1}$ and $x_{n}$, as well as the spread $x_{n}-x_{1}$, in terms of the $\mu$ 's. Perhaps the best-known result along these lines is Chebychev's inequality. Let $X$ be a random variable that takes on the values $x_{1}, \ldots, x_{n}$ with probabilities $p_{1}, \ldots, p_{n}$, respectively. Chebychev's inequality states that for $t>1$,

$$
\operatorname{prob}\left\{\mu_{1}-t \sigma \leq X \leq \mu_{1}+t \sigma\right\} \geq 1-\frac{1}{t^{2}}
$$

where $\sigma=\sqrt{\mu_{2}-\mu_{1}^{2}}$. By letting $t$ approach 1 we conclude that at least one of the points $x_{1}, \ldots, x_{n}$ lies in the interval $\mu_{1}-\sigma \leq x \leq \mu_{1}+\sigma$.

As a sort of complement to this result, several authors, in particular Wolkowicz and Styan [14] and Brauer and Mewborn [4], have shown that not all of the $x$ 's can satisfy the condition $\mu_{1}-\sigma<x<\mu_{1}+\sigma$. In fact, they have shown that

$$
\begin{equation*}
x_{n}-x_{1} \geq 2 \sigma \tag{1.2}
\end{equation*}
$$

See also [1], [2], [5], and [9].
It turns out that sharper bounds on the spread $x_{n}-x_{1}$ can be obtained when higher moments of the $x$ 's are available. The purpose of this paper is to explain how this can be done. We will also obtain bounds for the extreme values $x_{1}$ and $x_{n}$.
2. Bounds. In [2] we derived the inequality

$$
\begin{equation*}
\left(x_{n}-\mu_{1}\right)\left(\mu_{1}-x_{1}\right) \geq \sigma^{2}, \tag{2.1}
\end{equation*}
$$

[^33]which is a stronger statement than (1.2); for by the inequality between the geometric and arithmetic means of positive numbers, we have, from (2.1),
$$
\sigma \leq \sqrt{x_{n}-\mu_{1}} \sqrt{\mu_{1}-x_{1}} \leq \frac{\left(x_{n}-\mu_{1}\right)+\left(\mu_{1}-x_{1}\right)}{2}=\frac{x_{n}-x_{1}}{2} .
$$

Thus (2.1) implies (1.2). The main contribution of this paper is a strengthening of inequality (2.1) when higher moments of the $x$ 's are available. This modification of (2.1) is stated in the following theorem.

Theorem 2.1. For $k \geq 2$, let $\mu_{0}, \ldots, \mu_{2 k}$ be moments of the numbers $x_{1}<x_{2}<$ $\cdots<x_{n}$ with respect to certain probabilities $p_{1}, \ldots, p_{n}$. Let $M, M_{0}$, and $M_{1}$ denote the matrices

$$
\begin{gathered}
M=\left(\begin{array}{cccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{k} \\
\mu_{1} & \mu_{2} & \ldots & \mu_{k+1} \\
\vdots & & & \\
\mu_{k} & \mu_{k+1} & \ldots & \mu_{2 k}
\end{array}\right), \quad M_{0}=\left(\begin{array}{ccc}
\mu_{0} & \ldots & \mu_{k-1} \\
\mu_{1} & \ldots & \mu_{k} \\
\vdots & & \\
\mu_{k-1} & \ldots & \mu_{2 k-2}
\end{array}\right) \\
\\
M_{1}=\left(\begin{array}{ccc}
\mu_{1} & \ldots & \mu_{k} \\
\mu_{2} & \ldots & \mu_{k+1} \\
\vdots & & \\
\mu_{k} & \ldots & \mu_{2 k-1}
\end{array}\right),
\end{gathered}
$$

and assume that $M_{0}$ is nonsingular. Define moments $s_{0}, \ldots, s_{2 k-2}$ by

$$
s_{j}=\frac{1}{k} \operatorname{Tr}\left(M_{0}^{-1} M_{1}\right)^{j}, \quad j=0, \ldots, 2 k-2 .
$$

Let $N$ and $N_{0}$ denote the moment matrices

$$
\begin{gathered}
N=\left(\begin{array}{cccc}
s_{0} & s_{1} & \ldots & s_{k-1} \\
s_{1} & s_{2} & \ldots & s_{k} \\
\vdots & & & \\
s_{k-1} & s_{k} & \ldots & s_{2 k-2}
\end{array}\right), \\
N_{0}=\left(\begin{array}{cccc}
s_{0} & s_{1} & \ldots & s_{k-2} \\
s_{1} & s_{2} & \ldots & s_{k-3} \\
\vdots & & & \\
s_{k-2} & s_{k-1} & \ldots & s_{2 k-4}
\end{array}\right) .
\end{gathered}
$$

Then $N$ is nonsingular, and

$$
\begin{equation*}
\left(x_{n}-\mu_{1}\right)\left(\mu_{1}-x_{1}\right) \geq \sigma^{2}+\frac{1}{k} \frac{\operatorname{det} M}{\operatorname{det} M_{0}} \cdot \frac{\operatorname{det} N_{0}}{\operatorname{det} N} . \tag{2.2}
\end{equation*}
$$

Before we prove this theorem, we review some known results about moment matrices. These results are given in Chapters 2 and 4 of [8]. We summarize them here to make our paper self-contained.

Our assumption that $M_{0}$ is nonsingular implies that $k \leq n$. To see this, observe that for $k>n$, say $k=n+1$, we can write $M_{0}$ as the product of singular matrices as follows.

$$
\begin{aligned}
M_{0} & =\left(\begin{array}{ccc}
\mu_{0} & \ldots & \mu_{k-1} \\
\mu_{1} & \ldots & \mu_{k} \\
\vdots & & \\
\mu_{k-1} & \ldots & \mu_{2 k-2}
\end{array}\right) \\
& =\left(\begin{array}{ccccc}
1 & 1 & \ldots & 1 & 0 \\
x_{1} & x_{2} & \ldots & x_{n} & 0 \\
\vdots & & & & \\
x_{1}^{k-1} & x_{2}^{k-1} & \ldots & x_{n}^{k-1} & 0
\end{array}\right)\left(\begin{array}{cccc}
p_{1} & p_{1} x_{1} & \ldots & p_{1} x_{1}^{k-1} \\
p_{2} & p_{2} x_{2} & \ldots & p_{2} x_{2}^{k-1} \\
\vdots & \vdots & & \vdots \\
p_{n} & p_{n} x_{n} & & p_{n} x_{n}^{k-1} \\
0 & 0 & \ldots & 0
\end{array}\right) .
\end{aligned}
$$

Thus if $M_{0}$ is to be nonsingular, we must have $k \leq n$. In general, we assume that $k$ is much smaller than $n$. The numerical example given in $\S 5$ is typical of what we have in mind.

Let $\Omega$ denote the set of measures $\sigma$ defined on $\left[x_{1}, x_{n}\right]$ and satisfying

$$
\int_{x_{1}}^{x_{n}} t^{r} d \sigma(t)=\mu_{r}, \quad r=0, \ldots, 2 k-1
$$

$\Omega$ is not empty, since $\sum_{j=1}^{n} p_{j} x_{j}^{r}=\mu_{r}, r=0, \ldots, 2 k$. For a fixed $\sigma \in \Omega$, let $\hat{\mu}_{2 k}=$ $\int_{x_{1}}^{x_{n}} t^{2 k} d \sigma(t)$. Let $v(t)$ denote the $(k+1)$-dimensional vector with components 1 , $t, \ldots, t^{k}$ and $\mu$ denote the column vector with components $\mu_{k}, \ldots, \mu_{2 k-1}$. We then have

$$
\int_{x_{1}}^{x_{n}} v(t) v(t)^{T} d \sigma(t)=\left(\begin{array}{cc}
M_{0} & \mu \\
\mu^{T} & \hat{\mu}_{2 k}
\end{array}\right) .
$$

Clearly this matrix is positive semidefinite since $v(t) v(t)^{T} \geq 0$ for each $t \in\left[x_{1}, x_{n}\right]$. This means that

$$
\operatorname{det}\left(\begin{array}{cc}
M_{0} & \mu \\
\mu^{T} & \hat{\mu}_{2 k}
\end{array}\right)=\left(\hat{\mu}_{2 k}-\mu^{T} M_{0}^{-1} \mu\right) \operatorname{det} M_{0} \geq 0
$$

By assumption $\operatorname{det} M_{0}>0$ so $\hat{\mu}_{s k}-\mu^{T} M_{0}^{-1} \mu \geq 0$. This proves that

$$
\int_{x_{1}}^{x_{n}} t^{2 k} d \sigma(t) \geq \mu^{T} M_{0}^{-1} \mu
$$

for any $\sigma \in \Omega$. In fact, it can be shown that the problem

$$
\begin{equation*}
\min _{\sigma} \int_{x_{1}}^{x_{n}} t^{2 k} d \sigma(t) \quad \text { subject to } \int_{x_{1}}^{x_{n}} t^{r} d \sigma(t)=\mu_{r}, \quad r=0, \ldots, 2 k-1 \tag{2.3}
\end{equation*}
$$

has minimum value $\mu_{2 k}^{*}=\mu^{T} M_{0}^{-1} \mu$. Moreover, the measure that realizes this minimum concentrates mass at precisely $k$ points $\xi_{1}<\cdots<\xi_{k}$ in $\left[x_{1}, x_{n}\right]$. This means that there are positive numbers $\sigma_{1}, \ldots, \sigma_{k}$ satisfying

$$
\begin{equation*}
\sigma_{1} \xi_{1}^{r}+\sigma_{2} \xi_{2}^{r}+\cdots+\sigma_{k} \xi_{k}^{r}=\mu_{r}, \quad r=0,1, \ldots, 2 k-1 \tag{2.4}
\end{equation*}
$$

This is the main result we need for the proof of Theorem 2.1.
Proof of Theorem 2.1. Let $v_{j}$ and $E_{j}$ denote the arrays

$$
v_{j}=\left(\begin{array}{c}
1 \\
x_{j} \\
\vdots \\
x_{j}^{k-1}
\end{array}\right), \quad E_{j}=v_{j} v_{j}^{T}, \quad j=1, \ldots, n,
$$

and define

$$
M_{2}=\left(\begin{array}{ccc}
\mu_{2} & \ldots & \mu_{k+1} \\
\mu_{3} & \ldots & \mu_{k+2} \\
\vdots & & \\
\mu_{k+1} & \ldots & \mu_{2 k}
\end{array}\right)
$$

We then have, by definition,

$$
\begin{equation*}
M_{0}=\sum_{j=1}^{n} p_{j} E_{j}, \quad M_{1}=\sum_{j=1}^{n} p_{j} x_{j} E_{j}, \quad M_{2}=\sum_{j=1}^{n} p_{j} x_{j}^{2} E_{j} . \tag{2.5}
\end{equation*}
$$

Clearly each $E_{j}$ is positive semidefinite, and since $x_{1} \leq x_{j} \leq x_{n}$, for each $j$, the $\operatorname{matrix} \sum_{j=1}^{n} p_{j}\left(x_{n}-x_{j}\right)\left(x_{j}-x_{1}\right) E_{j}$ is positive semidefinite. We write this as

$$
\begin{equation*}
\sum_{j=1}^{n} p_{j}\left\{\left(x_{1}+x_{n}\right) x_{j}-x_{1} x_{n}-x_{j}^{2}\right\} E_{j}=\left(x_{1}+x_{n}\right) M_{1}-x_{1} x_{n} M_{0}-M_{2} \geq 0 \tag{2.6}
\end{equation*}
$$

The matrices $M_{0}$ and $M_{1}$ involve only the moments $\mu_{0}, \ldots, \mu_{2 k-1}$, for which representation (2.4) is valid. We can therefore write

$$
M_{0}=\left(\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\xi_{1} & \xi_{2} & \ldots & \xi_{k} \\
\vdots & & & \\
\xi_{1}^{k-1} & \xi_{2}^{k-1} & \ldots & \xi_{k}^{k-1}
\end{array}\right)\left(\begin{array}{cccc}
\sigma_{1} & \sigma_{1} \xi_{1} & \ldots & \sigma_{1} \xi_{1}^{k-1} \\
\sigma_{2} & \sigma_{2} \xi_{2} & \ldots & \sigma_{2} \xi_{2}^{k-1} \\
\vdots & & & \\
\sigma_{k} & \sigma_{k} \xi_{2} & \ldots & \sigma_{k} \xi_{k}^{k-1}
\end{array}\right)=V S V^{T}
$$

where $S=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{k}\right)$ and $V$ is the Vandermonde matrix

$$
V=\left(\begin{array}{ccc}
1 & \ldots & 1 \\
\xi_{1} & \ldots & \xi_{k} \\
\vdots & & \\
\xi_{1}^{k-1} & \ldots & \xi_{k}^{k-1}
\end{array}\right)
$$

$V$ is nonsingular, since the $\xi$ 's are distinct.
We can also write $M_{0}=\left(V S^{1 / 2}\right)\left(V S^{1 / 2}\right)^{T}$ and $M_{1}=V S \Xi V^{T}$, where $\Xi=$ $\operatorname{diag}\left(\xi_{1}, \ldots, \xi_{k}\right)$. If we multiply inequality (2.6) on the left by $\left(V S^{1 / 2}\right)^{-1}$ and on the right by $\left(V S^{1 / 2}\right)^{-T}$, we obtain

$$
\begin{equation*}
\left(x_{1}+x_{n}\right) \Xi-x_{1} x_{n} I-S^{-1 / 2} V^{-1} M_{2} V^{-T} S^{-1 / 2} \geq 0 . \tag{2.7}
\end{equation*}
$$

If we now observe that

$$
\Xi^{2}=\left(S^{-1 / 2} V^{-1} M_{1} V^{-T} S^{-1 / 2}\right)^{2}=S^{-1 / 2} V^{-1} M_{1} M_{0}^{-1} M_{1} V^{-T} S^{-1 / 2}
$$

we deduce from (2.7) that

$$
\begin{equation*}
S^{1 / 2}\left\{\left(x_{1}+x_{n}\right) \Xi-x_{1} x_{n} I-\Xi^{2}\right\} S^{1 / 2} \geq V^{-1}\left(M_{2}-M_{1} M_{0}^{-1} M_{1}\right) V^{-T} \tag{2.8}
\end{equation*}
$$

Let $u_{j}$ denote the $j$ th column of $M_{1}$ and $e_{j}$ denote the $j$ th unit coordinate vector in $R^{k}$. Since $u_{j}$ is the $(j+1)$ st column in $M_{0}$, we have $M_{0}^{-1} u_{j}=e_{j+1}, j=1, \ldots, k-1$. It follows that $u_{i}^{T} M_{0}^{-1} u_{j}=\mu_{i+j}$ for $2 \leq i+j<2 k$. This implies that

$$
M_{2}-M_{1} M_{0}^{-1} M_{1}=\left(\begin{array}{ccc}
0 & \ldots & 0 \\
\vdots & & \vdots \\
0 & \ldots & \chi
\end{array}\right)=\left(e_{k} e_{k}^{T}\right) \chi
$$

where $\chi=\mu_{2 k}-u_{k}^{T} M_{0}^{-1} u_{k}=(\operatorname{det} M) /\left(\operatorname{det} M_{0}\right)$. If we substitute this into (2.8) and take the trace on each side of this inequality, we obtain

$$
\sum_{j=1}^{k} \sigma_{j}\left\{\left(x_{1}+x_{n}\right) \xi_{j}-x_{1} x_{n}-\xi_{j}^{2}\right\} \geq e_{k}^{T}\left(V V^{T}\right)^{-1} e_{k} \chi
$$

By using representation (2.4), we can write this inequality as

$$
\begin{equation*}
\left(x_{1}+x_{n}\right) \mu_{1}-x_{1} x_{n}-\mu_{1}^{2} \geq \mu_{2}-\mu_{1}^{2}+\left(e_{k}^{T}\left(V V^{T}\right)^{-1} e_{k}\right) \frac{\operatorname{det} M}{\operatorname{det} M_{0}} \tag{2.9}
\end{equation*}
$$

To complete the derivation of (2.2), we must find an expression for the matrix $V V^{T}$ in terms of $M_{0}$ and $M_{1}$.

In Chapter 4 of [8], it is shown that the numbers $\xi_{1}, \ldots, \xi_{k}$ in representation (2.4) are the roots of the polynomial equation

$$
\operatorname{det}\left(\begin{array}{ccccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{k-1} & 1  \tag{2.10}\\
\mu_{1} & \mu_{2} & \ldots & \mu_{k} & t \\
\vdots & \vdots & & \vdots & \vdots \\
\mu_{k} & \mu_{k+1} & \ldots & \mu_{2 k-1} & t^{k}
\end{array}\right)=0
$$

There seems to be no simple proof of (2.4). However, given that (2.4) is true, it is easy to see that the $\xi_{j}$ 's are the roots of equation (2.10). This follows from the matrix factorization

$$
\left(\begin{array}{ccccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{k-1} & 1 \\
\mu_{1} & \mu_{2} & \ldots & \mu_{k} & t \\
\vdots & \vdots & & & \\
\mu_{k} & \mu_{k+1} & \ldots & \mu_{2 k-1} & t^{k}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\xi_{1} & \xi_{2} & & t \\
\vdots & \vdots & & \vdots \\
\xi_{1}^{k} & \xi_{2}^{k} & & t^{k}
\end{array}\right)\left(\begin{array}{ccccc}
\sigma_{1} & \sigma_{1} \xi_{1} & \ldots & \sigma_{1} \xi_{1}^{k-1} & 0 \\
\sigma_{2} & \sigma_{2} \xi_{2} & \ldots & \sigma_{2} \xi_{2}^{k-1} & 0 \\
\vdots & & & & \\
\sigma_{k} & \sigma_{k} \xi_{k} & \ldots & \sigma_{k} \xi_{k}^{k-1} & 0 \\
0 & 0 & \ldots & 0 & 1
\end{array}\right) .
$$

Since the numbers $\sigma_{1}, \ldots, \sigma_{k}$ are positive and the $\xi_{j}$ 's are distinct, (2.10) holds if and only if $t$ is one of the $\xi_{j}$ 's.

If we multiply each row in determinant (2.10) by $t$ and subtract it from the next row, we obtain the result

$$
\operatorname{det}\left(\begin{array}{ccccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{k-1} & 1 \\
\mu_{1} & \mu_{2} & \ldots & \mu_{k} & t \\
\vdots & \vdots & & \vdots & \vdots \\
\mu_{k} & \mu_{k+1} & \ldots & \mu_{2 k-1} & t^{k}
\end{array}\right)=\operatorname{det}\left(M_{1}-t M_{0}\right)
$$

It follows that the numbers $\xi_{1}, \ldots, \xi_{k}$ are the eigenvalues of the matrix $M_{0}^{-1 / 2} M_{1} M_{0}^{-1 / 2}$. We therefore have

$$
\xi_{1}+\cdots+\xi_{k}=\operatorname{Tr}\left(M_{0}^{-1 / 2} M_{1} M_{0}^{-1 / 2}\right)=\operatorname{Tr}\left(M_{0}^{-1} M_{1}\right)
$$

and, in general,

$$
\xi_{1}^{r}+\cdots+\xi_{k}^{r}=\operatorname{Tr}\left(M_{0}^{-1 / 2} M_{1} M_{0}^{-1 / 2}\right)^{r}=\operatorname{Tr}\left(M_{0}^{-1} M_{1}\right)^{r}, \quad r=0,1, \ldots
$$

This shows that $V V^{T}=k N$, and if we substitute this into (2.9), we obtain

$$
\begin{equation*}
\left(x_{n}-\mu_{1}\right)\left(\mu_{1}-x_{1}\right) \geq \sigma^{2}+\frac{1}{k}\left(e_{k}^{T} N^{-1} e_{k}\right) \frac{\operatorname{det} M}{\operatorname{det} M_{0}} . \tag{2.11}
\end{equation*}
$$

By Cramer's rule, we have

$$
e_{k}^{T} N^{-1} e_{k}=\frac{\operatorname{det} N_{0}}{\operatorname{det} N}
$$

Thus (2.11) agrees with (2.2) and the proof is complete.
Note that it is not necessary to compute the inverse $M_{0}^{-1}$ in order to determine the moments $s_{0}, s_{1}, \ldots$. This follows from the observation that

$$
M_{0}^{-1} M_{1}=\left(\begin{array}{cccc}
0 & 0 & & \\
1 & 0 & & \\
0 & 1 & & \\
0 & 0 & \ldots & M_{0}^{-1} u_{k} \\
\vdots & \vdots & & \\
0 & 0 & &
\end{array}\right)
$$

The column $M_{0}^{-1} u_{k}$ can be computed by solving the equation $M_{0} v=u_{k}$ for $v=$ $M_{0}^{-1} u_{k}$. The following obvious consequence of Theorem 2.1 sharpens inequality (1.2).

Corollary. The numbers $x_{1}$ and $x_{n}$ in Theorem 2.1 satisfy

$$
\begin{equation*}
x_{n}-x_{1} \geq 2\left\{\sigma^{2}+\frac{1}{k} \frac{\operatorname{det} M}{\operatorname{det} M_{0}} \frac{\operatorname{det} N_{0}}{\operatorname{det} N}\right\}^{1 / 2} \tag{2.12}
\end{equation*}
$$

We close this section with some results on bounds for $x_{1}$ and $x_{n}$. It is well known that the numbers $\xi_{1}$ and $\xi_{k}$ in (2.4) satisfy

$$
\begin{equation*}
x_{1} \leq \xi_{1} \quad \text { and } \quad x_{n} \geq \xi_{k} \tag{2.13}
\end{equation*}
$$

This result is an immediate consequence of (2.5); if $\xi$ is a solution of the equation $\operatorname{det}\left(M_{1}-t M_{0}\right)=0$, there is a nonzero vector $y \in R^{k}$ such that $\xi=y^{T} M_{1} y / y^{T} M_{0} y$. It follows from (2.5) that

$$
\xi=\frac{\sum_{j=1} p_{j} x_{j}\left(v_{j}^{T} y\right)^{2}}{\sum_{i=1}^{n} p_{i}\left(v_{i}^{T} y\right)^{2}}=\sum_{j=1}^{n}\left\{\frac{p_{j}\left(v_{j}^{T} y\right)^{2}}{\sum_{i=1}^{n} p_{i}\left(v_{i}^{T} y\right)^{2}}\right\} x_{j} .
$$

This clearly shows that $x_{1} \leq \xi \leq x_{n}$, and thus (2.13) holds.


Fig. 1.
3. The minimum covering ellipsoid for a polytope. Let $P$ be a polytope in $R^{n}$ and $E$ denote the ellipsoid of least volume containing $P$. Let $c$ denote the center of $E$. Then there exists a positive definite matrix $Q$ such that

$$
\begin{equation*}
E=\left\{x \mid(x-c)^{T} Q(x-c) \leq 1\right\} . \tag{3.1}
\end{equation*}
$$

The volume of $E$ is proportional to $\operatorname{det} Q^{-1 / 2}$. Thus, if $v_{1}, \ldots, v_{N}$ are the vertices of $P$, then $Q$ and $c$ solve the minimization problem

$$
\begin{equation*}
\text { minimize } \operatorname{det} M^{-1 / 2} \quad \text { subject to }\left(v_{j}-\gamma\right)^{T} M\left(v_{j}-\gamma\right) \leq 1, \quad j=1, \ldots, N \tag{3.2}
\end{equation*}
$$

where the minimization is taken over all positive definite matrices $M \in R^{n \times n}$ and over all vectors $\gamma \in R^{n}$.

In [7], John gives a characterization of the solution of (3.3). He shows that there exist nonnegative numbers $p_{1}, \ldots, p_{N}$ satisfying $\sum_{j=1}^{N} p_{j}=1$ such that

$$
\begin{equation*}
c=\sum_{j=1}^{N} p_{j} v_{j}, \quad \frac{1}{n} Q^{-1}=\sum_{j=1}^{N} p_{j}\left(v_{j}-c\right)\left(v_{j}-c\right)^{T} \tag{3.3}
\end{equation*}
$$

and

$$
p_{j}\left\{\left(v_{j}-c\right)^{T} Q\left(v_{j}-c\right)-1\right\}=0, \quad j=1, \ldots, N
$$

John uses this characterization to prove the following theorem.
Theorem 3.1. Let the ellipsoid (2.1) be the ellipsoid of least volume containing a polytope $P \subset R^{n}$. Then the ellipsoid

$$
\begin{equation*}
E^{*}=\left[x \left\lvert\,(x-c)^{T} Q(x-c) \leq\left(\frac{1}{n}\right)^{2}\right.\right] \tag{3.4}
\end{equation*}
$$

obtained by shrinking $E$ by a factor $n$ about its center, is contained in $P$.
Proof. Let $v_{1}, \ldots, v_{N}$ denote the vertices of $P$. Some of these vertices lie on the boundary of $E$; see Fig. 1(a). For simplicity, assume these vertices are $v_{1}, \ldots, v_{k}$. Since $p_{j}=0$ if $\left(v_{j}-c\right)^{T} Q\left(v_{j}-c\right)<1$, in (3.3) we have that $p_{j}=0$ for $j=k+1, \ldots, N$.

The linear transformation $y=Q^{1 / 2}(x-c)$ maps $E$ to the unit ball in $R^{n}$. Let $y_{j}=Q^{1 / 2}\left(v_{j}-c\right), j=1, \ldots, k$. To complete the proof of the theorem, it suffices to show that the convex hull of the points $\left\{y_{1}, \ldots, y_{k}\right\}$ contains a ball of radius $1 / n$ centered at 0 . Under the map $x=Q^{-1} y+c$, this ball goes into the ellipsoid (3.4), and this ellipsoid is contained in the convex hull of the points $v^{1}, \ldots, v^{k}$ and hence in $P$.

Let $u$ be a unit outward normal to a facet of the convex hull $\operatorname{conv}\left\{y_{1}, \ldots, y_{k}\right\}$; see Fig. 1(b). We show that the distance from 0 to this facet is at least $1 / n$. This in turn shows that we can construct a ball of radius $1 / n$, centered at the origin, inside $\operatorname{conv}\left\{y_{1}, \ldots, y_{k}\right\}$. The projection of $y_{j}$ on the direction $u$ is given by $u^{T} y_{j}$. We must show that $\max _{j} u^{T} y_{j} \geq 1 / n$.

If we multiply the first equation in (3.3) by $Q^{1 / 2}$, we obtain

$$
\sum_{j=1}^{k} p_{j} y_{j}=0
$$

If we multiply the second equation on the right and left by $Q^{1 / 2}$, we obtain

$$
\frac{1}{n} I=\sum p_{j} y_{j} y_{j}^{T}
$$

where $I$ denotes the $n \times n$ identity matrix. These last two equations imply that

$$
\sum_{j=1}^{k} p_{j}\left(u^{T} y_{j}\right)=0
$$

and

$$
\sum_{j=1}^{k} p_{j} u^{T} y_{i} y_{j}^{T} u=\sum_{j=1}^{k} p_{j}\left(u^{T} y_{j}\right)^{2}=\frac{1}{n} .
$$

Here we are able to compute the first two moments of the numbers $u^{T} y_{1}, \ldots, u^{T} y_{k}$ with respect to an unknown probability distribution. This is precisely the type of situation that Theorem 2.1 deals with.

Let $x_{k}=\max u^{T} y_{j}$ and $x_{1}=\min u^{T} y_{j}, j=1, \ldots, k$. By inequality (2.1), we have

$$
x_{k}\left(-x_{1}\right) \geq \frac{1}{n}
$$

and since $\left|u^{T} y_{j}\right| \leq\|u\|\left\|y_{j}\right\|=1, j=1, \ldots, k$, we have $-x_{1}=\left|x_{1}\right| \leq 1$. Thus $x_{k} \geq 1 / n$, and thus our proof is complete.
4. Linear regression theory. In a linear regression problem, an output variable $\eta$ is related to several input variables $\xi_{1}, \ldots, \xi_{n}$ by an equation of the form $\eta=\beta_{0}+\beta_{1} \xi_{1}+\cdots+\beta_{n} \xi_{n}$, where the $\beta$ 's are not known precisely. Estimates of the $\beta$ 's are obtained by measuring several values $y_{1}, \ldots, y_{m}, m>n$, of the output variable corresponding to values $x_{j}=\left(x_{1 j}, \ldots, x_{n j}\right), j=1, \ldots, m$, of the input variables. We assume that the measurements are given by

$$
y_{j}=\beta_{0}+\sum_{i=1}^{n} \beta_{i} x_{i j}+\varepsilon_{j}, \quad j=1, \ldots, m
$$

where the $\varepsilon_{j}$ 's are independent and identically distributed random variables with means 0 and variances $\sigma^{2}$.

Let $X$ denote the $m \times(n+1)$ matrix whose $j$ th row is $\left(1, x_{1 j}, x_{2 j}, \ldots, x_{n j}\right), j=$ $1, \ldots, m$. The least squares estimate of $\beta=\left(\beta_{0}, \ldots, \beta_{n}\right)^{T}$ is given by

$$
\hat{\beta}=\left(X^{T} X\right)^{-1} X^{T} y
$$

where $y=\left(y_{1}, \ldots, y_{m}\right)^{T}$ is the vector of measurements. Since $y$ is a random vector, $\hat{\beta}$ is a random vector. A new set of experiments yields a new estimate $\hat{\beta}$. The covariance matrix of $\hat{\beta}$ is given by

$$
E(\hat{\beta}-\beta)(\hat{\beta}-\beta)^{T}=\sigma^{2}\left(X^{T} X\right)^{-1} .
$$

In particular, the variance of a component $\hat{\beta}_{j}$ of $\hat{\beta}$ is given by $\sigma^{2} C_{j j}$, where $C_{j j}$ is the $(j+1)$ th diagonal term of $\left(X^{T} X\right)^{-1}, j=0,1, \ldots, n$. The first inequality in (1.2) shows that the range of values for $\hat{\beta}_{j}$ is at least $2 \sigma \sqrt{C_{j j}}, j=0,1, \ldots, n$. One would prefer these ranges to be small. In fact, in some studies on the design of experiments, one tries to select the measurements $x_{j}$ to

$$
\text { minimize } \operatorname{Trace}\left(X^{T} X\right)^{-1}=\sum_{j=1}^{n+1} C_{j j}
$$

See, for example, [6].
Remark. Theorem 2.1 was stated for discrete probability distributions. The present application is to a distribution that is possibly continuous. It is easy to show that the theorem remains valid when the moments $\mu_{r}$ are taken from a continuous distribution.
5. The spread of eigenvalues. Let $\lambda_{1} \leq \lambda_{2} \leq \cdots \lambda_{n}$ denote the eigenvalues of a real symmetric matrix $A=\left(a_{i j}\right)$. Several authors [2]-[4], [10]-[14] have been interested in estimating the spread $\lambda_{n}-\lambda_{1}$ of these eigenvalues. Theorem 2.1 can be used to obtain lower bounds on this spread as follows.

Let $u_{1}, \ldots, u_{n}$ denote a set of orthonormal eigenvectors of $A$ corresponding to the eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$. Then

$$
\begin{equation*}
A^{r}=\lambda_{1}^{r} u_{1} u_{1}^{T}+\lambda_{2}^{r} u_{2} u_{2}^{T}+\cdots+\lambda_{n}^{r} u_{n} u_{n}^{T}, \quad r=0,1, \ldots \tag{5.1}
\end{equation*}
$$

Let $a_{i j}^{(r)}$ denote the $i j$ th element of $A^{r}$ and $u_{i j}$ denote the $i$ th element of $u_{j}, i, j=$ $1, \ldots, n$. From (5.1), we see that

$$
a_{i i}^{(r)}=\sum_{j=1}^{n} u_{i j}^{2} \lambda_{j}^{r}, i=1, \ldots, n .
$$

Since the vectors $u_{j}$ are orthonormal, we have $\sum_{j=1}^{n} u_{i j}^{2}=1, i=1, \ldots, n$. The diagonal terms of $A^{r}$ are thus moments of the eigenvalues of $A$.

For each diagonal position $(i, i)$, we can compute the moment matrices

$$
\begin{gathered}
M=\left(\begin{array}{cccc}
1 & a_{i i} & \ldots & a_{i i}^{(k)} \\
a_{i i} & a_{i i}^{(2)} & \ldots & a_{i i}^{(k+1)} \\
\vdots & & & \\
a_{i i}^{(k)} & a_{i i}^{(k+1)} & \ldots & a_{i i}^{(2 k)}
\end{array}\right), \quad M_{0}=\left(\begin{array}{ccc}
1 & \ldots & a_{i i}^{(k-1)} \\
a_{i i} & \ldots & a_{i i}^{(k)} \\
\vdots & & \\
a_{i i}^{(k-1)} & \ldots & a_{i i}^{(2 k-2)}
\end{array}\right), \\
M_{1}=\left(\begin{array}{ccc}
a_{i i} & \ldots & a_{i i}^{(k)} \\
a_{i i}^{2} & \ldots & a_{i i}^{(k+1)} \\
\vdots & & \\
a_{i i}^{(k)} & \ldots & a_{i i}^{(2 k-1)}
\end{array}\right) .
\end{gathered}
$$

and apply (2.12) to obtain a lower bound on the spread $\lambda_{n}-\lambda_{1}$ of the eigenvalues of $A$. We can also use (2.13) to obtain bounds on $\lambda_{1}$ and $\lambda_{n}$.

Example. Consider the $n \times n(n \geq 4)$ circulant matrix

$$
A=\left(\begin{array}{cccccc}
2 & 1 & 0 & \ldots & 0 & 1 \\
1 & 2 & 1 & & & 0 \\
0 & 1 & 2 & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & & 1 \\
1 & \ldots & 0 & 1 & & 2
\end{array}\right)
$$

It is easy to show that $A^{r}$ is a circulant matrix with diagonal entries $\left({ }_{r}^{2 r}\right), r=1,2,3,4$. We therefore have moments

$$
\mu_{r}=\binom{2 r}{r}, \quad r=1,2,3,4
$$

for the eigenvalues of $A$. For the purpose of demonstrating (2.12), we set $k=2$. We then have

$$
\mu_{1}=2, \quad \mu_{2}=6, \quad \mu_{3}=20, \quad \mu_{4}=70
$$

so

$$
\begin{aligned}
& M=\left(\begin{array}{ccc}
1 & 2 & 6 \\
2 & 6 & 20 \\
6 & 20 & 70
\end{array}\right), \quad M_{0}=\left(\begin{array}{ll}
1 & 2 \\
2 & 6
\end{array}\right), \quad M_{1}=\left(\begin{array}{cc}
2 & 6 \\
6 & 20
\end{array}\right), \\
& M_{0}^{-1} M_{1}=\left(\begin{array}{rr}
0 & -2 \\
1 & 4
\end{array}\right), \quad \text { and } \quad\left(M_{0}^{-1} M_{1}\right)^{2}=\left(\begin{array}{rr}
-2 & -8 \\
4 & 14
\end{array}\right) .
\end{aligned}
$$

It follows that $s_{1}=2, s_{2}=6$, and

$$
N=\left(\begin{array}{ll}
1 & 2 \\
2 & 6
\end{array}\right), \quad N_{0}=1
$$

Therefore

$$
\sigma^{2}+\frac{1}{2} \frac{\operatorname{det} M}{\operatorname{det} M_{0}} \frac{\operatorname{det} N_{0}}{\operatorname{det} N}=2+\frac{1}{2} \cdot \frac{4}{2} \cdot \frac{1}{2}=2.5 .
$$

It follows from (2.12) that

$$
\begin{equation*}
\lambda_{n}-\lambda_{1} \geq 2 \sqrt{2.5}=3.1622 \tag{5.2}
\end{equation*}
$$

for any $n$.
Since $A$ is a circulant matrix, we know that its eigenvalues are given by

$$
\lambda_{j}=2+\omega_{j}+\omega_{j}^{n-1}, \quad j=1, \ldots, n
$$

where $\omega_{1}, \ldots, \omega_{n}$ are the $n$th roots of unity. That is, $\left(\omega_{j}\right)^{n}=1, j=1, \ldots, n$. When $n$ is even, we have the eigenvalues $\lambda_{1}=0$ and $\lambda_{n}=4$, corresponding to $\omega_{j}=-1$ and +1 , respectively. Thus $\lambda_{n}-\lambda_{1}=4$ for $n$ even. When $n$ is odd, we have $\lambda_{n}=4$ and $\lambda_{1}>0$. (5.2) thus gives a better estimate of the spread for $n$ odd. For example, for $n=5$, we have $\lambda_{1}=2+2 \cos \frac{4 \pi}{5}=.3819$ and $\lambda_{n}-\lambda_{1}=3.618$.
(2.12) tells us something about the spread of the eigenvalues of $A$ but gives no information about the precise locations of $\lambda_{1}$ and $\lambda_{n}$. For this information, we invoke (2.13). The eigenvalues of the matrix

$$
M_{0}^{-1} M_{1}=\left(\begin{array}{rr}
0 & -2 \\
1 & 4
\end{array}\right)
$$

satisfy $\lambda^{2}-4 \lambda+2=0$. We therefore have

$$
\xi_{1}=2-\sqrt{2} \quad \text { and } \quad \xi_{2}=2+\sqrt{2}
$$

Thus, by (2.13), we have $\lambda_{1} \leq 2-\sqrt{2}$ and $\lambda_{n} \geq 2+\sqrt{2}$.
It can be shown that the inequalities (2.13) become sharper as $k$ increases. In fact, our discussion of the polynomials (2.10) shows that for $k=n$, the moments $\mu_{0}, \mu_{1}, \ldots, \mu_{2 k-1}$ determine the numbers $x_{1}, \ldots, x_{n}$ exactly. Thus, in the present example, when $k=n$ we have $\xi_{j}=\lambda_{j}, j=1, \ldots, n$. On the other hand, the righthand side of (2.12) may not increase as $k$ increases. This means that, in some cases, the difference $\xi_{k}-\xi_{1}$ may give a better estimate of the spread than (2.12).
6. Combinatorial optimization problems. Consider a traveling salesman problem on $n$ cities. For simplicity, we denote the cities by $1,2, \ldots, n$. Let $a_{i j}$ denote the distance between cities $i$ and $j$ if $i \neq j$ and set $a_{i i}=0, i=1, \ldots, n$. The traveling salesman problem requires that we find a permutation $i_{1}, i_{2}, \ldots, i_{n}$ of the numbers $1,2, \ldots, n$ such that the sum

$$
\begin{equation*}
a_{i_{1}, i_{2}}+a_{i_{2}, i_{3}}+\cdots+a_{i_{n-1}, i_{n}}+a_{i_{n}, i_{1}} \tag{6.1}
\end{equation*}
$$

is as small as possible. This problem is among the most difficult in integer programming. However, certain aspects of it are surprisingly easy. For example, it is easy to show that the average of the terms in (6.1) over all permutations $i_{1}, i_{2}, \ldots, i_{n}$ is simply

$$
\mu_{1}=\frac{\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j}}{n-1}
$$

and that the average of the squares of the terms in (6.1) is

$$
\begin{aligned}
\mu_{2}= & \frac{1}{n-1} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j}^{2}+\frac{1}{(n-1)(n-2)} \\
& \cdot\left\{\left(\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j}\right)^{2}-\sum_{i=1}^{n}(A A)_{i i}-\sum_{i \neq j}\left(A A^{T}\right)_{i j}-\sum_{i=1}^{n} \sum_{j=1}^{n}\left(A^{T} A\right)_{i j}\right\} .
\end{aligned}
$$

Here $M_{i j}$ denotes the number in position $i j$ of the matrix $M$.
It is possible to compute higher moments of the tour lengths (6.1), and based on preliminary results, it appears that these can be used to obtain good lower bounds on the difference between the longest and shortest tour lengths in (6.1). (2.13) can be used to obtain upper bounds in this length of the shortest tour, which may prove useful in branch and bound codes.
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#### Abstract

A tree $t$-spanner $T$ of a graph $G$ is a spanning tree in which the distance between every pair of vertices is at most $t$ times their distance in $G$. This notion is motivated by applications in communication networks, distributed systems, and network design.

This paper studies graph-theoretic, algorithmic, and complexity issues about tree spanners. It is shown that a tree 1 -spanner, if it exists, in a weighted graph with $m$ edges and $n$ vertices is a minimum spanning tree and can be found in $O(m \log \beta(m, n))$ time, where $\beta(m, n)=\min \left\{i \mid \log ^{(i)} n \leq m / n\right\}$. On the other hand, for any fixed $t>1$, the problem of determining the existence of a tree $t$-spanner in a weighted graph is proven to be NP-complete. For unweighted graphs, it is shown that constructing a tree 2 -spanner takes linear time, whereas determining the existence of a tree $t$-spanner is NPcomplete for any fixed $t \geq 4$. A theorem that captures the structure of tree 2 -spanners is presented for unweighted graphs. For digraphs, an $O((m+n) \alpha(m, n))$ algorithm is provided for finding a tree $t$-spanner with $t$ as small as possible, where $\alpha(m, n)$ is a functional inverse of Ackerman's function. The results for tree spanners on undirected graphs are extended to "quasi-tree spanners" on digraphs. Furthermore, linear-time algorithms are derived for verifying tree spanners and quasi-tree spanners.
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## 1. Introduction.

1.1. Motivation. A $t$-spanner of a graph $G$ is a spanning subgraph $H$ in which the distance between every pair of vertices is at most $t$ times their distance in $G$. This notion was introduced in 1987 by Peleg and Ullman [27], who showed that spanners can be used to construct synchronizers for transforming synchronous algorithms into asynchronous algorithms. A similar notion appeared in 1986 when Chew [16] studied approximations of complete Euclidean graphs by their planar subgraphs.

The key idea behind the notion of spanners is the approximation of pairwise vertex-to-vertex distances in the original graph by spanning subgraphs. The quality of the distance approximation by a $t$-spanner is measured by the parameter $t \geq 1$, which is referred to as the stretch factor of the $t$-spanner. This distance approximation property makes spanners quite useful in areas such as communication networks, distributed systems, motion planning, network design, and parallel machine architectures [5], [3], [6], [16], [27]-[29], [25]. For example, a sparse spanner (a spanner with few edges) of small stretch factor can be used to plan efficient routing schemes in a communication network while maintaining succinct routing tables [28]. Such a spanner can also be used as a substitute for its original network to reduce the construction cost of the network while keeping similar communication costs [29], [23]-[25]. In motion planning, when the input of a simple polygon is inaccurate, a special spanner of the visibility

[^34]graph of the input polygon, called the visibility skeleton, can be used to plan collisionfree paths inside the real polygon [14].

In most applications, the sparseness of a spanner is the main concern; the sparsest $t$-spanner in a connected graph is a tree $t$-spanner, that is, a $t$-spanner that is a tree. Therefore, as far as sparseness is concerned, tree $t$-spanners are the best possible $t$ spanners. Furthermore, tree spanners have other interesting applications besides those mentioned for general graph spanners. Tree spanners of small stretch factors can be used to perform multisource broadcasts in a network [5], which can greatly simplify the message routing at the cost of only small delays in message delivery. The existence of a tree 2 -spanner in a 2 -connected network guarantees that the communication between operative sites will not be affected by any isolated failure of communication sites and lines [10]. There are also some surprising connections between tree 2 -spanners and cycles in graphs. Certain cycle-extremal weighted graphs can be represented as a weighted union of tree 2 -spanners ( $[8]$, where they were called tritrees), and graphs that contain tree 2 -spanners ( $[7]$, where they were called trigraphs) appear to be the only graphs that require a large number of cycles to cover the edges of the graph exactly twice.

In this paper we consider graph-theoretic, algorithmic, and complexity issues about tree spanners. We study tree spanners in weighted, unweighted, and directed graphs, as well as "quasi-tree" spanners in directed graphs. By exploring graphtheoretic characterizations, we obtain several efficient algorithms for finding tree and quasi-tree $t$-spanners for some values of $t$. On the other hand, we show the intractability of determining the existence of tree and quasi-tree $t$-spanners for almost all other values of $t$. Furthermore, we present linear-time algorithms for verifying tree and quasi-tree $t$-spanners for all values of $t$.
1.2. Notation and definitions. We use the terminology of Bondy and Murty [9]. Graphs in this paper can be either weighted or unweighted, directed or undirected; they are connected graphs without loops, multiedges, and multiarcs. For any graph $G, V(G)$ denotes the vertex set of $G$; if $G$ is undirected then $E(G)$ denotes the edge set of $G$, and if $G$ is directed then $A(G)$ denotes the arc set of $G$. For a subset $V^{\prime}$ of vertices of $G, G\left[V^{\prime}\right]$ denotes the induced subgraph of $G$ on $V^{\prime}$; for a subset $E^{\prime}$ of edges of $G, G\left[E^{\prime}\right]$ denotes the edge-induced subgraph of $G$ on $E^{\prime}$. The induced subgraph $G\left[V(G) \backslash V^{\prime}\right]$ is denoted by $G-V^{\prime}$, and the edge-induced subgraph $G\left[E(G) \backslash E^{\prime}\right]$ is denoted by $G-E^{\prime}$. For any subgraph $H$ of $G, G-H$ denotes the subgraph obtained from $G$ by deleting edges (or arcs) of $H$ from $G$. Throughout this paper, unless specified otherwise, $m$ denotes the number of edges (or arcs) of $G$ and $n$ denotes the number of vertices of $G$. For any real number $x,\lfloor x\rfloor$ denotes the largest integer $\leq x$ and $\lceil x\rceil$ denotes the least integer $\geq x$.

We shall assume that the weight $w(e)$ of an edge (or arc) $e$ is a positive real number and regard an unweighted graph as a weighted graph where each edge (or arc) has unit weight. Given a subgraph $H$ of $G, w(H)$ denotes the weight of $H$, i.e., the sum of the weights of all edges in $H$; when $H$ is a (directed) path, $w(H)$ is the length of $H$. For any two vertices $x$ and $y$ of $G$, a path from $x$ to $y$ is an $(x, y)$-path and an $(x, y)$-path of minimum length is a shortest $(x, y)$-path. We use $d_{G}(x, y)$ to denote the weighted distance in $G$ from $x$ to $y$, i.e., the length of a shortest $(x, y)$-path in $G$. Note that $d_{G}(x, y)=\infty$ if there is no $(x, y)$-path in $G$ and $d_{G}(x, y)=d_{G}(y, x)$ if $G$ is undirected.

For any real number $t \geq 1$, a spanning subgraph $H$ of $G$ is a $t$-spanner if $d_{H}(x, y) \leq$ $t \cdot d_{G}(x, y)$ for every pair of vertices $x$ and $y$ of $G$. The parameter $t$ is called the stretch
factor of $H$. The stretch index of a spanner $H$ is the minimum number $t$ for which $H$ is a $t$-spanner. A $t$-spanner $H$ is a minimal $t$-spanner if no subgraph of $H$ is a $t$-spanner of $G$, a minimum $t$-spanner if it has the least number of edges among all $t$-spanners of $G$, and an optimal $t$-spanner if $H$ has the least weight among all $t$-spanners of $G$.

For an undirected graph $G$, a spanning subgraph $T$ of $G$ is a tree $t$-spanner if $T$ is both a $t$-spanner and a tree; in this case $G$ is tree $t$-spanner admissible. A spanning subgraph $T$ of $G$ is a tree spanner if it is a tree $t$-spanner for some $t \geq 1$ and a minimum tree spanner if it has the smallest stretch factor among all tree spanners of $G$. Thus a spanning tree of $G$ is always a tree spanner.

For a directed graph (digraph) $G=(V, A ; w)$, we use $\tilde{G}=(V, E ; \tilde{w})$ to denote its underlying undirected graph, i.e., $x y \in E$ iff either $(x, y) \in A$ or $(y, x) \in A$ or both, and

$$
\tilde{w}(x, y)= \begin{cases}w((x, y)) & \text { if }(x, y) \in A,(y, x) \notin A \\ w((y, x)) & \text { if }(y, x) \in A,(x, y) \notin A \\ \min \{w((x, y)), w((y, x))\} & \text { if }(x, y),(y, x) \in A\end{cases}
$$

A vertex $x$ reaches vertex $y(y$ is reachable from $x)$ in $G$ if there is a directed $(x, y)$-path in $G$. It follows that $d_{G}(x, y)=\infty$ if $y$ is not reachable from $x$ in $G$.) A spanning tree of $G$ is a spanning subgraph $T$ that contains no directed cycle and such that $\tilde{T}$ is a tree. Then, as with undirected graphs, a tree $t$-spanner of a digraph is a spanning tree that is a $t$-spanner. A quasi tree of $G$ is a spanning subgraph $T$ such that $\tilde{T}$ is a tree; $T$ is a quasi-tree $t$-spanner if it is a $t$-spanner of $G$. Note that a quasi tree may contain a cycle consisting of two arcs $(x, y)$ and $(y, x)$. Other terms on tree spanners of undirected graphs are naturally extended to tree spanners and quasi-tree spanners of digraphs. However, a spanning tree (quasi tree) of a digraph is not necessarily a tree (quasi tree) spanner.

A few more definitions are in order for undirected graphs. (For simplicity, we will use these definitions for digraphs as well; it is understood that whenever we do so, we either refer to the underlying graphs or mean that the underlying graphs have the property.) For a connected graph, a $k$-cut is a set of $k$ vertices whose deletion disconnects the graph. A graph $G$ is nonseparable if it has no 1-cut and triconnected if it has no $k$-cut for $k \leq 2$. A block of a graph is a maximal nonseparable subgraph, and a triconnected component of a graph is a maximal triconnected subgraph. A vertex is universal if it is adjacent to all other vertices of the graph. An edge $e$ is a binding edge if its two ends form a minimal cut set. Two disjoint subgraphs $S$ and $S^{\prime}$ of $G$ are fully joined if every vertex in $S$ is adjacent to every vertex in $S^{\prime}$. A star is any complete bipartite graph $K_{1, n}$ with $n \geq 1$.

Finally, by the tree $t$-spanner problem, we usually mean the problem of finding a tree $t$-spanner in a graph, but it may refer to the problem of determining whether a graph contains a tree $t$-spanner when we talk about NP-completeness. Its meaning should be clear from the context. The meanings of other spanner problems are similarly defined.
1.3. Observations. We gather here some fundamental results on spanners in a graph. For simplicity, we will state our results only in terms of undirected graphs. These results also hold for digraphs and will be used in our discussions throughout the paper.

First, because edge weights are assumed to be positive, each of the following statements gives an equivalent definition of a $t$-spanner in a weighted graph.

Theorem 1.1. Let $H$ be a spanning subgraph of a weighted graph $G=(V, E ; w)$. The following statements are then equivalent:
(1) $H$ is a $t$-spanner of $G\left(\right.$ i.e., $d_{H}(x, y) \leq t \cdot d_{G}(x, y)$ for every pair $\left.x, y \in V\right)$.
(2) For every edge $x y \in E, d_{H}(x, y) \leq t \cdot d_{G}(x, y)$.
(3) For every edge $x y \in E \backslash E(H), d_{H}(x, y) \leq t \cdot d_{G}(x, y)$.
(4) For every edge $x y \in E, d_{H}(x, y) \leq t \cdot w(x y)$.
(5) For every edge $x y \in E \backslash E(H), d_{H}(x, y) \leq t \cdot w(x y)$.

Proof. The implications (1) $\Rightarrow(2),(2) \Rightarrow(3)$, and $(4) \Rightarrow(5)$ are trivial. To see that $(3) \Rightarrow(4)$, we need only note that, for any edge $x y \in E$, we have $d_{G}(x, y) \leq w(x y)$ and that $d_{H}(x, y) \leq w(x y) \leq t \cdot w(x y)$ if $x y \in E(H)$, since $t \geq 1$ and $w(x y)>0$.

We now show that $(5) \Rightarrow(1)$. It suffices to show that $d_{H}(x, y) \leq t \cdot d_{G}(x, y)$ for two arbitrary vertices $x, y$ of $G$. Let $P$ be a shortest $(x, y)$-path in $G$. Then for each edge $u v$ on $P$, if $u v \in E(H)$, then $d_{H}(u, v) \leq w(u v) \leq t \cdot w(u v)$, since $t \geq 1$ and $w(u v)>0$; otherwise, $d_{H}(u, v) \leq t \cdot w(u v)$ by statement (5). Therefore,

$$
d_{H}(x, y) \leq \sum_{u v \in P} d_{H}(u, v) \leq t \sum_{e \in P} w(e) .
$$

Since $d_{G}(x, y)=\sum_{e \in P} w(e)$ by the choice of $P$, we obtain

$$
d_{H}(x, y) \leq t \cdot d_{G}(x, y)
$$

This completes the proof.
Quite often we will use statement (5) in the above theorem as the definition of a $t$-spanner, since it is easy to handle in most cases. Based on the above theorem, we can easily observe the following facts.

Observation 1.2. Let $F$ be a $t$-spanner of $G$ and $H$ be a $k$-spanner of $F$. Then $H$ is a $k t$-spanner of $G$.

Observation 1.3. For any $k>1, H=\left(V, E^{\prime} ; w\right)$ is a $t$-spanner of $G=(V, E ; w)$ iff $H^{\prime}=\left(V, E^{\prime} ; w^{\prime}\right)$ is a $t$-spanner of $G^{\prime}=\left(V, E ; w^{\prime}\right)$, where $w^{\prime}(e)=k \cdot w(e)$ for every $e \in E$.

It is easy to see that we can consider each block separately in dealing with most spanners, such as minimal, minimum, and optimal $t$-spanners. In particular, we can restrict our attention to nonseparable graphs when we deal with tree spanners.

Observation 1.4. Let $T$ be a spanning tree of a graph $G$. Then $T$ is a tree $t$-spanner of $G$ iff for every block $H$ of $G, T \cap H$ is a tree $t$-spanner of $H$.

Finally, for an unweighted graph $G$, the distance between any two vertices in $G$ is always an integer. Therefore, in light of statement (4) of Theorem 1.1, we need only consider $t$-spanners for integral $t$.

Observation 1.5. Let $H$ be a spanning subgraph of an unweighted graph $G$. Then $H$ is a $t$-spanner iff $H$ is a $\lfloor t\rfloor$-spanner.
1.4. Outline of the paper. We begin by discussing the verification of tree spanners and quasi-tree spanners in $\S 2$. We present $O(m)$ time algorithms for verifying tree $t$-spanners in graphs and in digraphs as well as quasi-tree $t$-spanners in digraphs.

In $\S 3$, we consider tree spanners in weighted graphs. We show that a tree 1spanner, if it exists, is a minimum spanning tree and can be found in $O(m \log \beta(m, n))$ time, where $\beta(m, n)=\min \left\{i \mid \log ^{(i)} n \leq m / n\right\}$. On the other hand, we prove that, for any fixed $t>1$, the problem of finding a tree $t$-spanner in a weighted graph is intractable.

In $\S 4$, we investigate tree spanners in unweighted graphs. We show that a tree 2 -spanner can be constructed in linear time and that the tree $t$-spanner problem is

NP-complete for any fixed integer $t \geq 4$. We also present a skeleton tree theorem, which captures the structure of tree 2 -spanners.

We deal with tree spanners of digraphs in $\S 5$. We present an $O((m+n) \alpha(m+$ $n, n)$ ) algorithm for finding a minimum tree spanner in a digraph, where $\alpha(m, n)$ is a functional inverse of Ackerman's function. For general digraphs, we extend the results of $\S \S 3$ and 4 to quasi-tree spanners.

We conclude the paper with a short summary and some open problems in $\S 6$.
2. Verifying a tree $\boldsymbol{t}$-spanner. Given a graph $G$, a spanning tree $T$, and a positive number $t$, we wish to verify whether $T$ is a tree $t$-spanner of $G$. We may also wish to know if $T$ is a tree spanner and, if it is, determine its stretch index, i.e., the smallest $t$ for which $T$ is a $t$-spanner. Similar problems can also be explored for quasi-tree spanners. These problems will come forth naturally in later sections, and, for convenience, we will refer to these problems as tree spanner verification problems.

In this section, we will provide linear-time algorithms for the above verification problems. The main results of this section are summarized in the following theorem, which will be used in later sections.

Theorem 2.1. Let $D$ and $G$ be directed and undirected weighted graphs, respectively. Let $S$ and $T$ be spanning trees of $D$ and $G$, respectively. Let $Q$ be a quasi tree of $D$. Then the following problems can be solved in $O(m)$ time:
(a) Determine the stretch index of $T$.
(b) Is $S$ a tree spanner? If it is, determine its stretch index.
(c) Is $Q$ a quasi-tree spanner? If it is, determine its stretch index.
2.1. A verification algorithm paradigm. We first describe an algorithm paradigm for tree spanner verification problems. Clearly, statement (5) of Theorem 1.1 provides us with a simple method for solving these problems. By taking this approach, we need to compute the distances in $T$ of all $m-n+1$ vertex pairs defined by nontree edges. Thus the cost of distance computation dominates the running time of verification algorithms based on this approach. If we compute the distance of each vertex pair directly and independently, it may take $O(m n)$ time to compute these distances, since each distance may take $O(n)$ time to compute. We can reduce the cost to $O\left(n^{2}\right)$ by computing all pairwise distances in $T$ together. Unfortunately, this is not satisfactory for sparse graphs. To speed up the verification, we need a better way to compute the distances of these $m-n+1$ vertex pairs.

For simplicity, we will describe an algorithm for verifying a tree $t$-spanner in an undirected graph. The algorithm is easily extended to other verification problems. Several definitions are in order. A rooted tree $T$ is a tree with a distinguished vertex $r$, called the root. For any two vertices $x$ and $y$ in $T$, if $x$ is on the path from $r$ to $y$, then $x$ is an ancestor of $y$. The least common ancestor of $x$ and $y$, denoted by LCA $(x, y)$, is the common ancestor $z$ of $x$ and $y$ such that for any common ancestor $z^{\prime}$ of $x$ and $y, z^{\prime}$ is an ancestor of $z$. We will take advantage of the structure of a tree to compute distances more efficiently. To achieve this, we arbitrarily choose a vertex $r$ to be the root of $T$ and then label vertices of $T$ in such a way that distance $d_{T}(x, y)$ of any vertex pair $(x, y)$ can be quickly computed from the labels of $x, y$, and $\operatorname{LCA}(x, y)$. Notice that $d_{T}(x, y)=d_{T}(x, \mathrm{LCA}(x, y))+d_{T}(\operatorname{LCA}(x, y), y)$.

## Algorithm VERIFICATION $(G, T, t)$ \{Verify if $T$ is a tree $t$-spanner of $G$.\}

Input: A graph $G$, a spanning tree $T$ and a positive number $t$;
Output: "Yes" if $T$ is a tree $t$-spanner; "No" otherwise.

## begin

1. Arbitrarily choose a vertex $r$ as the root of $T$;
2. Compute a label label $(x)$ for each vertex $x$ of $T$;
3. Compute LCA $(x, y)$ for every nontree edge $x y$ of $G$;
4. for each nontree edge $x y$ do
begin
4.1. $\quad$ Compute $d_{T}(x, y)$ by using the labels of $x, y$ and LCA $(x, y)$;
4.2. if $d_{T}(x, y)>t \cdot w(x y)$ then output "No" EXIT;
end;
5. output "Yes";
end.
By statement (5) of Theorem 1.1, we note that the stretch index of $T$ equals

$$
\max \left\{1, d_{T}(x, y) / w(x y) \mid x y \in E(G) \backslash E(T)\right\}
$$

The above algorithm can thus be modified (line (4.2)) to compute the stretch index of $T$ as well. To apply this algorithm to a digraph $D$, we take the underlying tree $\tilde{T}$ of $D$ 's spanning tree (quasi tree) $T$ to define a rooted tree and carry out the computation of the algorithm with respect to this rooted tree. In this case, when we notice that $x$ reaches $y$ in $T$ iff $d_{T}(x, y)$ is finite, we can use the algorithm to check the reachability from $x$ to $y$ in $T$ as well.

Regarding the complexity of the algorithm, we see that line (1) is trivial. To carry out the computation of line (3), we use a linear-time least common ancestor algorithm of Harel and Tarjan [21]. Clearly, line (4.2) takes $O(1)$ time. In the next two subsections, we will discuss efficient implementations of line (2) and line (4.1) for undirected graphs and digraphs so as to obtain the results in Theorem 2.1.
2.2. Undirected case. Let $G$ be an undirected weighted graph and $T$ be a spanning tree of $G$. Arbitrarily choose a vertex $r$ in $T$ as the root of $T$. For each vertex $x$ in $T$, label $x$ by the root-to-vertex distance of $x$, i.e., label $(x)=d_{T}(r, x)$. See Fig. 1 for an example.

We show that for any two vertices $x$ and $y$, their distance $d_{T}(x, y)$ in $T$ can be computed in constant time from $\operatorname{label}(x), \operatorname{label}(y)$, and label $(\mathrm{LCA}(x, y))$. Notice that

$$
\operatorname{label}(x)=d_{T}(r, x)=d_{T}(r, \operatorname{LCA}(x, y))+d_{T}(\operatorname{LCA}(x, y), x)
$$

and

$$
\operatorname{label}(y)=d_{T}(r, y)=d_{T}(r, \operatorname{LCA}(x, y))+d_{T}(\operatorname{LCA}(x, y), y)
$$

We obtain

$$
d_{T}(x, y)=\operatorname{label}(x)+\operatorname{label}(y)-2 \cdot \operatorname{label}(\operatorname{LCA}(x, y))
$$

Therefore $d_{T}(x, y)$ can be determined in $O(1)$ time.
It is easy to see that by either a depth-first or a breadth-first search from the root $r$, we can obtain the labels for all vertices of $T$. Thus line (2) of algorithm VERIFICATION can be carried out in $O(n)$ time. Furthermore, line (4.1) can be done in $O(1)$ time; thus step (4) takes $O(m-n)$ time. Therefore, the overall time


Fig. 1. Labeling the vertices of $T$ by their root-to-vertex distances.
of the algorithm is linear. Thus verifying a tree $t$-spanner takes linear time. Once $d_{T}(x, y)$ is obtained for every nontree edge $x y$, we can easily determine the stretch index of $T$ in linear time, thereby establishing Theorem 2.1(a).
2.3. Directed case. Let $D$ be a weighted digraph and $S$ be a spanning tree of $D$. Then by statement (5) of Theorem 1.1, it is easy to see that $S$ is a tree spanner of $D$ iff $x$ reaches $y$ in $S$ for any nontree $\operatorname{arc}(x, y)$ of $D$. Therefore, in order to verify that $S$ is a tree spanner of $D$, we need to verify that $S$ preserves reachability for each nontree arc of $D$. We apply VERIFICATION to $D$ and $S$ together with the underlying tree $\tilde{S}$ of $S$.

Arbitrarily choose a vertex $r$ in $\tilde{S}$ as the root of $\tilde{S}$. An edge $x y$ of $\tilde{S}$, where $x$ is an ancestor of $y$, is a forward edge if $(x, y)$ is an arc of $S$ and a backward edge if $(y, x)$ is an $\operatorname{arc}$ of $S$. For an arbitrary vertex $x$ in $\tilde{S}$, let $P(x)$ be the unique $(r, x)$-path in $\tilde{S}$. Label $x$ by a triple ( $b(x), f(x), l(x)$ ), where
$b(x)$ is the number of backward edges on $P(x)$,
$f(x)$ is the number of forward edges on $P(x)$, and
$l(x)$ is the total weight of forward edges on $P(x)$ minus the total weight of backward edges on $P(x)$.
The first two components in the triple are used for verifying reachability; the third one is used for computing distances. It is easy to see that all vertex labels can be computed in $O(n)$ time by either a depth-first or breadth-first search of $\tilde{S}$ from the root $r$. See Fig. 2 for an example. Backward and forward edges are indicated by upward and downward arrows, respectively.

For any two vertices $x$ and $y$ of $S$, it is easy to see that $x$ reaches $y$ in $S$ iff

$$
f(x)=f(\operatorname{LCA}(x, y)) \text { and } b(y)=b(\operatorname{LCA}(x, y))
$$

Since these two conditions can be easily checked in $O(1)$ time, the overall cost of verifying a tree spanner is linear. Furthermore, it is not difficult to see that if $x$ reaches $y$ in $S$, then

$$
d_{S}(x, y)=l(y)-l(x) .
$$

Thus $d_{S}(x, y)$ can be computed in $O(1)$ time. Therefore, it takes linear time to compute the stretch index of a tree spanner of $D$. This also implies that verifying a tree $t$-spanner of $D$ takes linear time. Hence, we have Theorem 2.1(b).

We now turn our attention to quasi-tree spanners. Let $Q$ be a quasi tree of $D$. Like the situation for tree spanners in digraphs, in order to verify that $Q$ is a quasi-tree


FIG. 2. Labeling the vertices of $\tilde{S}$ by triples.


FIG. 3. Labeling the vertices of $\tilde{Q}$ by quintuples.
spanner of $D$, we need to verify that $Q$ preserves reachability for each arc of $D$ that is not in $Q$. We apply VERIFICATION to $D$ and $Q$ together with the underlying tree $\tilde{Q}$ of $Q$.

Arbitrarily choose a vertex $r$ in $\tilde{Q}$ as the root of $\tilde{Q}$. An edge $x y$ of $\tilde{Q}$ is a double edge if both $(x, y)$ and $(y, x)$ are arcs in $Q$. Note that a double edge is also a forward edge and a backward edge. For an arbitrary vertex $x$ in $\tilde{Q}$, let $P(x)$ be the unique $(r, x)$-path in $\tilde{Q}$. Label $x$ by a quintuple $(b(x), f(x), d(x), l b(x), l f(x))$, where
$b(x)$ is the number of backward edges on $P(x)$,
$f(x)$ is the number of forward edges on $P(x)$,
$d(x)$ is the number of double edges on $P(x)$,
$l b(x)$ is the total weight of arcs of $Q$ corresponding to backward edges on $P(x)$, and
$l f(x)$ is the total weight of arcs of $Q$ corresponding to forward edges on $P(x)$. The first three components in the quintuple are used for verifying reachability; the last two are used for computing distances. Again all vertex labels can be computed in $O(n)$ time by either a depth-first or breadth-first search of $\tilde{Q}$ from the root $r$. See Fig. 3 for an example. Each double edge is shown with both an upward and downward arrow; the numbers beside the arrows indicate the weights of the corresponding arcs of $Q$.

For any two vertices $x$ and $y$, it is easy to see that $x$ reaches $y$ iff

$$
f(x)-f(\mathrm{LCA}(x, y))=d(x)-d(\operatorname{LCA}(x, y))
$$

and

$$
b(y)-b(\mathrm{LCA}(x, y))=d(y)-d(\mathrm{LCA}(x, y))
$$

We can check these two conditions in $O(1)$ time and thus verify a quasi-tree spanner in linear time. Furthermore, if $x$ reaches $y$, then we have

$$
d_{Q}(x, y)=l b(x)-l b(\operatorname{LCA}(x, y))+l f(y)-l f(\mathrm{LCA}(x, y))
$$

Thus $d_{Q}(x, y)$ can be computed in $O(1)$ time. Therefore, it takes linear time to compute the stretch index of a quasi-tree spanner of $D$, which implies that verifying a quasi-tree $t$-spanner takes linear time. This establishes Theorem 2.1(c), and thus completes the proof of Theorem 2.1.
3. Tree spanners in weighted graphs. In this section, we consider the complexity of tree spanner problems on weighted graphs. By statement (5) of Theorem 1.1, a spanning subgraph $H$ of a weighted graph $G=(V, E ; w)$ is a $t$-spanner iff for every edge $x y \in E \backslash E(H)$, we have $d_{H}(x, y) \leq t \cdot w(x y)$. We present an $O(m \log \beta(m, n))$ algorithm for finding a tree 1 -spanner in a weighted graph; on the other hand, we show that for any fixed $t>1$, the tree $t$-spanner problem is NP-complete on weighted graphs. This completely settles the issue of complexity of tree spanner problems for weighted graphs. Henceforth in this section, by a graph we mean a weighted graph.
3.1. Finding a tree 1-spanner. Let $G=(V, E ; w)$ be a weighted graph, and let $H$ be a 1 -spanner of $G$. Since $H$ is a subgraph of $G$, it is clear that $d_{H}(x, y) \geq d_{G}(x, y)$ for any two vertices $x, y \in V$. Therefore, $d_{H}(x, y)=d_{G}(x, y)$ for any $x, y \in V$, i.e., $H$ preserves pairwise distances in $G$.

The distance-preserving property of a 1-spanner is useful in many applications. For example, a 1-spanner of a communication network can be used as a substitute for the original network without introducing any extra delay in communication. It is also closely related to the metric realization problem [2], [31], [20] (to construct a graph with a minimum total weight that realizes an $n$-by- $n$ symmetric distance matrix $M=\left(m_{i, j}\right)$ ). To see this, we construct a complete graph $G(M)$ on $n$ vertices such that $w(i j)=m_{i, j}$ for each edge $i j$ of $G(M)$; then the optimal 1-spanner of $G(M)$ gives an optimal realization of $G$ if we allow only $n$ vertices. Regarding tree 1 -spanners, we see that a tree 1-spanner is a distance-preserving spanning tree. Therefore, using a tree 1-spanner of a network to perform broadcast in the network guarantees the minimum delay. Furthermore, a tree 1 -spanner can also be used as a compact encoding of the distance information of $G$.

Remark. Because of the connection between 1-spanners and metric realizations, some results in this subsection regarding minimal 1-spanners have appeared in the literature on metric realizations. In particular, Corollary 3.3 has been previously obtained by Hakimi and Yau [20].

We shall first explore the properties of 1-spanners of $G$. These properties lead us to polynomial algorithms for constructing a minimum or an optimal 1-spanner in $G$, and these algorithms can be used to find a tree 1 -spanner in $G$. We then establish a relationship between a tree 1 -spanner and a minimum spanning tree and use this relationship to derive a more efficient algorithm for finding a tree 1 -spanner.

Lemma 3.1. Let $H$ be a 1-spanner of a weighted graph $G$. Then $H$ is minimal iff $d_{H-x y}(x, y)>w(x y)$ for every edge $x y$ of $H$.

Proof. If there is an edge $x y$ of $H$ such that $d_{H-x y}(x, y) \leq w(x y)$, then $H-x y$ is a 1 -spanner of $H$ by statement (5) of Theorem 1.1, and thus $H-x y$ is a 1 -spanner of $G$ by Observation 1.2. Hence, $H$ is not minimal. Conversely, if $H$ is not minimal,
then there is an edge $u v$ of $H$ such that $H-u v$ is a 1 -spanner of $G$. This implies that $d_{H-u v}(u, v) \leq w(u v)$.

We are now ready to present necessary and sufficient conditions for an edge of $G$ to be in a minimal 1-spanner. Bear in mind that edge weights of $G$ are positive.

Theorem 3.2. Let $H$ be a minimal 1-spanner of a weighted graph $G$, and let $x y$ be an edge of $G$. Then the following statements are equivalent:
(1) Edge $x y$ belongs to $H$.
(2) For every vertex $z \in V \backslash\{x, y\}, d_{G}(x, z)+d_{G}(z, y)>w(x y)$.
(3) Distance $d_{G-x y}(x, y)>w(x y)$.

Proof. (1) $\Rightarrow(2)$. Let $z$ be an arbitrary vertex in $V \backslash\{x, y\}$. If $d_{H}(x, z)+d_{H}(z$, $y) \leq w(x y)$, then $d_{H}(x, z)<w(x y)$, since edge weights are positive, and thus any shortest $(x, z)$-path $P$ in $H$ avoids edge $x y$. Let $H^{\prime}=H-x y$. Then $d_{H^{\prime}}(x, z)=$ $d_{H}(x, z)$, since $P$ is in $H^{\prime}$. Similarly, $d_{H^{\prime}}(z, y)=d_{H}(z, y)$.

By the definition of distance, we have

$$
d_{H^{\prime}}(x, y) \leq d_{H^{\prime}}(x, z)+d_{H^{\prime}}(z, y)
$$

Therefore,

$$
d_{H^{\prime}}(x, y) \leq d_{H}(x, z)+d_{H}(z, y) \leq w(x y)
$$

Then by Lemma 3.1, $H$ is not a minimal 1-spanner, which is a contradiction. Hence,

$$
d_{H}(x, z)+d_{H}(z, y)>w(x y) .
$$

Since $H$ is a 1 -spanner of $G$, we now have $d_{H}(x, z)=d_{G}(x, z)$ and $d_{H}(z, y)=d_{G}(z, y)$. Therefore, $d_{G}(x, z)+d_{G}(z, y)>w(x y)$.
$(2) \Rightarrow(3)$. Let $G^{\prime}=G-x y$. By the definition of distance, we have

$$
d_{G^{\prime}}(x, y)=\min _{z \in V \backslash\{x, y\}}\left\{d_{G^{\prime}}(x, z)+d_{G^{\prime}}(z, y)\right\}
$$

It follows from statement (2) that $d_{G^{\prime}}(x, y)>w(x y)$.
$(3) \Rightarrow(1)$. Because edge weights are positive, statement (3) implies that $x y$ is the only $(x, y)$-path in $G$ with length $\leq w(x y)$. Since $H$ is a 1 -spanner of $G$, we have $d_{H}(x, y) \leq w(x y)$. Therefore, $x y$ must appear in $H$.

Corollary 3.3 (Hakimi and Yau [20]). Every weighted graph $G$ has a unique minimal 1-spanner.

Proof. By Theorem 3.2, each edge of a minimal 1-spanner of $G$ is uniquely determined.

Since both a minimum and an optimal 1-spanner of $G$ are minimal 1-spanners, Corollary 3.3 implies the following result.

Corollary 3.4. For any weighted graph $G$, the following statements are equivalent:
(1) $H$ is a minimal 1-spanner of $G$.
(2) $H$ is a minimum 1-spanner of $G$.
(3) $H$ is an optimal 1-spanner of $G$.

If $G$ contains a tree 1 -spanner $T$, then $T$ is also a minimal 1 -spanner. Thus Corollary 3.3 also implies the uniqueness of a tree 1 -spanner.

Corollary 3.5. A weighted graph can contain at most one tree 1-spanner.
In light of Theorem 3.2 and Corollary 3.4, we see that the minimum (or optimal) 1 -spanner of a weighted graph can be constructed in polynomial time, since for each
edge of $G$, we can use either statement (2) or statement (3) of Theorem 3.2 to decide if the edge belongs to the minimal 1-spanner $H$ of $G$. For a single edge, it is more efficient to use statement (3) to determine whether the edge is in $H$ if pairwise distances are not given. However, it seems that the algorithm using statement (2) is more efficient for constructing $H$, especially when pairwise distances are given; using the fastest known algorithm to compute pairwise distances [17], we can implement the algorithm in $O\left(m n+n^{2} \log n\right)$ time.

Theorem 3.6. The minimum (or optimal) 1-spanner of a weighted graph can be found in $O\left(m n+n^{2} \log n\right)$ time.

Clearly, we can find the tree 1 -spanner (if it exists) of $G$ in $O\left(m n+n^{2} \log n\right)$ time by first computing the minimal 1 -spanner of $G$ and then checking if it is a tree. However, this approach is not efficient. To obtain a more efficient algorithm for computing the tree 1 -spanner, we will establish a relationship between the tree 1 -spanner of $G$ and a minimum spanning tree of $G$.

Theorem 3.7. The tree 1 -spanner of a weighted graph $G$ is a minimum spanning tree. Moreover, every tree 1-spanner admissible weighted graph contains a unique minimum spanning tree.

Proof. Let $T$ be a minimum spanning tree of $G$. We first claim that $T$ is contained in any 1-spanner $H$ of $G$. To see this, let $x y$ be an arbitrary edge of $T$ and $P$ be a shortest $(x, y)$-path in $G-x y$. Then there is an edge $e$ on $P$ that is not in $T$. If $w(P) \leq w(x y)$, then $w(e)<w(x y)$, since edge weights are positive and $P$ contains at least two edges. This implies that $T+e-x y$ is a spanning tree whose weight is less than $w(T)$, contrary to $T$ being a minimum spanning tree. Therefore, $d_{G-x y}(x, y)=$ $w(P)>w(x y)$, and, by Theorem 3.2, $x y$ is an edge of $H$.

Now let $T^{\prime}$ be the tree 1 -spanner of $G$. By the above claim, $T$ is a subgraph of $T^{\prime}$. Since both $T$ and $T^{\prime}$ are spanning trees of $G$, we have $T=T^{\prime}$. The theorem follows immediately.

In light of the above theorem, we have the following algorithm for constructing the tree 1 -spanner of $G$ : we first find a minimum spanning tree $T$ of $G$ and then verify whether $T$ is a 1 -spanner of $G$. A minimum spanning tree can be found in $O(m \log \beta(m, n))$ time [18], where $\beta(m, n)=\min \left\{i \mid \log ^{(i)} n \leq m / n\right\}$ and $\log ^{(i)} n$ is defined by $\log ^{(0)} n=n, \log ^{(i)} n=\log \log ^{(i-1)} n$ for $i \geq 1$. Since verification takes linear time by Theorem 2.1(a), we have the following result.

Theorem 3.8. The tree 1-spanner of a weighted graph can be found in $O(m \log \beta(m, n))$ time.

Remark. The above algorithm can be applied to find tree 1-spanners in a weighted graph $G$ where zero weight is allowed. Let $G_{0}$ be the subgraph of $G$ induced by zeroweighted edges of $G$ and $Z_{1}, \ldots, Z_{k}$ be the connected components of $G_{0}$. We construct a new weighted graph $G^{\prime}$ as follows: contract such $Z_{i}$ to a single vertex $z_{i}$, remove all loops, and, for all parallel edges (formed from the contraction) between two vertices, delete all but one with the lightest weight. Then $G^{\prime}$ is a weighted graph with no zero weight on edges, and its tree 1 -spanner can be found by the algorithm in this subsection. It is not hard to see that $G$ admits a tree 1-spanner iff $G^{\prime}$ admits one. Actually, a tree 1 -spanner of $G$ can be obtained from the tree 1 -spanner of $G^{\prime}$ by "replacing" each $z_{i}$ with a spanning tree of $Z_{i}$. However, $G$ may contain many tree 1 -spanners when it has zero-weighted edges. In fact, the number of tree 1 -spanners in $G$ equals the product of the number of spanning trees of $Z_{i}, 1 \leq i \leq k$. Figure 4 illustrates the above construction.


Fig. 4. Graphs $G, G^{\prime}$ and their tree 1-spanners (solid edges).

Table 1
Bridge length (number of edges) and edge weights of $G$ (note $t=1+\varepsilon$ ).

|  |  | Edge weights $w(e)$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $t$ | Bridge length | Bridge edge | Literal edge | Clause edge |
| $1<t<2$ | 1 | 1 | $\lfloor 1 / \varepsilon\rfloor$ | $\lceil(1+2\lceil 1 / \varepsilon\rceil) / \varepsilon\rceil$ |
| $2 \leq t<4$ | $2\lfloor\varepsilon\rfloor$ | 1 | 2 | $\lceil(4+2\lfloor\varepsilon\rfloor) / \varepsilon\rceil$ |

3.2. NP-completeness for $t>1$. We now consider the complexity of finding tree $t$-spanners $(t>1)$ in a weighted graph. It turns out that the tree $t$-spanner problem on weighted graphs is intractable for any fixed rational number $t>1$. As a consequence, the minimum $t$-spanner problem on weighted graphs is intractable for any fixed rational number $t>1$. Furthermore, we deduce that the optimal $t$-spanner problem on weighted graphs is also intractable for any fixed rational number $t>1$. In this subsection, we assume that all edge weights are positive rational numbers and that $t>1$ is a fixed rational number.

Recall that an instance ( $U, C$ ) of 3SAT (cf. [LO2] in [19]) consists of a set $U$ of $n$ distinct Boolean variables and a collection $C$ of $m$ 3-element clauses over $U$. For any variable $u \in U$, both $u$ and $\bar{u}$ are literals; for a truth assignment $\xi$, a literal $l$ is true if $\xi(l)=1$ and false otherwise.

Theorem 3.9. For any fixed rational number $t>1$, it is $N P$-complete to determine whether a weighted graph contains a tree $t$-spanner, even if all edge weights are positive integers.

Proof. It is clear that the problem is in NP. To establish the NP-completeness of the problem, we present a polynomial transformation from 3SAT. Here we will only consider the case $1<t<4$; the proof for $t \geq 4$ is the same as that for unweighted graphs (see Theorem 4.10 of $\S 4.3$ ), where a more complicated construction is employed.

Let $t \in(1,4)$ be a fixed rational number, and, for convenience, let $\varepsilon=t-1$; then $0<\varepsilon<3$. For an arbitrary instance ( $U, C$ ) of 3SAT, we construct a weighted graph $G$ such that $C$ is satisfiable iff $G$ admits a tree $t$-spanner. Graph $G$ is constructed as follows:

1. Take a vertex $x$ and vertices $U^{\prime}=\left\{u_{1}, \bar{u}_{1}, \ldots, u_{n}, \bar{u}_{n}\right\}$, where $n=|U|$, and construct a star $H$ centered at $x$ by joining $x$ to each vertex in $U^{\prime}$. Each vertex in $U^{\prime}$ is a literal vertex and each edge in $H$ is a literal edge.


Fig. 5. The graph g for $t=2.5$ and $C=\left\{\left\{u_{1}, u_{2}, \bar{u}_{3}\right\},\left\{u_{2}, u_{3}, u_{4}\right\}\right\}$.
2. Create a new vertex $c$ for each clause in $C$ and add an edge between $c$ and each of its three distinct literal vertices in $H$. These new vertices and edges are called clause vertices and clause edges, respectively.
3. Connect each pair $u_{i}, \bar{u}_{i}$ of literal vertices by a distinct path (whose length is specified in Table 1), called a bridge, to complete the construction of $G$. Each edge on the bridge is called a bridge edge.
4. For each edge $e$ of $G$, assign it weight $w(\varepsilon)$ according to Table 1.

Figure 5 shows an example of $G$. It is easy to see that $G$ can be constructed in polynomial time.

Now, for any tree $t$-spanner $T$ of $G$ (Remember that $1<t<4$ and $\varepsilon=t-1$ ), we note the following two important properties:

P1. Every bridge is contained in $T$.
P2. For every pair $x u_{i}, x \bar{u}_{i}$ of literal edges, exactly one of them belongs to $T$.
To see property P1, let $a b$ be an arbitrary bridge edge and $P_{a b}$ be an $(a, b)$-path in $T$. Suppose that $a b$ is not in $T$. If $0<\varepsilon<1$, then $P_{a b}$ contains either two literal edges or at least two clause edges; otherwise $1 \leq \varepsilon \leq 3$ and $P_{a b}$ contains all other $2\lfloor\varepsilon\rfloor-1$ bridge edges on the bridge containing $a b$ and either two literal edges or at least two clause edges. It is readily checked that we would then have $d_{T}(a, b)>t \cdot w(a b)$ in both cases, which contradicts $T$ being a $t$-spanner. Hence $a b$ belongs to $T$.

To see property P2, without loss of generality, we consider edge $x u_{i}$. If the $\left(x, u_{i}\right)-$ path in $T$ contains neither edge $x u_{i}$ nor $x \bar{u}_{i}$, then it must contain a literal edge and at least two clause edges. It is easy to see that $d_{T}\left(x, u_{i}\right)>t \cdot w\left(x u_{i}\right)$ if $0<\varepsilon<1$; otherwise $1 \leq \varepsilon<3$ and

$$
d_{T}\left(x, u_{i}\right) \geq 2+2\left\lceil\frac{4+2\lfloor\varepsilon\rfloor}{\varepsilon}\right\rceil .
$$

It can be shown that

$$
\left\lceil\frac{4+2\lfloor\varepsilon\rfloor}{\varepsilon}\right\rceil>\varepsilon \quad \text { for } \quad 1 \leq \varepsilon<3
$$

(consider $\varepsilon \in[1,2)$ and $[2,3)$ separately). Thus it follows that $d_{T}\left(x, u_{i}\right)>t \cdot w\left(x u_{i}\right)$ for $1<t<4$, which contradicts $T$ being a tree $t$-spanner. So at least one of $x u_{i}, x \bar{u}_{i}$ is in $T$. Since $T$ is a tree, it can be deduced from property P1 that exactly one of them is in $T$.

We now prove that $C$ is satisfiable iff $G$ contains a tree $t$-spanner. Suppose that $C$ is satisfiable and let $\xi$ be a satisfying truth assignment for $C$. Call a literal vertex of $G$ a true vertex if its corresponding literal is a true literal under $\xi$. Construct a spanning tree $T$ of $G$ by taking all bridge edges, all literal edges incident with true vertices, and, for each clause, an arbitrary clause edge that is incident with a true vertex. Since $C$ is satisfied by $\xi$, it is clear that $T$ is a spanning tree and each clause vertex is a leaf.

To see that $T$ is a $t$-spanner, we note that, for any literal edge $x l$ not in $T$, the ( $x, l$ )-path in $T$ consists of a literal edge and a bridge and that, for any clause edge $c l^{\prime}$ not in $T$, the $\left(c, l^{\prime}\right)$-path in $T$ consists of a clause edge, two literal edges, and at most one bridge. It is a routine matter to check that $d_{T}(x, l) \leq t \cdot w(x l)$ and $d_{T}\left(c, l^{\prime}\right) \leq t \cdot w\left(c l^{\prime}\right)$. Therefore, it follows from statement (5) of Theorem 1.1 that $T$ is a tree $t$-spanner of $G$.

Conversely, suppose that $T$ is a tree $t$-spanner of $G$. Then by property P2, exactly one of the two literal edges $x u_{i}, x \bar{u}_{i}$ is contained in $T$. Therefore we can define a truth assignment $\xi_{T}$ be setting $\xi_{T}\left(u_{i}\right)=1$ if $x u_{i} \in E(T)$ and $\xi_{T}\left(u_{i}\right)=0$ if $x \bar{u}_{i} \in E(T)$. It remains to be shown that $\xi_{T}$ satisfies $C$.

It is easy to see by property P1 that any two literal vertices are connected by a path in $T$ that avoids clause vertices. Thus each clause vertex is a leaf of $T$. Suppose that there is a clause vertex $c$ which contains only false literals under $\xi_{T}$. Then for a clause edge $c l$ not in $T$, the $(c, l)$-path in $T$ consists of a clause edge, two literal edges, and two bridges. If $0<\varepsilon<1$, then it is easy to check that $d_{T}(c, l) \geq t \cdot w(c l)$ (notice $1 / \varepsilon>1$ ). Otherwise $1 \leq \varepsilon<3$, and again it is a routine matter to check that $d_{T}(c, l) \geq t \cdot w(c l)$ (notice $2\lfloor\varepsilon\rfloor>\varepsilon$ ); this contradicts $T$ being a $t$-spanner. Therefore, each clause in $C$ contains at least one true literal under $\xi_{T}$, and thus $C$ is satisfiable. The proof is complete.

Since a tree $t$-spanner has the least number of edges among all $t$-spanners, Theorem 3.9 implies that finding a minimum $t$-spanner in a weighted graph is intractable for any fixed rational number $t>1$.

Corollary 3.10. For any fixed rational number $t>1$, it is NP-complete to determine, given a weighted graph $G$ and a positive integer $K$, whether $G$ contains a $t$-spanner with at most $K$ edges, even if all edge weights are positive integers.

Furthermore, the tree $t$-spanner $T$ in the proof of Theorem 3.9 also achieves the minimum total weight (sum of weights of all edges in the spanning subgraph) over all $t$-spanners of $G$. Therefore, Theorem 3.9 also implies the following result.

Corollary 3.11. For any fixed rational number $t>1$, it is NP-complete to determine, given a weighted graph $G$ and a positive rational number $W$, whether $G$ contains a t-spanner of total weight at most $W$, even if all edge weights are positive integers.
4. Tree spanners in unweighted graphs. We now consider tree spanners in unweighted graphs, which can be considered as a special case of tree spanners in weighted graphs, i.e., tree spanners in unit-weighted graphs. Henceforth in this section, by a graph we always mean an unweighted graph. By statement (5) of Theorem 1.1, a spanning subgraph $H$ is a $t$-spanner of a graph $G=(V, E)$ iff for every edge $x y \in E \backslash E(H)$ we have $d_{H}(x, y) \leq t$.

In light of Observation 1.5, we need to consider only tree $t$-spanners for integral $t$. Clearly, a graph contains a tree 1 -spanner iff it itself is a tree. We show that a tree 2 -spanner in a graph can be found in linear time. We also study the structure of tree 2 -spanners and give a characterization of tree 2 -spanner-admissible graphs.

In particular, we present a structural theorem for tree 2 -spanners in terms of the "skeleton tree" of a graph. This structural theorem is useful in dealing with various tree 2 -spanner problems. On the other hand, we show that the tree $t$-spanner problem is NP-complete for any fixed $t \geq 4$. The complexity of the tree 3 -spanner problem remains an open issue.
4.1. Finding a tree 2-spanner. Our main concern is to find a tree 2-spanner in a graph. In order to design an efficient tree 2 -spanner-finding algorithm, we first investigate the structure of tree 2 -spanners in a graph. We then describe a lineartime algorithm. Furthermore, we give a characterization of tree 2 -spanner-admissible graphs in terms of decomposition. Because of Observation 1.4, we can restrict our attention to nonseparable graphs.

Remark. It is interesting to note that tree 2-spanner-admissible graphs coincide with trigraphs introduced by Bondy [7] in his work on cycle double covers; our characterization results are quite similar to his. In particular, our decomposition theorem (Theorem 4.4) for tree 2-spanner-admissible graphs and Lemma 4.1 have been previously obtained by Bondy. They are reformulated here in our terminology for the sake of completeness.

Lemma 4.1 (Bondy [7]). Let $G$ be a nonseparable graph and $T$ be an arbitrary tree 2-spanner of $G$. Then for every 2-cut $\{u, v\}$ of $G, u v \in E(T)$.

Proof. Let $\{u, v\}$ be a 2 -cut of $G$. Let $H_{1}$ be a connected component of $G-\{u, v\}$. Let $G_{1}=G\left[V\left(H_{1}\right) \cup\{u, v\}\right]$ and $G_{2}=G-V\left(H_{1}\right)$. Then each $G_{i}, i=1,2$, contains a $(u, v)$-path $P_{i}$ of length at least two. If $u v \notin E(T)$, then for each edge in $E\left(P_{i}\right) \backslash E(T)$, there is a path of length two in $T \cap G_{i}$ between its two ends. Thus there is a $(u, v)$ path $Q_{i}$ in $T \cap G_{i} . Q_{1}$ and $Q_{2}$ would then be a cycle in $T$, which is a contradiction. Hence $u v \in E(T)$.

Theorem 4.2. Let $G$ be a nonseparable graph. Then a spanning tree $T$ of $G$ is a tree 2-spanner iff for each triconnected component $H$ of $G, T \cap H$ is a spanning star of $H$.

Proof. If $T \cap H$ is a spanning star of $H$ for each triconnected component $H$ of $G$, then $T \cap H$ is a tree 2 -spanner of $H$. Since each edge of $G$ belongs to some triconnected component, it follows that $T$ is a 2 -spanner of $G$.

Conversely, suppose that $T$ is a tree 2 -spanner of $G$. We first show that for each triconnected component $H$ of $G, T^{\prime}=T \cap H$ is a tree 2-spanner of $H$. It is trivial if $H$ consists of a single edge. Thus we may assume that $|V(H)| \geq 3$. Then $H$ contains at least one edge $u v \notin E(T)$, since $H$ contains a cycle. Because $T$ is a tree 2-spanner, there exists a vertex $w$ such that $u w, v w \in E(T)$. If $w$ is not in $H$, then $u$ and $v$ are the only vertices in $H$ adjacent to $w$, since $H$ is a triconnected component and $|V(H)| \geq 3$. This implies that $\{u, v\}$ is a 2 -cut. By Lemma 4.1, $u v$ would be an edge in $T$, which is a contradiction. Therefore, $w$ is in $H$ and thus $u w, v w$ are in $T^{\prime}$. This implies that $T^{\prime}$ is a tree 2 -spanner of $H$.

It remains to be shown that $T^{\prime}$ is a star. Suppose that $T^{\prime}$ is not a star; then there is an edge $x y \in E\left(T^{\prime}\right)$ that is not incident to any leaf. Let $T_{x}^{\prime}$ and $T_{y}^{\prime}$ be the two connected components of $T^{\prime}-x y$ containing vertices $x$ and $y$, respectively. Note that both $T_{x}^{\prime}$ and $T_{y}^{\prime}$ contain at least two vertices. For two arbitrary vertices $u \in V\left(T_{x}^{\prime}\right) \backslash\{x\}$ and $v \in V\left(T_{y}^{\prime}\right) \backslash\{y\}$, it is easy to see that $d_{T^{\prime}}(u, v) \geq 3$. This implies $u v \notin E(H)$. Then $\{x, y\}$ would be a 2 -cut of $H$, contrary to $H$ being a triconnected component. Therefore, $T^{\prime}$ is a spanning star of $H$.

Corollary 4.3. A triconnected graph $G$ admits a tree 2-spanner iff it contains a universal vertex.

Lemma 4.1 and Theorem 4.2 can be used to obtain a characterization of tree 2-spanner-admissible graphs in terms of decomposition. A graph $G$ is an edge bonding of two graphs $G_{1}$ and $G_{2}$ if $G=G_{1} \cup G_{2}$ and $G_{1} \cap G_{2}$ is an edge.

Theorem 4.4 (Bondy [7]). A graph $G$ is tree 2-spanner admissible iff each block $H$ of $G$ is either
(1) a triconnected graph with a universal vertex or
(2) an edge bonding (on edge e) of two tree 2-spanner-admissible graphs where $e$ is a tree edge in both graphs.

Proof. Because of Observation 1.4, we only need to consider a block $H$ of $G$. If $H$ contains a universal vertex $u$, then the set of edges incident with $u$ induces a tree 2-spanner of $H$. If $H$ is an edge bonding of two tree 2-spanner-admissible graphs $H_{1}$ and $H_{2}$ on a tree edge $e$, then the edge bonding of a tree 2 -spanner $T_{1}$ of $H_{1}$ and a tree 2-spanner $T_{2}$ of $H_{2}$ on edge $e$ yields a tree 2 -spanner of $H$.

Conversely, suppose that $H$ is tree 2 -spanner admissible. If $H$ has no 2 -cut, then it is triconnected and by Corollary 4.3 contains a universal vertex. Otherwise, $H$ has a 2-cut $\{x, y\}$; by Lemma 4.1, then, $x y$ is an edge of $H$ and belongs to every tree 2-spanner of $H$. Let $H^{\prime}$ be a connected component of $H-\{x, y\}, H_{1}=H\left[V\left(H^{\prime}\right) \cup\right.$ $\{x, y\}\}$, and $H_{2}=H-V\left(H_{1}\right)$. It can then be deduced from Theorem 4.2 that $T \cap$ $H_{1}$ and $T \cap H_{2}$ are tree 2-spanners of $H_{1}$ and $H_{2}$, respectively. Hence, $H$ is an edge bonding of two tree 2 -spanner-admissible graphs $H_{1}$ and $H_{2}$ on edge $x y$. This completes the proof.

We now use the above results to derive an algorithm for finding a tree 2-spanner $T$ (if it exists) in a graph $G$. The algorithm can be outlined as follows (details are left to the reader). First, find all blocks of $G$. Then, for each block, find all 2-cuts (if there is a 2 -cut that does not induce a binding edge, then $G$ contains no tree 2spanner, by Lemma 4.1) and triconnected components. Put all binding edges in $T$. Now, for each triconnected component $H$, find a spanning star containing all edges of $H$ that have been put into $T$ so far and put it in $T$ (if such a spanning star does not exist, then $G$ contains no tree 2 -spanner by Lemma 4.1 and Theorem 4.2). Finally, if $T$ is a spanning tree, then it is a tree 2 -spanner; otherwise, $G$ contains no tree 2 spanner. This algorithm can be implemented in linear time by using the triconnected component-finding algorithm of Hopcroft and Tarjan [22] and standard techniques.

Theorem 4.5. A tree 2-spanner (if it exists) of a graph can be found in $O(m+$ n) time.
4.2. The skeleton tree. A tree spanner may be required to have some additional properties, such as a degree constraint, a bound on the diameter, or a limit on the number of leaves. Here we conduct a further investigation of the structure of tree 2 -spanners to provide a useful tool in dealing with the construction of tree 2 -spanners with additional properties. Henceforth, we assume that all graphs in this subsection are tree 2 -spanner-admissible.

By Theorem 4.2, every tree 2 -spanner of a triconnected graph is a spanning star. Thus there is nothing more to be said about the structure of tree 2 -spanners in a triconnected graph. In light of Lemma 4.1, we can restrict our attention to nonseparable graphs with binding edges. We show that any tree 2 -spanner of such a graph can be obtained from a "skeleton tree" of the graph by properly adding "compound leaves" to the skeleton tree. This result also gives another clear picture of the structure of tree 2 -spanner-admissible graphs. In the rest of this subsection, we assume that $G$ is a tree 2 -spanner-admissible graph that is nonseparable and contains
at least one binding edge. We start with the subgraph of $G$ induced by the set of its binding edges.

Lemma 4.6. The set of binding edges of $G$ induces a tree.
Proof. Let $B$ be the set of binding edges and $T_{B}=G[B]$. Clearly, $T_{B}$ is a forest, since $G$ admits a tree 2 -spanner $T$ and every edge in $B$ belongs to $T$ by Lemma 4.1. We need to show only that $T_{B}$ is connected.

Let $\mathcal{H}$ be the set of triconnected components of $G$. Construct a bipartite graph $F$ with vertex set $B \cup \mathcal{H}$ in which $e \in B$ and $H \in \mathcal{H}$ are adjacent iff edge $e$ is in the triconnected component $H$. Since $G$ is connected, it is clear that $F$ is connected.

Let $v$ and $v^{\prime}$ be two arbitrary vertices of $T_{B}$ and $e$ and $e^{\prime}$ be two binding edges incident with $v$ and $v^{\prime}$, respectively. Consider the bipartite graph $F$. Since $F$ is connected, there is an $\left(e, e^{\prime}\right)$-path $P=e_{1} H_{1} e_{2} \ldots H_{k-1} e_{k}$ in $F$, where $e_{i} \in B, H_{i} \in \mathcal{H}, e_{1}=e$, and $e_{k}=e^{\prime}$. Thus for any two elements $e_{i}, e_{i+1} \in B, H_{i}$ is a triconnected component of $G$ that contains edges $e_{i}$ and $e_{i+1}$. By Theorem 4.2, $e_{i}$ and $e_{i+1}$ share a vertex. It is now easy to deduce that there is a $\left(v, v^{\prime}\right)$-path in $T_{B}$, since each $e_{i}$ is an edge in $T_{B}$. Therefore, $T_{B}$ is connected and the proof is complete.

Let $\mathcal{T}(G)$ denote the set of tree 2 -spanners of $G$ and $\mathcal{E}(G)$ denote the set of edges of $G$ contained in every tree 2 -spanner of $G$, i.e., $\mathcal{E}(G)=\cap_{T \in \mathcal{T}(G)} E(T)$. Note that a nontrivial tree is a tree with at least one edge.

Lemma 4.7. $G[\mathcal{E}(G)]$ is a nontrivial tree.
Proof. Obviously, $G[\mathcal{E}(G)]$ is a forest. Since $G$ is tree 2-spanner admissible, by Lemma 4.1, every binding edge of $G$ is contained in $G[\mathcal{E}(G)]$. Furthermore, for any edge $e \in \mathcal{E}(G)$, if $e$ is not a binding edge of $G$, then it belongs to a unique triconnected component $H$ of $G$. Since $H$ contains at least one binding edge of $G$, it follows from Theorem 4.2 that edge $e$ shares a vertex with at least one binding edge of $G$. By Lemma 4.6 and the assumption that $G$ contains a binding edge, we see that $G[\mathcal{E}(G)]$ is connected and hence a nontrivial tree.

Because $G[\mathcal{E}(G)]$ induces a nontrivial tree that belongs to every tree 2-spanner of $G$, we call it the skeleton tree of $G$ and denote it by $\mathcal{S}(G)$. Let us now examine the structure of $G-V(\mathcal{S}(G))$. Recall that two disjoint subgraphs are fully joined iff every vertex in one subgraph is adjacent to every vertex in the other.

Lemma 4.8. Each connected component $C$ of $G-V(\mathcal{S}(G))$ is fully joined with a unique edge of $\mathcal{S}(G)$. Moreover, for any tree 2-spanner $T$ of $G$, each vertex in $C$ is a leaf of $T$.

Proof. By Lemma 4.1, the skeleton tree $\mathcal{S}(G)$ contains the subgraph $\mathcal{S}$ induced by the set of binding edges of $G$. Therefore, each connected component $C$ of $G-V(\mathcal{S}(G))$ is a subgraph of a connected component $C^{\prime}$ of $G-V(S)$. Since $C^{\prime}$ belongs to a unique triconnected component $H$ of $G$, so does $C$. If $H$ contains more than one edge of $\mathcal{S}(G)$, say $e_{1}$ and $e_{2}$, then it follows from Theorem 4.2 that $e_{1}$ and $e_{2}$ must share a vertex $u$ and all the edges between $u$ and $C$ belong to $T$. This implies that every vertex of $C$ is in $\mathcal{S}(G)$, which contradicts the choice of $C$. Therefore, $H$ contains a unique edge $e$ of $\mathcal{S}(G)$. If one end of $e$ is not a universal vertex of $H$, then by Theorem 4.2, all the edges between the other end of $e$ and $C$ belong to $T$. Again, this contradicts the choice of $C$. Therefore, $C$ is fully joined with a unique edge $e$ of $\mathcal{S}(G)$. By Theorem 4.2, each vertex of $C$ is a leaf of $T$.

Because of the above lemma, we call each connected component of $G-V(\mathcal{S}(G))$ a compound leaf. Then every edge $e$ of the skeleton tree $\mathcal{S}(G)$ has a set (possibly empty) of compound leaves fully joined with it. Let the two ends of $e$ be $x$ and $y$. Then for any compound leaf $C$ fully joined with $e, V(C) \cup\{x, y\}$ induces a triconnected component $H$ of $G$. Note that both $x$ and $y$ are adjacent to every vertex in $C$. The set of edges


Fig. 6. The skeleton tree, compound leaves, and leafstalks.
between $x$ and $C(y$ and $C)$ forms a star $L_{C}^{x}\left(L_{C}^{y}\right)$ and will be referred to as a leafstalk of C. These concepts are illustrated in Fig. 6, where thick lines depict the skeleton tree, each box contains a compound leaf, and each shaded triangle indicates a nontrivial leafstalk (a leafstalk with more than one edge).

Theorem 4.9 (skeleton tree theorem). Let $G$ be a tree 2-spanner-admissible, nonseparable graph that contains binding edges. A spanning tree $T$ is a tree 2-spanner of $G$ iff it is obtained from the skeleton tree $\mathcal{S}(G)$ of $G$ by adding to $\mathcal{S}(G)$ exactly one leafstalk for each compound leaf of $G$.

Proof. This follows from Theorem 4.2, Lemma 4.7, and Lemma 4.8. $\quad$,
We now turn to the construction of the skeleton tree $\mathcal{S}(G)$ of $G$. First, we find all binding edges and triconnected components of $G$. As discussed in Lemma 4.6 and the proof of Lemma 4.7, these binding edges form a tree $S$ that is a subtree of $\mathcal{S}(G)$. Then we extend $S$ to $\mathcal{S}(G)$ by considering triconnected components one by one. For each triconnected component $H$, if $H$ contains two distinct edges $e_{1}$ and $e_{2}$ of $S$, then $e_{1}$ and $e_{2}$ share a vertex $u$ and we put into $\mathcal{S}(G)$ all the edges of $H$ that are incident with $u$ (by Theorem 4.2); if $H$ contains only one edge $e=u v$ of $S$ and one end of $e$, say $u$, is not a universal vertex of $H$, then we put into $\mathcal{S}(G)$ all the edges of $H$ that are incident with $v$ (by Theorem 4.2). The correctness of the above algorithm follows from our previous discussions.

By using the linear-time, triconnected component-finding algorithm of Hopcroft and Tarjan [22] and standard techniques, we can construct the skeleton tree and find all compound leaves in linear time. Therefore, the skeleton tree provides a handy and useful tool in constructing tree 2 -spanners with certain properties. For instance, with the aid of the skeleton tree, the problem of finding a tree 2 -spanner of bounded degree is easily solved in linear time. It is interesting to note that the corresponding degree-bounded spanning tree problem is NP-complete ([ND1] in [19]). Skeleton trees have also been used in the design of a polynomial-time algorithm for determining whether a 2 -connected graph contains a tree 2 -spanner isomorphic to a given tree [11], [13]. We note again that the corresponding isomorphic spanning tree problem is NP-complete ([ND8] in [19]). Further applications of skeleton trees can be found in the construction of quasi-tree 2 -spanners ( $\S 5.2$ ), as well as in the construction of nearly distance-preserving spanning trees [11].
4.3. NP-completeness for $t \geq 4$. Although a tree 2 -spanner in a graph can be constructed in linear time, the problem of finding a tree $t$-spanner seems to be very hard for $t \geq 3$; in fact, as we show here, the problem is intractable for any fixed $t \geq 4$. As a consequence, the minimum $t$-spanner problem on unweighted graphs is

NP-complete for any fixed $t \geq 4$. The complexity of finding a tree 3 -spanner in a graph is still unknown.

Remark. Stronger NP-completeness results hold for the minimum $t$-spanner problem on unweighted graphs. In fact, the problem is NP-complete for any fixed $t \geq 2$ [12], [26], even when restricted to graphs of bounded degree [15].

Theorem 4.10. For any fixed $t \geq 4$, the tree $t$-spanner problem is $N P$-complete.
Proof. It is clear that the problem is in NP. To establish the NP-completeness, we present a polynomial transformation from 3SAT. By Observation 1.5, we need to consider only integral values of $t$. Let $t \geq 4$ be a fixed integer and $(U, C)$ be an arbitrary instance of 3SAT. We construct a graph $G$ such that $C$ is satisfiable iff $G$ has a tree $t$-spanner. Call a path with $t$ edges a $t$-path. The following result is useful in our construction.

Lemma 4.11. Let $G$ be a graph and $e$ an edge of $G$. Let $G^{\prime}$ be a graph formed from $G$ by adding two distinct t-paths $P_{1}, P_{2}$ (all internal vertices of $P_{1}$ and $P_{2}$ are new vertices) between the two ends of $e$ and $T$ be a tree $t$-spanner of $G^{\prime}$. Then $e \in E(T)$.

Proof. We first notice that for any edge $e^{\prime}$ of either $P_{1}$ or $P_{2}$, there is only one path in $G^{\prime}-e^{\prime}$ of length $\leq t$ between the two ends of $e^{\prime}$. Furthermore, this unique path contains edge $e$. It follows that if $e$ is not in $T$, then all edges of $P_{1}$ and $P_{2}$ would have to be in $T$. However, $P_{1}$ and $P_{2}$ form a cycle, which contradicts $T$ being a tree.

From now on, by forcing an edge, we mean adding two distinct $t$-paths between the two ends of the edge. Such an edge will be called a forced edge, and the two $t$-paths will be called forcing paths. Denote $|U|$ by $n$ and $|C|$ by $m$. The graph $G$ is constructed as follows.

For each variable $u_{i} \in U, 1 \leq i \leq n$, construct a graph $H_{i}$ by

1. taking five vertices $x_{i}, u_{i}, \bar{u}_{i}, y_{i}$ and $z_{i}$,
2. adding edges $x_{i} y_{i}, x_{i} u_{i}, x_{i} \bar{u}_{i}, z_{i} u_{i}$, and $z_{i} \bar{u}_{i}$,
3. joining $y_{i}$ with $z_{i}$ by a $(t-2)$-path (all internal vertices on the path are new vertices) and forcing every edge on the path, and
4. joining $u_{i}$ with $\bar{u}_{i}$ by a $(t-3)$-path (all internal vertices on the path are also new vertices) and forcing every edge on the path as well.
Figure 7 shows the graph $H_{i}$ for $t=4$. Next, put $H_{1}, \ldots, H_{n}$ together by identifying vertices $x_{1}, \ldots, x_{n}$ into a single vertex $x$ to form the variable setting component $H$. Vertices $u_{i}$ and $\bar{u}_{i}$ of $H_{i}$ will be used to represent the literals $u_{i}$ and $\bar{u}_{i}$, respectively, and they are called literal vertices.

For each clause $c_{j} \in C, 1 \leq j \leq m$, create a new vertex $c_{j}$, called a clause vertex, and add an edge between $c_{j}$ and each of its three distinct literal vertices in $H$. Note that each literal vertex is either a vertex $u_{i}$ or a vertex $\bar{u}_{i}$.

It is easy to see that $G$ can be constructed in polynomial time. It remains to be shown that $C$ is satisfiable iff $G$ has a tree $t$-spanner. Before describing the proof, we note the following important property of the graph $G$, which enables us to define a proper truth assignment for $C$ in terms of a tree $t$-spanner of $G$.

Lemma 4.12. Any tree $t$-spanner $T$ of $G$ contains exactly one of the two edges $x u_{i}$ and $x \bar{u}_{i}$ for each $1 \leq i \leq n$.

Proof. Clearly, because $T$ contains the forced path between $u_{i}$ and $\bar{u}_{i}$, at most one of $x u_{i}$ and $x \bar{u}_{i}$ can be in $T$ (otherwise we would have a cycle in $T$ ). We need to show that $T$ contains at least one of $x u_{i}$ and $x \bar{u}_{i}$. Suppose that neither $x u_{i}$ nor $x \bar{u}_{i}$ is in $T$. Then the shortest path in $F=G-E\left(H_{i}\right)$ between $x$ and $u_{i}$ consists of at least three edges (edge $x l$ for some literal $l$ and edges $l c$ and $c u_{i}$ for some clause $c$ that


Fig. 7. Component $H_{i}$ for $t=4$.
contains both $l$ and $u_{i}$ ). Thus $d_{F}\left(x, u_{i}\right) \geq 3$, and, similarly, $d_{F}\left(x, \bar{u}_{i}\right) \geq 3$. Consider two cases that depend on whether $x y_{i}$ is in $T$.

Case 1. $x y_{i} \in E(T)$. If neither $z_{i} u_{i}$ nor $z_{i} \bar{u}_{i}$ is in $T$, then no tree $\left(x, u_{i}\right)$-path is present inside $H_{i}$ and thus

$$
d_{T}\left(x, u_{i}\right) \geq d_{F}\left(x, u_{i}\right) \geq 3 .
$$

But then

$$
d_{T}\left(z_{i}, u_{i}\right)=d_{T}\left(z_{i}, x\right)+d_{T}\left(x, u_{i}\right) \geq(t-1)+d_{F}\left(x, u_{i}\right) \geq t+2,
$$

contrary to $T$ being a $t$-spanner. Therefore, at least one of $z_{i} u_{i}$ and $z_{i} \bar{u}_{i}$ is in $T$. Without loss of generality, we may assume that $z_{i} u_{i} \in E(T)$. Note that $z_{i} \bar{u}_{i} \notin E(T)$, as there is a forced $\left(u_{i}, \bar{u}_{i}\right)$-path in $T$. Since a tree path is unique between any two vertices, we have

$$
d_{T}\left(x_{i}, \bar{u}_{i}\right)=d_{T}\left(x_{i}, z_{i}\right)+d_{T}\left(z_{i}, u_{i}\right)+d_{T}\left(u_{i}, \bar{u}_{i}\right)=2 t-3>t
$$

for $t \geq 4$, again a contradiction to $T$ being a $t$-spanner.
Case 2. $x y_{i} \notin E(T)$. Then no tree path is present inside $H_{i}$ between $x$ and $u_{i}$ or $x$ and $\bar{u}_{i}$, and thus

$$
d_{T}\left(x, u_{i}\right) \geq d_{F}\left(x, u_{i}\right) \geq 3
$$

and

$$
d_{T}\left(x, \bar{u}_{i}\right) \geq d_{F}\left(x, \bar{u}_{i}\right) \geq 3 .
$$

Then

$$
d_{T}\left(x, z_{i}\right)=\min \left\{d_{T}\left(x, u_{i}\right)+d_{T}\left(u_{i}, z_{i}\right), d_{T}\left(x, \bar{u}_{i}\right)+d_{T}\left(\bar{u}_{i}, z_{i}\right)\right\} \geq 4 .
$$

It follows that

$$
d_{T}\left(x, y_{i}\right)=d_{T}\left(x, z_{i}\right)+d_{T}\left(z_{i}, y_{i}\right) \geq t+2,
$$

contrary to $T$ being a $t$-spanner.

Since both cases lead to contradictions, we conclude that $T$ contains exactly one of two edges $x u_{i}$ and $x \bar{u}_{i}$ for each $1 \leq i \leq n$.

We now prove that $C$ is satisfiable iff $G$ has a tree $t$-spanner. Suppose that $C$ is satisfiable and let $\xi$ be a satisfying truth assignment for $C$. We construct a spanning tree $T$ of $G$ as follows:

1. for each forced edge $e$, put edge $e$ in $T$;
2. for each forcing path, arbitrarily delete one edge and then put the remaining edges in $T$;
3. for each variable $u_{i}, 1 \leq i \leq n$, if $\xi\left(u_{i}\right)=1$, then put edges $x u_{i}$ and $z_{i} u_{i}$ in $T$; otherwise ( $\xi\left(u_{i}\right)=0$ ), put edges $x \bar{u}_{i}$ and $z_{i} \bar{u}_{i}$ in $T$;
4. for each clause $c_{j}, 1 \leq j \leq m$, arbitrarily pick a true literal $l_{j}$ in $c_{j}$ and put edge $c_{j} l_{j}$ in $T$.
Note that each clause vertex is a leaf in $T$. It is a routine matter to verify that $T$ is a tree $t$-spanner.

Conversely, suppose that $T$ is a tree $t$-spanner of $G$. We need to present a truth assignment $\xi_{T}$ that satisfies $C$. By Lemma $4.12, T$ contains exactly one of two edges $x u_{i}$ and $x \bar{u}_{i}$ for each $1 \leq i \leq n$. Therefore, we can define a truth assignment $\xi_{T}$ by setting, for $1 \leq i \leq n, \xi_{T}\left(u_{i}\right)=1$ whenever $x u_{i} \in E(T)$ and $\xi_{T}\left(u_{i}\right)=0$ otherwise. It remains to be shown that $\xi_{T}$ satisfies $C$.

Suppose that some clause $c_{j}$ only contains false literals under $\xi_{T}$. Notice that any two literals are joined by a path in $T$ that avoids clause vertices. Therefore, $c_{j}$ is a leaf in $T$. Then for a clause edge $c_{j} l_{j}$ not in $T, d_{T}\left(c_{j}, l_{j}\right)=2 t-3 \geq t+1$ for $t \geq 4$, since the distance between any two false literals in $T$ is $2 t-4$, contrary to $T$ being a $t$-spanner. Therefore, each clause in $C$ contains at least one true literal under $\xi_{T}$ and thus $C$ is satisfiable. This completes the proof.
5. Tree spanners in digraphs. In this section, we consider tree spanners and quasi-tree spanners in digraphs. At first glance, it seems that tree spanner problems on digraphs are at least as hard as tree spanner problems on undirected graphs. Surprisingly, a tree $t$-spanner of a digraph can be found in almost-linear time. In fact, even a minimum tree spanner (i.e., a tree $t$-spanner with $t$ as small as possible) of a digraph can be found in almost-linear time. On the other hand, the situation for quasi-tree spanners in digraphs is closer to that for tree spanners in undirected graphs. We will use the results developed in $\S \S 3$ and 4 for undirected graphs to obtain similar results for quasi-tree spanners.

Throughout this section, $G=(V, A ; w)$ is a weighted digraph and $\tilde{G}=(V, E ; \tilde{w})$ denotes the underlying undirected graph of $G$. Recall that for an $\operatorname{arc}(x, y) \in A, \tilde{w}(x y)$ $=w((x, y))$ if $(y, x) \notin A$ and $\tilde{w}(x y)=\min \{w((x, y)), w((y, x))\}$ if $(y, x) \in A$. Also, recall that an in-neighbor of a vertex $x$ in $G$ is a vertex $y$ such that $(y, x) \in A$ and an out-neighbor of $x$ is a vertex $z$ such that $(x, z) \in A$. A vertex $v$ is a source if it has no inneighbors and an intermediate vertex if it has both in- and out-neighbors. A spanning subgraph $T$ of $G$ is a spanning tree if $T$ contains no directed cycle and $\tilde{T}$ is a tree. For convenience, we say that $G$ is connected (triconnected) whenever its underlying graph $\tilde{G}$ is connected (triconnected). The meanings of blocks and connected components of $G$ should be understood in the same manner.
5.1. Finding a minimum tree spanner. Recall that in a digraph $G$, a vertex $x$ reaches vertex $y$ (i.e., $y$ is reachable from $x$ ) if there is a directed ( $x, y$ )-path in $G$. By the definition of a tree spanner, it is easy to see that a spanning tree $T$ of $G$ is a tree spanner iff it preserves reachability of $G$, i.e., $x$ reaches $y$ in $G$ iff $x$ reaches $y$ in $T$. Unlike an undirected graph, then, a spanning tree of $G$ is not necessarily a tree spanner. In fact, we have the following result:

Lemma 5.1. A digraph $G$ contains at most one tree spanner.
Proof. Let $S$ and $T$ be two arbitrary tree spanners of $G$. If $S \neq T$, then there is an $\operatorname{arc}(x, y)$ in $S$ that is not in $T$. Thus there is a directed $(x, y)$-path $P$ in $T$, since $T$ is a tree spanner. Let $z$ be an internal vertex of $P$. Then there is a directed $(x, z)$-path $Q$ and a directed $(z, y)$-path $Q^{\prime}$ in $S$, since $S$ is a tree spanner. This implies that there are two distinct, directed $(x, y)$-paths $Q Q^{\prime}$ and $x y$ in $S$, which contradicts $S$ being a tree. Therefore, $S=T$ and $G$ contains at most one tree spanner.

Because of the above lemma, we need to consider only the problem of finding the tree spanner $T$ in a digraph $G$, since $T$ is automatically a minimum tree spanner and we can use it to solve the tree $t$-spanner problem by comparing $t$ with the stretch index of $T$. Recall that an acyclic digraph is a digraph that contains no directed cycle.

Lemma 5.2. If a digraph $G$ admits a tree spanner, then $G$ is acyclic.
Proof. Let $T$ be a tree spanner of $G$. Suppose that $G$ contains a directed cycle $C$. Any two vertices of $C$ are then mutually reachable in $T$ since $T$ is a spanner of $G$, which contradicts $T$ being a tree. Hence $G$ is acyclic.

In light of the above lemma, we will hereafter assume that $G$ is acyclic. $G$ then contains a source $s$. We now present a necessary and sufficient condition for $G$ to admit a tree spanner in terms of $G-s$. Note that $N_{G}^{+}(s)$ is the set of out-neighbors of $s$ in $G$ and that a trivial digraph (a digraph with a single vertex) is itself a tree spanner.

Theorem 5.3. Let $G$ be an acyclic digraph and s be a source of $G$. $G$ then admits a tree spanner iff each connected component $H_{i}$ of $G-s$ contains a tree spanner $T_{i}$ such that there is a vertex $v_{i} \in V\left(H_{i}\right) \cap N_{G}^{+}(s)$ that reaches every vertex of $V\left(H_{i}\right) \cap$ $N_{G}^{+}(s)$ through arcs of $T_{i}$.

Proof. If the condition of the theorem is satisfied, then it is readily checked that $T_{1} \cup \cdots \cup T_{k}+\left\{s v_{1}, \ldots, s v_{k}\right\}$, where $k$ is the number of connected components of $G-s$, is the tree spanner of $G$, since for $i \neq j$ there are no arcs between $H_{i}$ and $H_{j}$.

Conversely, suppose that $G$ contains a tree spanner $T$. Then $s$ is a source in $T$. We first show that each connected component $H_{i}$ contains a unique vertex $v_{i}$ adjacent to $s$ in $T$. Since $G$ is connected, $H_{i}$ by definition contains at least one such vertex. Suppose that $H_{i}$ contains two such vertices $u$ and $u^{\prime}$. Then there is a ( $u, u^{\prime}$ )-path $P$ in $H_{i}$. Each edge in $P$ corresponds to a unique arc in $H_{i}$, as $G$ is acyclic; for each such arc $(x, y)$, there is a directed $(x, y)$-path $P_{x y}$ in $T$, since $T$ is a tree spanner. Let $T_{i}=T \cap H_{i}$. It is easy to see that $P_{x y}$ lies entirely in $T_{i}$. It follows that there is a ( $u, u^{\prime}$ )-path $P^{\prime}$ in $\tilde{T}_{i}$. However, $P^{\prime}$ together with $s u$ and $s u^{\prime}$ forms a cycle in $\tilde{T}$, a contradiction. Therefore, $s$ is adjacent to a unique vertex $v_{i}$ of $H_{i}$ in tree T. Clearly, $v_{i} \in V\left(H_{i}\right) \cap N_{G}^{+}(s)$.

Now, by the definition of $H_{i}$, we easily see that $T_{i}$ is connected; $T_{i}$ is thus a tree spanner of $H_{i}$. Furthermore, for each out-neighbor $v$ of $s$ in $H_{i}$, there is a directed $(s, v)$-path $Q$ in $T$, since $T$ is a tree spanner. Then the $\left(v_{i}, v\right)$-section of $Q$ is a directed ( $v_{i}, v$ )-path in $T_{i}$, and hence $v$ is reachable from $v_{i}$ in $T_{i}$.

It is trivial to transform the above theorem into a recursive procedure for finding the tree spanner of $G$. In order to implement the procedure efficiently, we present an iterative version. Let $\{1, \ldots, n\}$ be the vertex set of $G$. Since $G$ is acyclic, we can assume that the vertices of $G$ have been topologically ordered, i.e., if $(i, j)$ is an arc of $G$, then $i<j$. Let $G_{i}$ denote the subgraph of $G$ induced by vertices $\{i, \ldots, n\}$. Vertex $i$ is then a source of $G_{i}$ by the definition of the topological ordering of $G$. Therefore, vertex $v_{i}$ in Theorem 5.3 is the vertex with smallest number in $V\left(H_{i}\right) \cap N_{G}^{+}(s)$. Note that the out-neighbors of vertex $i$ in $G_{i}$ are the same as those of $i$ in $G$ and hence will be denoted by $N^{+}(i)$. Figure 8 depicts an acyclic digraph, its tree spanner, and a


Fig. 8. An acyclic digraph $G$, its tree spanner, and a topological ordering of $V$.
topological ordering of its vertices. The following procedure finds the tree spanner of $G$ when it contains one.

Procedure TREESPANNER $(G, T) ;\{$ Find the tree spanner $T$ of an acyclic digraph G.\}

## begin

1. $\quad T \leftarrow$ the trivial tree consisting of vertex $n$;
2. for $i \leftarrow n-1$ downto 1 do
3. $\quad \mathcal{H}_{i} \leftarrow\left\{H \mid\left(H\right.\right.$ is a connected component of $\left.\left.G_{i+1}\right) \wedge\left(V(H) \cap N^{+}(i) \neq \emptyset\right)\right\}$;
4. for each $H \in \mathcal{H}_{i}$ do
5. $\quad v_{i, H} \leftarrow \min \left\{j \mid j \in v(H) \cap N^{+}(i)\right\}$;
6. if $v_{i, H}$ reaches every vertex in $V(H) \cap N^{+}(i)$ through arcs of $T$
then $T \leftarrow T+\left(i, v_{i, H}\right)$ else output "No" EXIT;
end for;
end for;
7. return $T$;
end TREESPANNER.
Notice that $T$ is a forest during the computation of the above procedure. Let $T_{i}$ denote the forest $T$ after the normal completion of the $(n-i)$ th iteration of the "for" loop at line (2). By Theorem 5.3, it is clear that $T_{i}$ consists of tree spanners of the connected components of $G_{i}$; thus $T_{1}$ is the tree spanner of $G$. However, a straightforward implementation of the procedure may take $O(m n)$ time.

We now refine the procedure to obtain a more efficient algorithm. We notice the following: first, the check at line (6) can be postponed after the completion of the "for" loop at line (2), since $v_{i, H}$ reaches all vertices in $V(H) \cap N^{+}(i)$ through arcs of $T_{i}$ iff it reaches these vertices through arcs of $T_{1}$; second, the computation at lines (3) and (5) requires only the vertex sets of connected components of $G_{i+1}$; and third, the connected components of $G_{i}$ can be obtained from those of $G_{i+1}$ by merging vertex $i$ and all connected components in $\mathcal{H}_{i}$ into a single component.

Based on the above observations, we use sets to maintain the connected components of $G_{i}$. Initially, we have $n$ sets consisting of $n$ single vertices. These sets will be merged to represent the connected components of $G_{i}$ during the process. Thus line (3) can be carried out by finding all sets containing the out-neighbors of vertex $i$. We are now ready to present an algorithm that finds the tree spanner of $G$. The algorithm
first decides if $G$ is acyclic, then finds a spanning tree $T$ of $G$, and finally verifies if $T$ is the tree spanner of $G$. It also computes the stretch index $t$ of $T$ when $T$ is a tree spanner.

Algorithm TREE-SPANNER $(G, T, t)$ \{Find the tree spanner $T$ of $G$.
Input: A weighted digraph $G=(V, A ; w)$;
Output: The tree spanner $T$ and its stretch index $t$ if $G$ admits a tree spanner; otherwise output "No".

## begin

1. if $G$ is not acyclic then output "No" EXIT
else compute a topological ordering of $G$;
\{Vertices $1, \ldots, n$ is a topological ordering of $G$.\}
2. $\quad T \leftarrow$ the trivial tree consisting of vertex $n$;
3. Create set $\{i\}$ for each vertex $i$ of $G$;
4. for $i \leftarrow n-1$ downto 1 do
5. $\quad \mathcal{H}_{i} \leftarrow \emptyset$;
6. for each out-neighbor $k$ of $i$ do
$\left\{\right.$ Compute $\left\{H \mid\left(H\right.\right.$ is a connected component of $\left.\left.\left.G_{i+1}\right) \wedge\left(V(H) \cap N^{+}(i) \neq \emptyset\right)\right\}.\right\}$
7. Find the set $H_{k}$ containing vertex $k$;
8. $\quad \mathcal{H}_{i} \leftarrow \mathcal{H}_{i} \cup\left\{H_{k}\right\}$;
end for;
9. for each set $H \in \mathcal{H}_{i}$ do
10. $v_{i, H} \leftarrow \min \{j \mid j$ is an out-neighbor of $i$ in $H\}$;
11. $T \leftarrow T+\left(i, v_{i, H}\right)$;
end for;
12. Merge $\{i\}$ and all $H \in \mathcal{H}_{i}$ into a single set; end for;
13. if $T$ is a tree spanner then compute the stretch index $t$ of $T$
else output "No";
end TREE-SPANNER.
We now consider the complexity of the above algorithm. Line (1) takes $O(m+n)$ (cf. [1], [30]). Vertex $v_{i, H}$ at line (10) can be found in $O\left(\left|N^{+}(i)\right|\right)$ time by keeping track of the set $H_{k}$ for each out-neighbor $k$ of $i$ at line (7). By Theorem 2.1(b), line (13) can be carried out in linear time. The merge operation at line (12) and the find operation at line (7) constitute a sequence of union-and-find operations on disjoint sets; there are at most $m+n$ operations in total. By using the well-known "path compression on balanced trees" technique for disjoint set manipulation, these $\leq$ $m+n$ union-and-find operations can be implemented in $O((m+n) \alpha(m+n, n))$ time (cf. [1], [30]), where $\alpha$ is a functional inverse of Ackermann's function and, for all feasible large $m$ and $n, \alpha(m, n) \leq 4[30]$.

The remaining computation takes linear time. The overall running time of the algorithm is thus $O((m+n) \alpha(m+n, n))$. Therefore, we can state the following theorem.

Theorem 5.4. The minimum tree spanner of a weighted digraph and its stretch index can be computed in $O((m+n) \alpha(m+n, n))$ time.


Fig. 9. A quasi-tree 1.5-spanner.
5.2. Quasi-tree spanners in digraphs. Recall that a quasi-tree of $G$ is a spanning subgraph $T$ such that $\tilde{T}$ is a tree; recall also that $T$ is a quasi-tree $t$-spanner if it is a $t$-spanner of $G$. See Fig. 9 for an example of a quasi-tree spanner. The notion of quasi-tree spanners is intended to capture the underlying tree structure of the spanner. As we will see, results on quasi-tree spanners in digraphs are quite similar to those of tree spanners in undirected graphs. We begin by considering relationships between quasi-tree spanners in $G$ and tree spanners in $\tilde{G}$.

Lemma 5.5. Let $T$ be a quasi-tree $t$-spanner of $G$. If both arcs $(x, y)$ and $(y, x)$ belong to $G$, then $(x, y) \in A(T)$ iff $(y, x) \in A(T)$.

Proof. It suffices to show that $(x, y) \in A(T)$ implies $(y, x) \in A(T)$. Suppose $(y, x) \notin A(T)$. Then there is a directed $(y, x)$-path $P$ in $T$. It follows that the corresponding edges of $P$ in $\tilde{T}$ together with edge $x y$ form a cycle in $\tilde{T}$, which contradicts $\hat{T}$ being a tree.

Lemma 5.6. If $T$ is a quasi-tree $t$-spanner of $G$, then $\tilde{T}$ is a tree $t$-spanner of $\tilde{G}$.
Proof. Let $x y$ be an arbitrary edge in $\tilde{G}-\tilde{T}$. We need to show $d_{\tilde{T}}(x, y) \leq t \cdot \tilde{w}(x y)$. By the definition of $\tilde{T}$, it is easy to see that $d_{\tilde{T}}(u, v) \leq d_{T}(u, v)$ for any two vertices $u, v \in V$. If exactly one of $\operatorname{arcs}(x, y)$ and $(y, x)$, say $(x, y)$, is in $G$, then $(x, y)$ is in $G-T$, and thus

$$
d_{\tilde{T}}(x, y) \leq d_{T}(x, y) \leq t \cdot w((x, y))=t \cdot \tilde{w}(x y)
$$

since $\tilde{w}(x y)=w((x, y))$. Otherwise, both $(x, y)$ and $(y, x)$ are arcs in $G$ and thus are in $G-T$ by Lemma 5.5. Then $d_{T}(x, y) \leq t \cdot w((x, y))$ and $d_{T}(y, x) \leq t \cdot w((y, x))$. Therefore,

$$
d_{\tilde{T}}(x, y) \leq \min \left\{d_{T}(x, y), d_{T}(y, x)\right\} \leq t \cdot \min \{w((x, y)), w((y, x))\}=t \cdot \tilde{w}(x y)
$$

This proves the lemma.
In light of the above two results, we can use the results on tree spanners in $\S \S 3$ and 4 to obtain similar results for quasi-tree spanners. Given a weighted undirected graph $F$, we construct a weighted digraph $D$ by replacing each edge $x y$ of $F$ with two $\operatorname{arcs}(x, y)$ and $(y, x)$ and setting $w^{\prime}((x, y))=w^{\prime}((y, x))=w(x y)$, where $w$ and $w^{\prime}$ are the weighting functions of $F$ and $D$, respectively. The following two NP-completeness results can be readily obtained from Theorem 3.9 in $\S 3.2$ and Theorem 4.10 in $\S 4.3$, respectively, by using Lemmas 5.5 and 5.6.

Theorem 5.7. For any fixed $t>1$, it is NP-complete to determine whether a weighted digraph contains a quasi-tree t-spanner, even if all arcs have integral weights.

Theorem 5.8. For any fixed $t \geq 4$, it is NP-complete to determine whether an unweighted digraph contains a quasi-tree $t$-spanner.

On the other hand, the results in $\S \S 3.1$ and 4.1 can be extended to quasi-tree 1 -spanners in weighted digraphs and quasi-tree 2 -spanners in unnweighted digraphs, respectively.

We first discuss the weighted case. Suppose that $G$ admits a quasi-tree 1-spanner $T$. Then by Lemma $5.6, \tilde{T}$ is a tree 1 -spanner of $\tilde{G}$. Therefore, $\tilde{T}$ is the unique minimum spanning tree of $\tilde{G}$ by Theorem 3.7 of $\S 3.1$. By Lemma $5.5, T$ is uniquely determined by $\tilde{T}$. Therefore, it is easy to see that the following algorithm finds a quasi-tree 1 -spanner in a weighted digraph. First find a minimum spanning tree $\tilde{T}$ of $\tilde{G}$; then construct the maximum quasi-tree $T$ corresponding to $\tilde{T}$ by putting into $T$, for every edge $x y$ of $\tilde{T}$, all arcs between vertices $x$ and $y$ in $G$; and finally verify if $T$ is a 1 -spanner. Since $\tilde{G}$ can be obtained from $G$ in linear time, $\tilde{T}$ can be found in $O(m \log \beta(m, n))$ time, $T$ can be constructed from $\tilde{T}$ in linear time, and verification takes linear time by Theorem 2.1(c), we have the following result.

Theorem 5.9. The quasi-tree 1-spanner of a weighted digraph can be found in $O(m \log \beta(m, n))$ time.

We now turn our attention to finding a quasi-tree 2 -spanner in an unweighted digraph $G$. We first consider triconnected digraphs. Remember that by a triconnected digraph $G$, we mean that $\tilde{G}$ is triconnected. Also, bear in mind that a vertex $u$ will be referred to as a universal vertex of $G$ whenever it is a universal vertex of $\tilde{G}$. Finally, recall that an intermediate vertex is any vertex with both in- and out-neighbors.

Theorem 5.10. A triconnected digraph $G$ admits a quasi-tree 2-spanner iff it contains a universal vertex $u$ such that, for any intermediate vertex $v$ of $G-u$, both $(u, v)$ and $(v, u)$ are arcs of $G$.

Proof. If $G$ contains such a universal vertex $u$, then it is readily checked that the set of arcs between $u$ and the remaining vertices of $G$ induces a quasi-tree 2 -spanner of $G$. Conversely, suppose that $G$ admits a quasi-tree 2 -spanner $T$. It follows from Lemma 5.6 and Theorem 4.2 that $\tilde{T}$ is a spanning star of $\tilde{G}$ centred at a vertex, say $u$. Therefore, $u$ is a universal vertex of $\tilde{G}$ and hence of $G$. Let $v$ be an arbitrary intermediate vertex of $G$. If $(u, v)$ is an arc of $G$, then there must be a vertex $x$ such that $(v, x)$ is an arc of $G$, since $v$ is an intermediate vertex. If $x \neq u$, then $(v, x)$ is an arc of $G-T$. Then there is a directed $(v, x)$-path $P$ of length 2 in $T$, since $T$ is a quasi-tree 2 -spanner of $G$. Notice that $\tilde{T}$ is a spanning star. Thus $P$ passes through vertex $u$, which implies that $(v, u)$ is an arc of $G$. By a similar argument, we can deduce that $(u, v)$ is an arc of $G$ if $(v, u)$ is an arc of $G$.

To illustrate the above theorem, a triconnected digraph and its quasi-tree 2spanner are depicted in Fig. 10. It is clear that we can use the above theorem to find a quasi-tree 2 -spanner in a triconnected digraph. We need only to find all intermediate vertices $I$ and all universal vertices $U$ of $G$ and then check if there is a vertex $u \in U$ such that all possible arcs between $u$ and $I$ appear in $G$. If such a vertex $u$ exists, then the set of arcs between $u$ and the remaining vertices of $G$ forms a quasi-tree 2spanner; otherwise, $G$ has no quasi-tree 2-spanner. It is easy to see that this method takes linear time.

It is possible to extend the structural results in $\S 4.1$ to quasi-tree 2 -spanners and then obtain an algorithm for constructing quasi-tree 2 -spanners. However, an easy way to construct a quasi-tree 2-spanner is to use the skeleton tree. Because of Theorem 5.10, we need to consider only a nonseparable digraph $G$ that is not triconnected. As we have mentioned, if $G$ contains a quasi-tree, then $\tilde{G}$ is tree 2 -spanner admissible. Then $\tilde{G}$ contains a skeleton tree $\tilde{S}=\mathcal{S}(\tilde{G})$, which corresponds to a subgraph $S$ of $G$.


Fig. 10. A quasi-tree 2-spanner in a triconnected digraph.

Table 2
The complexity status of tree spanner problems.

| $t$ | Weighted graphs | Unweighted graphs | Directed graphs |
| :---: | :---: | :---: | :---: |
| 1 | $O(m \log \beta(m, n))$ | $O(m+n)$ | $O((m+n) \alpha(m+n, n))$ |
| $(1,3)$ | NPc | $O(m+n)$ | $O((m+n) \alpha(m+n, n))$ |
| $[3,4)$ | NPc | $?$ | $O((m+n) \alpha(m+n, n))$ |
| $[4, \infty)$ | NPc | NPc | $O((m+n) \alpha(m+n, n))$ |
| $\infty$ | $O(m \log \beta(m, n))$ | $O(m+n)$ | $O((m+n) \alpha(m+n, n))$ |

Since $\tilde{S}$ belongs to every tree 2 -spanner of $\tilde{G}$, by Lemma 5.6 , any quasi-tree 2 -spanner of $G$ must contain $S$. Therefore, $S$ must be a 2 -spanner of the subgraph of $G$ induced by vertices in $S$. For a compound leaf $C$ of $\tilde{G}$, let $e_{C}$ be the unique edge in $\tilde{S}$ with which $C$ is fully joined and $\tilde{H}_{C}$ be the triconnected component of $\tilde{G}$ containing $C$. Let $\tilde{L}_{C}^{1}$ and $\tilde{L}_{C}^{2}$ denote the two leafstalks in $\tilde{H}_{C}$ with the addition of edge $e_{C}$. Denote the subgraphs in $G$ corresponding to $\tilde{H}_{C}, \tilde{L}_{C}^{1}$, and $\tilde{L}_{C}^{2}$ by $H_{C}, L_{C}^{1}$, and $L_{C}^{2}$, respectively. In light of the skeleton tree theorem (Theorem 4.9 in $\S 4.2$ ), for each compound leaf $C$ we need to check only if either $L_{C}^{1}$ or $L_{C}^{2}$ is a 2 -spanner of $H_{C}$.

To summarize, we outline the quasi-tree 2 -spanner algorithm as follows. First, decide if $\tilde{G}$ is tree 2 -spanner admissible. If it is, then find all blocks of $G$. For each block $B$ of $G$, if it is triconnected, then use Theorem 5.10 to find its quasi-tree 2 -spanner; otherwise, construct the skeleton tree $\tilde{S}_{B}$ of $\tilde{B}$ and the corresponding subgraph $S_{B}$ in $B$. Check if $S_{B}$ is a 2-spanner of $B\left[V\left(S_{B}\right)\right]$. Finally, for each compound leaf $C$ of $B$, check if either $L_{C}^{1}$ or $L_{C}^{2}$ is a 2-spanner of $H_{C}$. If $G$ passes all of the above checks, then it contains a quasi-tree 2 -spanner; otherwise, it does not. The actual quasi-tree 2 -spanner of $G$ can be obtained by keeping track of $S_{B}, L_{C}^{1}$, and $L_{C}^{2}$.

The correctness of this algorithm follows from our discussions. We now estimate the complexity of the algorithm. It has been shown in $\S \S 4.1$ and 4.2 that whether $\tilde{G}$ is tree 2 -spanner admissible can be decided in linear time and that the skeleton tree of $\tilde{B}$ can be found in linear time. We also mentioned that it takes linear time to find a quasi-tree 2-spanner in $B$ if $B$ is triconnected. Furthermore, checking if $S_{B}$ is a 2-spanner of $B\left[V\left(S_{B}\right)\right]$ takes linear time by Theorem 2.1(c). Since all of the remaining operations can be carried out in linear time as well, the algorithm takes linear time.

Theorem 5.11. A quasi-tree 2-spanner in an unweighted digraph can be found in linear time.
6. Concluding remarks. In this paper, we introduced the notion of tree spanners and studied the theoretical and algorithmic aspects of the subject. In particular, we considered the complexity of tree spanner problems for weighted, unweighted, and directed graphs. The current complexity status of tree spanner problems is summarized in Table 2, where row " $\infty$ " indicates the complexity of finding a tree spanner (with minimum weight if $G$ is weighted). The complexity of quasi-tree spanner problems on weighted and unweighted digraphs is the same as that of tree spanner problems on weighted and unweighted graphs, respectively.

Note that the tree 3 -spanner problem on unweighted graphs and the quasi-tree 3 -spanner problem on unweighted digraphs remain open. We conjecture that the tree 3 -spanner problem on unweighted digraphs is NP-complete; if true this would imply the NP-completeness of the quasi-tree 3 -spanner problem on unweighted digraphs.

One can also consider the tree $t$-spanner problem for restricted families of graphs. For partial $k$-trees, it is easily deduced from the results of Arnborg et al. [4] that the problem is polynomial-time solvable for any fixed $t$, since it is a monadic second-order problem. However, the problem is open for planar graphs, bounded degree graphs, and many other interesting families of graphs.

In terms of applications, it is desirable to construct tree spanners with small stretch factors. Is there a polynomial-time algorithm for finding a tree $t$-spanner such that $t$ is close to the stretch factor of the minimum tree spanner? The notion of tree spanners can also be extended to other families of graphs. In general, given a family $\mathcal{F}$ of graphs, one can ask whether a graph $G$ contains a spanner $H \in \mathcal{F}$. The problem is particularly interesting for families of graphs that underlie communication network structures or parallel machine architectures, since graphs that contain these graphs as spanners capture some important properties of jobs that can be carried out on these networks or machines. However, we expect that the problem is hard for most families of graphs.
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# COMBINATORIAL ALGORITHM FOR A LOWER BOUND ON FRAME RIGIDITY * 
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#### Abstract

A classic problem is that of computing the rigidity of a network of rigid bars or, more formally, computing the degrees of freedom of a frame, a graph with a generic straightline embedding in Euclidean space. More recently, in trying to explain the effect of the internal structure of glassy materials on their rigidity, researchers have investigated the relationship between the structure of network models and the number of degrees of freedom. It would thus be valuable to have an efficient, purely combinatorial algorithm to compute the degrees of freedom of an arbitrary frame. For frames in two dimensions, there are several such algorithms, all based on a theorem of Laman. However, despite considerable effort, no one has yet found such an algorithm for frames in three or more dimensions. Here, a new combinatorial approach, similar to ear decomposition, is introduced and shown to give a practical algorithm for computing a nontrivial lower bound on the number of degrees of freedom in three dimensions. Results of computational studies on an important class of network models of glasses are given, suggesting that the resulting bound is close to the exact answer in the cases of interest. The algorithm has been implemented in $O(n)$ space and $O\left(n^{2}\right)$ time for bounded-degree networks with $n$ vertices and has already provided new results of interest on these networks.


Key words. rigidity, degrees of freedom, frame, framework, network, graph, algorithm, ear decomposition, amorphous solid, glass, zero-frequency mode, dynamical matrix
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1. Introduction. The problem of determining the rigidity of a network of rigid bars connected by joints has been studied for over a century [Ma1864]. Formally, the problem is to compute the number of degrees of freedom of a frame, which is a graph embedded in Euclidean space with distance constraints imposed by the edges. The computation of the number of degrees of freedom also has interesting applications to the study of glasses that are modeled as networks of atoms and bonds [Ph82], [Th83]. If one is given a specific embedding of the graph (i.e., its geometry), one can solve the problem by computing the rank of the matrix representing the constraints, using ideas dating back at least to Lagrange [Lg1788]. In studying models of glasses, however, one would like to know the effect of the network topology on the degrees of freedom (also called zero-frequency modes). In this case, the problem of interest is to compute the number of degrees of freedom for graphs embedded generically [LY82] (meaning essentially that the vertices do not lie on an algebraic surface), a number that is independent of the embedding. The standard approach in studying models of glasses is to choose a particular embedding and compute the rank of the appropriate matrix. However, standard matrix methods, such as Gaussian elimination, use $\Theta\left(n^{2}\right)$ storage and $\Theta\left(n^{3}\right)$ time for a system of $n$ vertices, making this approach practical only for networks of a few hundred vertices. Thus, it would be valuable to have an efficient algorithm that is purely combinatorial (requires only the graph as input).
[^35]On the other hand, finding a purely combinatorial algorithm for computing degrees of freedom in three dimensions is a key open problem in mathematical rigidity theory. The existing combinatorial approaches work only in two dimensions and rely on a theorem of Laman [Lm70] (also proved in [LY82]). A consequence of this theorem is that counting degrees of freedom can be reduced to computing a maximum independent set in a certain matroid. Elegant algorithms that test independence have been devised. One, due to Lovász and Yemini [LY82], uses a theorem of Nash-Williams to reduce the problem to finding a special decomposition of a graph into forests. Another approach, due to Crapo [Cr93], reduces the problem in a different way to finding a decomposition of a graph into trees. Both of these algorithms are implemented using a classic matroid-partitioning algorithm of Edmonds. Gabow and Westermann [GW88] devised new general matroid algorithms, which they specialized to give an $O\left(n^{2}\right)$ algorithm for computing degrees of freedom in two dimensions. Hendrickson [He90] gave a different $O\left(n^{2}\right)$ algorithm based on bipartite matching.

Despite considerable effort, as noted in [He90], [LY82], Laman's theorem does not seem to generalize to three or more dimensions. No combinatorial algorithm for computing the generic degrees of freedom is known in higher dimensions, although interesting related results have been obtained, for example, by Tay [Ta84] and White and Whiteley [WW87].

This paper provides a new combinatorial strategy that yields a practical algorithm for computing a nontrivial lower bound on the degrees of freedom and suggests a new approach for computing degrees of freedom combinatorially. The algorithm given here has been implemented and used to approximate degrees of freedom in network models much larger than were examined previously. This work has already uncovered an unexpected empirical relationship between the rigidity and the average network degree in the standard model of glasses described below in $\S 8$ [FT92]. The algorithm can be adapted for networks that are embedded in two or three dimensions and have either universal or fixed-angle joints (as discussed below). Numerical results are given here for a well-known network model of glasses which suggest that the bound produced by the algorithm compares favorably with the exact answer. An efficient implementation of the algorithm that has proved practical for inputs of up to 4,000 vertices is given. For bounded-degree graphs, the implementation uses $O(n)$ space and $O\left(n^{2}\right)$ time and is much faster than standard matrix methods.

There are two main results in this paper which are combined to construct the algorithm. The first of these is a recurrence relation (inequalities 3(a)-(c) of §5) for computing a lower bound on the number of degrees of freedom. The recurrence relation is derived from a simple but powerful constraint-counting argument [Ma1864], [Ph82], [Th83] that is implicit in [Lm70] as well. The recurrence is used to construct the chain decomposition algorithm ( $\S 5$ ), in which the graph is first reduced to a collection of cycles by the successive removal of special paths called "chains." The order in which chains are removed is crucial to the quality of the lower bound. The second main result is that one can obtain a "locally optimal" chain decomposition by using two simple rules for selecting chains (Theorem $1, \S 6$ ).

Since an important motivation for this paper is to provide a useful tool for studying rigidity in models of glasses as in [HT85], the results here are stated for frames with fixed-angle joints, in which the angle between each pair of adjacent edges is specified. In the existing mathematical literature on rigidity, frames are assumed to have universal joints, meaning that edges may rotate freely about the vertices. All of the results here can easily be restated for frames with universal joints. The fixed-angle joint problem can in fact be reduced to the universal joint problem by adding bars
between each pair of second neighbors in the graph; the algorithm presented here is more direct and faster in practice.

The remainder of this paper is organized as follows. In $\S 2$, the number of degrees of freedom of a frame $(\psi)$ is defined. In $\S 3$, the fundamental constraint-counting strategy is explained. In $\S \S 4$ and 5 , the recurrence relation for counting constraints and the resulting chain decomposition (CD) algorithm are derived. Rules for choosing a locally optimal chain decomposition are given in §6. Implementation of the algorithm is sketched in $\S 7$, and computational results are presented in $\S 8$. A summary of results and open questions is given in $\S 9$.
2. Terminology and definition of degrees of freedom. Throughout this paper, standard graph-theoretic terminology will be used [BM76]. A graph or network $G=(V, E)$ consists of a set $V$ of vertices and a set $E$ of edges, unordered pairs $[i, j]$ of distinct vertices in $V$. The terms frame and network model will be used to refer to a graph such that each vertex $i$ is assigned a point $\mathbf{b}_{i}$ in Euclidean $k$-dimensional space, and each edge is a straight line segment. For concreteness, assume $k=3$ (it is straightforward to modify the discussion in this section for arbitrary $k$ ). Both $V$ and $E$ are assumed to be finite. Use of the methods here for infinite, periodic systems is discussed in $\S 8$.

To determine the rigidity of a frame, one treats the edge lengths and angles between adjacent edges as constraints on "motions" of the vertices and then computes the number of degrees of freedom, here called $\psi$. This number is defined as the dimension of the subspace of "infinitesimal motions" that do not violate the constraints. A detailed sketch of the definition and its derivation is provided in this section. However, the results of this paper depend only on the inequalities ( $2 \mathrm{a}, \mathrm{b}$ ) of $\S 3$. Readers interested only in the lower bound algorithm may go directly to $\S 3$.

An "infinitesimal motion" of a vertex is represented by adding a "small" displacement vector $\mathbf{y}_{i}$ to $\mathbf{b}_{i}$. Let $\mathbf{b}_{i j}=\mathbf{b}_{j}-\mathbf{b}_{i}$ and $\mathbf{y}_{i j}=\mathbf{y}_{j}-\mathbf{y}_{i}$. Let $\mathbf{x}=\left(x_{1}, x_{2}\right.$, $\left.x_{3}, \ldots, x_{3 n}\right)=\left(\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{n}\right)$ be the vector describing the complete set of $3 n$ independent vertex displacements. To determine whether such a displacement violates the constraints imposed by the rigid bars and fixed-angle joints, one can introduce a "potential" function $U(\mathbf{x})$ such that $U(\mathbf{x})=0$ if and only if $\mathbf{x}$ is a motion that does not violate the constraints. For example, if $\mathbf{x}$ is a (rigid) translation of the system, $U(\mathbf{x})=0$. Since we are only concerned with $U(\mathbf{x})$ for $\mathbf{x} \approx \mathbf{0}$, one may use the quadratic potential [HT85]

$$
\begin{equation*}
U(\mathbf{x})=\sum\left(\mathbf{b}_{i j} \cdot \mathbf{y}_{i j}\right)^{2}+\sum\left(\mathbf{b}_{i j} \cdot \mathbf{y}_{i k}+\mathbf{y}_{i j} \cdot \mathbf{b}_{i k}\right)^{2} . \tag{1}
\end{equation*}
$$

The first sum is over all pairs $(i, j)$ such that $[i, j]$ is an edge of $G$. The second sum is over all triples $(i, j, k)$ such that $[i, j]$ and $[i, k]$ are each edges. Note that if one includes only the first sum, $U$ is a potential function for a system with universal joints.

One can show that the set $\{\mathbf{x} \mid U(\mathbf{x})=0\}$ is a linear subspace. First observe that $U(\mathbf{x})=\mathbf{x}^{T} \mathbf{D} \mathbf{x}$, where $\mathbf{D}$ is the $3 n \times 3 n$ symmetric matrix with terms

$$
D_{p q}=\frac{\partial^{2} U}{\partial x_{p} \partial x_{q}},
$$

where the partial derivatives are evaluated at $\mathbf{x}=\mathbf{0}$. One can then show that $\mathbf{D x}=\mathbf{0}$ if and only if $U(\mathbf{x})=0$.

The matrix $\mathbf{D}$ is called the dynamical matrix [AM76] and has a simple physical interpretation. If $\mathbf{x}=\mathbf{x}(t)$ is a function of time and if $U(\mathbf{x})$ represents the potential energy of the system, then the equations of motion for the system are of the form $\mathbf{C x} \mathbf{x}^{\prime \prime}(t)+\mathbf{D x}(t)=\mathbf{0}$. Thus, $\mathbf{D}$ is the matrix analog to the force constant of a spring obeying Hooke's law. (See [LT85, §5.12].)

The number of degrees of freedom of a frame $G$ is defined to be the dimension of the kernel of $\mathbf{D},\{\mathbf{x} \mid \mathbf{D x}=\mathbf{0}\}$, and will be denoted here by $\psi=\psi(\mathbf{D})$. (In lattice dynamics, a basis vector of the kernel is called a "floppy" or "zero-frequency" mode and represents a vibrational mode that does not increase the energy of the system.)

There is an equivalent definition that is the foundation of all combinatorial methods for computing $\psi$. First write $U=\mathbf{g}^{T} \mathbf{g}$, where $\mathbf{g}$ is the vector whose components are $\left(\mathbf{b}_{i j} \cdot \mathbf{y}_{i j}\right)$ and $\left(\mathbf{b}_{i j} \cdot \mathbf{y}_{i k}+\mathbf{y}_{i j} \cdot \mathbf{b}_{i k}\right)$. Let $\mathbf{A}$ be the matrix such that $\mathbf{g}=\mathbf{A x}$; then, each row of $\mathbf{A}$ represents exactly one constraint. One can show that $\mathbf{D}=\mathbf{A}^{T} \mathbf{A}$, and $\operatorname{rank}(\mathbf{D})=\operatorname{rank}(\mathbf{A})$. Thus, since $\operatorname{rank}(\mathbf{A})$ is the number of independent rows (and columns) of $\mathbf{A}$ and the number of columns of $\mathbf{A}$ is $3 n, \psi=3 n-\operatorname{rank}(\mathbf{A})$. In other words, we have the well-known result that $\psi$ is $3 n$ (the number of degrees of freedom of $n$ unconstrained vertices) minus the number of independent constraints [Th83]. A is also called the rigidity matrix.

There are various geometric degeneracies that can affect $\psi$. [Gu90] has a detailed discussion in the case of universal joints in two dimensions (see also [WW87]). The case of fixed-angle joints is even more complex. However, we assume throughout that all graphs are embedded generically as in [LY82], and hence $\psi(G)$ is well defined.

We need another simple but important observation. If $G$ has three or more vertices (which do not all lie on a line), the kernel of $\mathbf{D}$ must contain six independent vectors representing three rigid translations and three rigid rotations. Hence, we shall assume throughout that $\psi \geq 6$. Note that in $k$ dimensions, there are $k$ independent translations and $k(k-1) / 2$ rotations.
3. Computation of $\psi$ by counting constraints. A simple lower bound on $\psi$, the number of degrees of freedom, is given in [Th83] and is the starting point for the algorithm given here. The bound comes from the definition of $\psi$ as $3 n$ minus the number of nonredundant constraints, where a single constraint is either an edge length or an angle between a pair of adjacent edges. Let the degree of a vertex $v, \operatorname{deg}(v)$, be the number of edges $[v, w]$ that have $v$ as an end point. Although there are $\mathrm{C}(\operatorname{deg}(v), 2)$ angle pairs at a given vertex $v$, if the degree of $v$ is at least 2 , the number of independent angle constraints associated with $v$ is at $\operatorname{most} 2 \operatorname{deg}(v)-3$. If $m$ is the number of edges there are at most $m$ edge-length constraints. Thus, one obtains

$$
\begin{equation*}
\psi(G) \geq 3 n-m-\sum(2 \operatorname{deg}(v)-3) \tag{2a}
\end{equation*}
$$

where the sum is over all vertices of degree 2 or more. Assuming $G$ has three or more vertices, there are six rigid motions, so we also have

$$
\begin{equation*}
\psi(G) \geq 6 \tag{2b}
\end{equation*}
$$

The maximum of the right sides of (2a) and (2b) will be referred to henceforth as the mean field bound, using the terminology of [Th83]. Despite the simplicity of this bound, it has had considerable impact on the understanding of glasses [HT85], [Ph82], [Th83]. (In view of (2b), many authors define the degrees of freedom to be $\psi-6$; it is straightforward to rewrite the results here using the alternate definition.)


Fig. 1. Example in which the mean field bound overcounts constraints. Since three constraints determine a triangle, constraints on edges $\overline{y z}, \overline{z x}$ and angle $\angle y z x$ also determine $\overline{y x}, \angle z y x$, and $\angle y x z$; the constraints on $\overline{x w}, \angle y x w$, and $\angle z x w$, determine $\overline{y w}, \angle x y w, \angle x w y$, and $\angle w y z$, for a total of seven redundant constraints.

It is not hard to construct examples in which $\psi$ is larger than the mean field bound. For example, in the frame of Fig. 1 with $n=11$ and $m=13$, applying (2) gives $\psi \geq 6$. However, seven of the constraints are redundant, so in fact, $\psi \geq 8$. The method introduced in the following sections finds such redundant constraints essentially by detecting subgraphs in which (2b) rather than (2a) is applicable.
4. Recurrence relation for counting constraints. The new approach to computing a lower bound on $\psi$ is based on a recurrence relation derived from the inequalities in (2). The terminology below will be used to express this relation in a compact form.

A path of length $q$ in $G$ is a subgraph containing a sequence of $q$ edges in which at most two edges share any vertex; i.e., a subgraph containing distinct vertices, $h_{0}, h_{1}, h_{2}, \ldots, h_{q}$ and $q$ edges, $\left[h_{0}, h_{1}\right],\left[h_{1}, h_{2}\right], \ldots,\left[h_{q-1}, h_{q}\right]$. A path will usually be represented by listing the sequence of vertices with no commas: $h_{0} h_{1} h_{2} \ldots h_{q}$. The length of (number of edges in) path $P$ will be denoted by $|P|$. A cycle of length $q$ is the same as a path of length $q$ except that its end points are the same $\left(h_{0}=h_{q}\right)$.

A chain is a path or cycle $C$ such that, if vertex $i$ is not an end point of $C$, then the degree of $i$ in $G$ is exactly 2 and if $i$ is an end point of $C$, then the degree of $i$ in $G-C$ is at least 2 . ( $G-C$ is the graph obtained by deleting the edges of $C$ and then deleting any vertices of degree zero.) Note that if $C$ is a path, then each end point has degree 3 or more and if $C$ is a cycle, then its (single) end point has degree 4 or more. (Under certain conditions, a chain is also called an "ear.")

For example, in the (disconnected) graph in Fig. 2(d) in $\S 5, i j k l$ and nopn are both chains of length 3 and $m r$ is a chain of length 1 . The cycle ihgfi is not a chain because the degree of $i$ is only $3 ; a b c d e a$ is not a chain because every vertex has degree 2. Note that each graph in Fig. 2 is $G-C$ for a chain in the succeeding graph. The recurrence in the following lemma is obtained by counting constraints due to a single chain.

Lemma 1. If $C$ is a chain in $G, \psi(G) \geq \psi(G-C)+|C|-6$.
Proof. Observe that

$$
\begin{aligned}
\psi(G)= & 3 n-\#\{\text { constraints in } G-C\} \\
& -\#\{\text { constraints due to } C \text { alone }\} \\
& -\#\{\text { constraints at end points of } C\}
\end{aligned}
$$

and

$$
\psi(G-C)=3(n-|C|+1)-\#\{\text { constraints in } G-C\} .
$$

For $C$ alone, there are $|C|$ edge constraints and $|C|-1$ angle constraints. Whether $C$ is a cycle or path, the number of additional independent angle constraints at the end point(s) of $C$ is at most four. The result then follows from simple algebra.

In a graph of minimum degree 2 , notice that if $C$ is a chain, then $G-C$ also has minimum degree 2. (The minimum degree of a graph is the minimum degree among all vertices.) Furthermore, $G$ has no chains if and only if every vertex has degree 2, i.e., $G$ is a union of disjoint cycles. Thus, in this case, a basis for the recurrence is provided by the following lemmas, which are proved easily by counting constraints.

Lemma 2. If a graph $R$ is a cycle, then

$$
\psi(R) \geq|R|
$$

Lemma 3. If $G$ has connected components $H_{1}, H_{2}, \ldots, H_{m}$, then

$$
\psi(G)=\sum \psi\left(H_{i}\right)
$$

Throughout this paper, all graphs are assumed to have minimum degree at least 2. There is no loss of generality because vertices of degree 0 or 1 can be deleted first and taken into account by using constraint-counting arguments as in $\S 3$. If $u$ has degree 0 , then $\psi(G)=\psi(G-u)+3$. If $u$ is a vertex of degree 1 , with neighbor $v$, let $G_{1}$ be $G$ with edge $[u, v]$ deleted (but $v$ remaining). If $\operatorname{deg}(v)<3$ in $G$, then $\psi(G) \geq \psi\left(G_{1}\right)+3-\operatorname{deg}(v)$. If $\operatorname{deg}(v) \geq 3$, it follows that $\psi(G) \geq \psi\left(G_{1}\right)$.
5. Chain decomposition algorithm. In the chain decomposition (CD) algorithm, chains are removed until only cycles remain. Therefore, $\psi$ is initialized using Lemmas 2 and 3. Finally, chains are added back, using Lemma 1 to update $\psi$ at each step.

To describe the decomposition the following notation will be used. Let $P^{*}=$ $\left(P_{1}, P_{2}, \ldots, P_{k}\right)$ be any sequence of paths or cycles. Let $G(0)=G, G(1)=G-$ $P_{1}$, and in general, $G(i)=G(i-1)-P_{i}$. If $P_{i}$ is a chain in $G(i-1)$ for all $i$, then $P^{*}$ is a chain sequence in $G$. If, in addition, $G(k)$ contains no chains, then $P^{*}$ is a chain decomposition of $G$. (This is similar to an "ear decomposition.") One possible chain decomposition for the graph of Fig. 2(d) is ( $m r, l r q n, i j k l m n$ ); another is ( $n o p n, m n q r, i j k l$ ).
(a)





(d)



Fig. 2. Example of CD algorithm on the network in (d), given the chain decomposition (lr, ijklm, nopn). (a) $\psi_{1}(i):=6, i=1,2,3$; (b) $\psi_{1}(3):=\max \{6+3-6,6\}=6$; (c) $\psi_{1}(2):=$ $6+6+4-6=10, \psi(3):=0$; (d) $\psi_{1}(2):=\max \{10+1-6,6\}=6, \psi_{1}:=6+6+0=12$.

To use the recurrence effectively, one must refine Lemmas 1 and 2 using (2b) to give

$$
\begin{gather*}
\psi(G) \geq \max \{\psi(G-C)+|C|-6,6\}  \tag{3a}\\
\psi(G) \geq \max \{|R|, 6\} \tag{3b}
\end{gather*}
$$

(This is valid since all graphs have minimum degree 2 and 3 or more vertices.)
Another simple but key observation is that the constraints introduced by a chain can only affect the vertices in the connected component containing that chain. Thus, if $C$ is contained in component $H$ and if $G-H$ is nonempty (i.e., $\psi(G-H) \geq 6$ ), Lemma 1 can be further refined to give

$$
\begin{equation*}
\psi(G) \geq \psi(G-H)+\psi(H-C)+|C|-6 . \tag{3c}
\end{equation*}
$$

The CD algorithm is given below and illustrated in Fig. 2. The input is a graph $G$, of minimum degree 2 (see the discussion at the end of $\S 4$ ). The output of the algorithm is a lower bound on $\psi$, denoted $\psi_{1}(G)$. The notation $\psi_{1}(i)$ means $\psi_{1}$ of the current component $i$.

## Chain Decomposition Algorithm

1. Find a chain decomposition of $G: C^{*}=C_{1}, C_{2}, \ldots, C_{k}$.
2. Let $R_{1}, R_{2}, \ldots, R_{j}$ be the cycles that remain after the chains are removed from $G$.

For each $i$, let component $i$ be $R_{i} ; \psi_{1}(i):=\max \left\{\left|R_{i}\right|, 6\right\}$. End for.
3. For each $m$ from $k$ down to 1 :

Case 1. $C_{m}$ has both end points in component $i$.
Add $C_{m}$ to component $i ; \psi_{1}(i):=\max \left\{\psi_{1}(i)+\left|C_{m}\right|-6,6\right\}$.
Case $2 . C_{m}$ has end points in distinct components $i$ and $j\left[\psi_{1}(i), \psi_{1}(j) \geq 6\right]$.
(a) $\psi_{1}(i):=\psi_{1}(i)+\psi_{1}(j)+\left|C_{m}\right|-6 ; \psi_{1}(j):=0$.
(b) Add component $j$ and $C_{m}$ to component $i$; delete component $j$.

## End for

4. $\psi_{1}:=\sum \psi_{1}(i)$.
5. Finding a good chain decomposition. The order of chains in a decomposition is critical. For example, the chain decomposition used in Fig. 2 gives the bound $\psi_{1}=12$, whereas the decomposition ( $i j k l$, nopn, mnqr) for the same frame yields the better bound $\psi_{1}=15$.

Let $\psi_{1}\left(C^{*}\right)$ be the output of the CD algorithm using the decomposition $C^{*}$. Ideally, one would like to find an optimal chain decomposition, i.e., a $C^{*}$ such that $\psi_{1}\left(C^{*}\right) \geq \psi_{1}\left(\widehat{C}^{*}\right)$ for any other chain decomposition $\widehat{C}^{*}$. I have not yet found an efficient method to construct an optimal decomposition but have discovered two rules that are necessary in an optimal decomposition and sufficient to produce a locally optimal decomposition (see Theorem 1 below). The first rule, motivated by examples such as in Fig. 2, is to create new connected components whenever possible. The second rule, motivated by examples such as in Fig. 1, is to remove the longest chains first. Using these rules as heuristics works well in practice.

The terms used in Theorem 1 are as follows. First, a chain $C$ in a connected component $H$ will be called a disconnecting chain if $H-C$ has two nonempty connected
components (e.g., ijkl in Fig. 2(d)). Otherwise, $C$ is a nondisconnecting chain. Next, a chain decomposition, $C^{*}=\left(C_{1}, \ldots, C_{i}, C_{i+1}, \ldots C_{k}\right)$, is locally optimal if, given any $i$ such that it is possible to exchange $C_{i}$ and $C_{i+1}$ (i.e., $\widehat{C}^{*}=\left(C_{1}, \ldots, C_{i+1}, C_{i}, \ldots, C_{k}\right)$ is also a chain decomposition), $\psi_{1}\left(C^{*}\right) \geq \psi_{1}\left(\widehat{C}^{*}\right)$. In other words, $C^{*}$ is locally optimal if no interchange of successive chains leads to a better decomposition.

Theorem 1. The chain decomposition $C^{*}=\left(C_{1}, C_{2}, \ldots\right)$ is locally optimal if, for each $i \geq 1$, chain $C_{i}$ is selected using the following two rules:

1. If there is any disconnecting chain in $G(i-1)$, then $C_{i}$ is a disconnecting chain.
2. Otherwise, $C_{i}$ is a nondisconnecting chain of maximum length in $G(i-1)$. (Recall that $G(i-1)$ is the graph $G$ after chains $C_{1}, C_{2}, \ldots, C_{i-1}$ have been removed.) Proof. See the appendix.
3. $O\left(m^{2}\right)$ implementation. The CD algorithm has three phases: (1) selecting a chain decomposition; (2) initializing $\psi_{1}$ of each remaining cycle; (3) adding chains back in reverse order, updating $\psi_{1}$ at each step. Detecting a disconnecting chain is similar to the problem of finding an "articulation point" in a graph, so a natural strategy for selecting each chain in the decomposition is a modified depth-first search [Ba88, p. 184]. Since each edge is in at most one chain, this leads to an $O(m)$ bound on both time and storage for finding each chain (where $m$ is the number of edges).

It is not hard to show that the number of chains in a decomposition is exactly $m-n$ : letting $c$ be the number of chains in a decomposition, $2 m=\sum \operatorname{deg}(\mathbf{v})=2 n+2 c$. Hence, phase 1 can be implemented with $O(m)$ space and $O\left(m^{2}\right)$ time. Since the graphs of interest in applications are all of bounded degree, in practice, the algorithm uses $O(n)$ space and $O\left(n^{2}\right)$ time. This is a significant savings over straightforward rank or eigenvalue computation, which uses $\Theta\left(n^{2}\right)$ storage and $\Theta\left(n^{3}\right)$ time.

For very large networks it would be desirable to reduce the time needed to select each chain. An obvious improvement is to store the lengths of nondisconnecting chains in a heap [Ba88, p. 71] in order to facilitate finding a maximum length chain. Removing a single chain affects at most three existing chains since at most two new vertices of degree 2 are created, so the heap could be updated in $O(\log m)$ steps. Thus, it is likely that there is an $O(m \log m)$ implementation of phase 1 ; the key problem that remains is how to update the depth first search "forest" efficiently after each chain removal.

One strategy for reconstructing the graph in phase 3 is to treat it as a sequence of $m-n$ "union-find" operations on the set of $m$ edges, which can be implemented well within $O(m \log m)$ time [Ba88, p. 304]. However, one can also use the recursive structure of the algorithm to perform phases 2 and 3 efficiently. The main observation is that each chain that is removed can be associated with a node in a binary tree. This is illustrated in Fig. 3 for a decomposition of one component of the graph of Fig. 2(d). The root of the tree represents an initial graph $G$ (assumed connected). When a chain is removed, a child is created for each resulting component (one or two). A node is a leaf if the corresponding component is a single cycle.

To compute $\psi_{1}$, define $\psi_{1}(k)$ for each node $k$ of the binary tree. Then $\psi_{1}(k)$ is computed when either $k$ is a leaf (using Lemma 2) or $\psi_{1}$ has been computed for the children of $k$ (using the refined version of Lemma 1). Then, $\psi_{1}$ of the root is $\psi_{1}(G)$.

If the nodes of the binary tree are created in depth-first order (as indicated in Fig. 3) then in order to represent the component corresponding to a node, one need only store a pointer to the root of a tree in the current depth-first search forest (for the original graph). The only other information that one must store at a node is


Fig. 3. Binary tree representation of components created by removing chains in a decomposition. The nodes (rectangular boxes) are numbered in depth-first order, as generated; the node at the top is the root. The chain corresponding to each node is shown as a dotted line. The graph is a component of the network in Fig. 2(d); the chain decomposition (ijkl, nopn, mnqr) is selected using the rules of $\S 6$. The values of $\psi_{1}$ are computed while "backing up" from each node and so are computed in the following order: $\psi_{1}(5):=6, \psi_{1}(4):=6, \psi_{1}(3):=6, \psi_{1}(2):=6, \psi_{1}(1):=9$.
(1) pointers to its parent and children, (2) the length of the chain removed, and (3) the value of $\psi_{1}$ for the node. Since the tree has $O(m)$ nodes, phases 2 and 3 can be completed in only $O(m)$ steps, using $O(m)$ additional storage. (Note: to reduce the number of tree nodes, children are generated for a node only for disconnecting chains; information on nondisconnecting chains can be stored in one separate stack.)
8. Illustration of lower bound on a standard network model. Although it would be most desirable to have a guaranteed bound on the error $\psi-\psi_{1}$, I do not know of such a bound at present. I have, however, tested the algorithm extensively on a class of network models commonly used to study rigidity of glasses [HT85]. Typical output is illustrated in Fig. 4. The results show that the lower bound is generally quite close to the exact answer and is substantially better than the (linear) mean field bound, which was previously the only bound available for systems too large to be treated with matrix methods.

The graphs used here were derived from a diamond structure [AM76]. Each sequence of input graphs was obtained by deleting edges selected at random. (Such a model has been used to simulate glasses made up of atoms that can form two, three, or four bonds with neighboring atoms [HT85].) For consistency, in the rare instances in which the depletion resulted in a disconnected graph, that trial was not used. Also, if a selected edge had an end point of degree 2 it was not removed, so that all graphs had minimum degree 2.

The plots in Fig. 4 show the results of computing $\psi_{1}$ as well as the mean field bound (2a) and the exact value of $\psi$ for two sequences of graphs obtained as described above. The exact answer was computed from the dynamical matrix $\mathbf{D}$ by counting the number of zeros in the list of eigenvalues; $\psi_{1}$ was computed by implementing the CD algorithm.

The average degree $\bar{r}$ (the sum of the degrees divided by the number of vertices) was chosen as the independent variable to facilitate comparison with [HT85]. For a graph of minimum degree 2 , the mean field bound is linear in $\bar{r}$, which can be seen by


Fig. 4. Comparison of lower bounds on a finite graph $(n=512)$, representing a diamond structure network with random edge removal ( $\mathrm{a}-\mathrm{c}$ ) and biased edge removal ( $\mathrm{d}-\mathrm{f}$ ). $\psi_{x}$ denotes some computed value of $\psi$. The number of vertices is $n$, and $n_{k}$ is the number of vertices of degree $k$, where $n=n_{2}+n_{3}+n_{4}$. The right axis is labeled with true values; the left axis is labeled with the same values divided by $3 n$ to be independent of network size; both the left and right labels apply to each figure. ( $\mathrm{a}, \mathrm{d)} \mathrm{average} \mathrm{degree} \mathrm{versus}\left(\psi_{x}-6\right.$ ), where $\psi_{x}$ is the mean field bound (dotted line), $\psi_{1}$ (diamonds), and the exact value ( $\psi+3$ as explained in text) (circles); ( $\mathrm{b}, \mathrm{e}$ ) average degree versus error, $\left(\psi+3-\psi_{x}\right)$, where $\psi_{x}$ is the mean field bound (inverted triangles) and $\psi_{1}$ (diamonds); (c, f) average degree versus $n_{k} / n$ for $k=3$ (triangles) and $k=4$ (squares).
applying $m=(1 / 2) \sum \operatorname{deg}(v)=(n / 2) \bar{r}$ to (2a) to get

$$
\begin{equation*}
\psi(G) \geq n\left(6-\frac{5}{2} \bar{r}\right) . \tag{4}
\end{equation*}
$$

The degree $\bar{r}=2.4$ is a critical point, since $(6-(5 / 2) \bar{r})=0$ there; the results of [HT85], [Th83] suggest that there is a transition between floppy and rigid states in ${ }_{o}$ lasses that occurs near this critical degree. This is reflected in the errors in the approximations, plotted in Figs. 4 (b, e). In each case, both the mean field bound and the CD algorithm are very accurate when the average degree is far from 2.4, and the largest error occurs at 2.4. However, the CD algorithm gives a much more accurate overall picture of the behavior of $\psi$.

In the graphs represented in Figs. 4(a-c), edges were selected uniformly at random for removal. To verify the robustness of the CD algorithm, the graphs represented in Figs. 4(d-f) were constructed by biasing the random edge selection to increase the number of vertices of degrees 2 and 4 , which would be expected to produce more long (floppy) chains. The difference between the two methods of edge selection can be seen in Figs. 4(c, f), which give the fractions of degree 3 and degree 4 vertices obtained for each trial.

The error in the mean field bound, shown in Figs. 4(b, e), is significantly larger when biased rather than random depletion is used. However, the error in the CD
bound is relatively small in both cases. In another test case (not shown), I used extremely biased depletion in which case edges were removed only from a fixed region of the initial graph, hence generalizing the example of Fig. 1. The mean field bound is very poor in this case, but the error in the CD bound was even smaller than in the cases shown. Thus, the CD algorithm is a useful tool for approximating the effects of the topology of a frame on its degrees of freedom.

Although the algorithm is described for finite frames, in the study of solids, an infinite model is generally preferred since surface effects are eliminated. The frames represented in Fig. 4 were derived from a 512-vertex, three-dimensional frame representing an infinite diamond structure. That is, the infinite periodic network is embedded in $\mathbf{R}^{3}$, an appropriate parallelpiped is selected as a "unit cell," and the plane boundaries of the cell are identified (as in a torus). (I also tested the algorithm using a finite fragment of the diamond structure and achieved with similar results.)

Three "extra" zero-frequency modes must be added to the exact value of $\psi$ for an infinite system. These represent three rigid rotations, which are included implicitly in computing $\psi_{1}$ but which do not appear as vectors in the kernel of the dynamical matrix. The reason is that in the potential (1) of $\S 2$, the edges represent vectors between vertices in the infinite system and each vertex is actually an infinite equivalence class of vertices. A displacement vector $\mathbf{x}$ represents the simultaneous identical displacements of all vertices in each class. Thus, a rigid rotation of the vertices in the finite representation is generally not a degree of freedom (zero-frequency mode) of the infinite system.
9. Conclusions. This work introduces a new combinatorial approach to the problem of determining the rigidity of a network of rigid bars. I have described an algorithm based on this approach that computes a lower bound on the number of degrees of freedom for frames with fixed-angle joints in three dimensions which has proven useful in the study of network models of glasses. The method can easily be adapted for work for frames that have universal joints; one need only modify the inequalities in (2) and (3).

A natural next step is to compute nontrivial bounds on the error $\psi-\psi_{1}$. I have preliminary results that promise a complementary algorithm for computing an upper bound on $\psi$, which would allow one to bound the error for any specific input. It would also be of interest to find an efficient algorithm for determining an optimal chain decomposition, i.e., one that maximizes $\psi_{1}$. The more difficult question remains open, however: for frames in generic position and arbitrary dimension, does there exist an efficient combinatorial algorithm for computing $\psi$ exactly?

Appendix: Proof of Theorem 1. Given any $i$, let $C^{*}=\left(C_{1}, \ldots, C_{i}, C_{i+1}, \ldots\right.$, $\left.C_{k}\right)$ and $\widehat{C}^{*}=\left(C_{1}, \ldots, C_{i+1}, C_{i}, \ldots C_{k}\right)$. To prove the theorem, it is sufficient to show the following. If $C_{i}$ is a disconnecting chain or $C_{i+1}$ is a nondisconnecting chain and $\left|C_{i}\right| \geq\left|C_{i+1}\right|$, then $\psi_{1}\left(C^{*}\right) \geq \psi_{1}\left(\widehat{C}^{*}\right)$. This statement follows directly from a case analysis given in the three lemmas stated and proved below.

To simplify the notation, let $C_{i}$ and $C_{i+1}$ be the first two chains in a decomposition, called $C_{A}$ and $C_{B}$. We assume that both $C_{A}, C_{B}$ and $C_{B}, C_{A}$ are chain sequences, i.e., the two chains do not "interfere" with each other. (There are analogous lemmas even when the chains cannot be directly interchanged; they are more complicated to state and prove but follow from similar arguments.) The shorthand $\psi_{1}\left(C_{A}, C_{B}\right)$ and $\psi_{1}\left(C_{B}, C_{A}\right)$ will be used to mean the result of applying the CD algorithm to the respective decompositions $\left(C_{A}, C_{B}, C_{\mathbf{1}}^{*}\right)$ and ( $C_{B}, C_{A}, C_{\mathbf{1}}^{*}$ ), where $C_{\mathbf{1}}^{*}$ is a fixed decomposition of $G-C_{A}-C_{B}$.


Fig. 5. Representation of cases described in Lemmas 4, 5, and 6. Boxes represent connected subgraphs. Chains, shown as dotted lines, can have any number of edges. (a) $C_{A}$ and $C_{B}$ are both disconnecting chains (Lemma 4); (b) $C_{A}$ is disconnecting, but $C_{B}$ is nondisconnecting (Lemma 5); (c) $C_{A}$ and $C_{B}$ are both nondisconnecting (Lemma 6).

To facilitate the proofs of the lemmas, let $((x))=\max \{x, 6\}$. Then the following algebraic rules are straightforward to prove
(a) $x \leq((x))$.
(b) If $x \leq y$, then $((x)) \leq((y))$.
(c) If $y \geq 0$, then $((x+y)) \leq((x))+y$.
(d) If $x \leq y$, then $((z+y))+x \leq((z+x))+y$.

Lemma 4. If $C_{A}$ and $C_{B}$ are disconnecting chains, then $\psi_{1}\left(C_{A}, C_{B}\right)=$ $\psi_{1}\left(C_{B}, C_{A}\right)$.

Proof. Assume that $C_{A}$ and $C_{B}$ are in the same connected component $H$ (otherwise the statement is trivial) and that $G=H$. Since $C_{A}, C_{B}$ and $C_{B}, C_{A}$ are both chain sequences, we can assume that $H-C_{A}$ has components $H_{1}, H_{2}$ and that $C_{B}$ is contained in $H_{1}$. Assume that $H_{1}-C_{B}$ has components $H_{11}, H_{12}$ and that the end point of $C_{A}$ is in $H_{12}$. (See Fig. 5(a).)

Then, since $\psi_{1}\left(H_{i}\right) \geq 6$ for any component $H_{i}$,

$$
\begin{aligned}
\psi_{1}\left(C_{A}, C_{B}\right) & =\psi_{1}\left(H_{1}\right)+\psi_{1}\left(H_{2}\right)+\left|C_{A}\right|-6 \\
& =\psi_{1}\left(H_{11}\right)+\psi_{1}\left(H_{12}\right)+\left|C_{B}\right|-6+\psi_{1}\left(H_{2}\right)+\left|C_{A}\right|-6, \\
\psi_{1}\left(C_{B}, C_{A}\right) & =\psi\left(H_{12} \cup C_{A} \cup H_{2}\right)+\psi_{1}\left(H_{11}\right)+\left|C_{B}\right|-6 \\
& =\psi_{1}\left(H_{12}\right)+\psi_{1}\left(H_{2}\right)+\left|C_{A}\right|-6+\psi_{1}\left(H_{11}\right)+\left|C_{B}\right|-6 .
\end{aligned}
$$

Clearly, these are the same, only summed in different orders.
Lemma 5. If $C_{A}$ is disconnecting and $C_{B}$ is nondisconnecting, then $\psi_{1}\left(C_{A}\right.$, $\left.C_{B}\right) \geq \psi_{1}\left(C_{B}, C_{A}\right)$.

Proof. Again assume that $C_{A}$ and $C_{B}$ are in the same connected component $H$ and that $H-C_{A}$ has components $H_{1}$ and $H_{2}$. We may assume that $C_{B}$ has both end points in $H_{1}$ and that $G=H$. (See Fig. 5(b).)

Again, since $\psi_{1}\left(H_{i}\right)$ is always at least 6 ,

$$
\begin{aligned}
\psi_{1}\left(C_{A}, C_{B}\right) & =\psi_{1}\left(H_{1}\right)+\psi_{1}\left(H_{2}\right)+\left|C_{A}\right|-6 \\
& =\left(\left(\psi_{1}\left(H_{1}-C_{B}\right)+\left|C_{B}\right|-6\right)\right)+\psi_{1}\left(H_{2}\right)+\left|C_{A}\right|-6, \\
\psi_{1}\left(C_{B}, C_{A}\right) & =\left(\left(\left(\left(\psi_{1} \cup C_{A} \cup H_{2}\right]-C_{B}\right)+\left|C_{B}\right|-6\right)\right) \\
& =\left(\left(\psi_{1}\left(H_{1}-C_{B}\right)+\psi_{1}\left(H_{2}\right)+\left|C_{A}\right|-6+\left|C_{B}\right|-6\right)\right) .
\end{aligned}
$$

Letting $x=\psi_{1}\left(H_{1}-C_{B}\right)+\left|C_{B}\right|-6$ and $y=\psi_{1}\left(H_{2}\right)+\left|C_{A}\right|-6$ the result follows from algebraic rule (c).

Lemma 6. If $C_{A}$ and $C_{B}$ are nondisconnecting and $\left|C_{A}\right| \geq\left|C_{B}\right|$, then $\psi_{1}\left(C_{A}\right.$, $\left.C_{B}\right) \geq \psi_{1}\left(C_{B}, C_{A}\right)$.

Proof. Again, the only case of interest is when $C_{A}, C_{B}$ are in the same component $H$ and $G=H$. (See Fig. 5(c).) It may happen that $C_{B}$ becomes a disconnecting chain after $C_{A}$ is removed, and vice versa, but this does not affect the computations. We get

$$
\begin{aligned}
\psi_{1}\left(C_{A}, C_{B}\right) & =\left(\left(\psi_{1}\left(H-C_{A}\right)+\left|C_{A}\right|-6\right)\right) \\
& =\left(\left(\left(\left(\psi_{1}\left(H-C_{A}-C_{B}\right)+\left|C_{B}\right|-6\right)\right)+\left|C_{A}\right|-6\right)\right), \\
\psi_{1}\left(C_{B}, C_{A}\right) & =\left(\left(\left(\left(\psi_{1}\left(H-C_{A}-C_{B}\right)+\left|C_{A}\right|-6\right)\right)+\left|C_{B}\right|-6\right)\right) .
\end{aligned}
$$

If $z=\psi_{1}\left(H-C_{A}-C_{B}\right)-6, x=\left|C_{B}\right|$, and $y=\left|C_{A}\right|$, then the result follows from algebraic rules (d) and (b).
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# APPROXIMATION ALGORITHMS FOR MINIMUM-TIME BROADCAST * 
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#### Abstract

This paper deals with the problem of broadcasting in minimum time in the telephone and message-passing models. Approximation algorithms are developed for arbitrary graphs as well as for several restricted graph classes.

In particular, an $O(\sqrt{n})$-additive approximation algorithm is given for broadcasting in general graphs, and an $O(\log n / \log \log n)$ (multiplicative) ratio approximation is given for broadcasting in the open-path model. This also results in an algorithm for broadcasting on random graphs (in the telephone and message-passing models) that yields an $O(\log n / \log \log n)$ approximation with high probability.

In addition, the paper presents a broadcast algorithm for graph families with small separators (such as chordal, $k$-outerplanar, bounded-face planar, and series-parallel graphs), with approximation ratio proportional to the separator size times $\log n$. Finally, an efficient approximation algorithm is presented for the class of graphs representable as trees of cliques.


Key words. broadcast, approximation
AMS subject classifications. 05C85, 68Q25, 90C27, 90B35

## 1. Introduction.

1.1. Minimum-time broadcast. One of the most important efficiency measures of a communication network is the speed by which it delivers messages between communicating sites. Therefore, much of the research in this area concentrates on developing techniques for minimizing message delay.

This work concerns efficient algorithms for broadcast in a communication network. The network is modeled by a connected graph and assumes the telephone communication model (cf. [HHL88]). In this model messages are exchanged during calls placed over edges of the network. A round is a series of calls carried out simultaneously. Each round is assumed to require one unit of time, so round $t$ begins at time $t-1$ and ends at time $t$. A vertex may participate in at most one call during a given round, however, there are no limitations on the amount of information that can be exchanged during a given call. At a given round, if a call is placed over an edge $e$, we say that $e$ is active in this round, otherwise it is idle. The set of rules governing the activation of edges at each round is called a schedule.

A broadcasting problem refers to the process where a distinguished vertex $v$ originates a message $M$ that has to become known to all other processors. The efficiency of a broadcast scheme is usually measured by the number of time units it takes to complete the broadcast. Given a scheme $S$ for broadcasting in a graph $G$, denote the broadcasting time from $v$ using $S$ by $b(v, G, S)$. Define $b(v, G)$, the broadcast time of a vertex $v$ in $G$, as the minimum time for broadcasting a message originating at $v$ in

[^36]$G$, i.e.,
$$
b(v, G)=\min _{S}\{b(v, G, S)\}
$$

We denote it simply by $b(v)$ when the context is clear. We denote

$$
b(G)=\max _{v}\{b(v, G)\}
$$

Given a network $G=(V, E)$ and an originator $u$, the minimum broadcast time (MBT) problem is to broadcast the message from $u$ to the rest of the vertices in $b(u)$ time units. This problem has received considerable attention in the literature. For example, broadcasting in trees is studied in [SCH81], and broadcasting in grid graphs is studied in [FH78]. For a comprehensive survey on the subject of gossiping and broadcasting see [HHL88].

The MBT problem in general graphs is NP-complete (cf. [GJ79]) and, thus, is unlikely to be solved exactly. However, several approaches toward coping with the MBT problem have been considered in the literature. A dynamic programming formulation for determining $b(v)$ and a corresponding broadcast scheme for an arbitrary vertex $v$ are proposed in [SW84]. Since the exact algorithm is not efficient for large networks, several heuristics are presented in [SW84] for achieving a broadcast scheme with good performance.

Note that at each round, the informed vertices transmit the message outside to the uninformed vertices. Since calls are placed along nonadjacent edges, the set of active edges at each round constitutes a matching between the informed and the uninformed vertices. In general it may be preferable to transmit the message first to vertices with certain properties, e.g., to vertices whose degrees are maximal among the uninformed vertices and thus are likely to be able to inform a large number of vertices. Thus the approach of [SW84] is based on assigning weights to the vertices and looking for a matching that also maximizes the sum of the weights of the vertices. The drawback of such a heuristic approach is that it provides no guarantee on the performance of the algorithm.

Consequently, in this paper we consider approximation schemes for broadcast, namely, algorithms that may not give an exact solution but still give a solution that is guaranteed to be "not too far" from the optimum.
1.2. Related communication models and primitives. Most of our results in what follows are formulated for the broadcast operation in the telephone model. However, a number of these results apply directly, or with minor changes, to some other related communication primitives and models. Let us now introduce these alternate models and primitives.

A generalization of broadcast that we consider is to assume the set $V_{0}$ of informed vertices at the beginning of the run need not consist of a single vertex but can be an arbitrary subset of $V$. Denote this problem by SMBT, and denote the time needed to broadcast from $V_{0}$ by $b\left(V_{0}, G\right)$ or $b\left(V_{0}\right)$. As mentioned in [GJ79], SMBT is NP-complete even for $k=4$ where $k$ is the bound on the time for completing the broadcast.

Another important and well-studied communication primitive is the gossip operation. A gossip problem refers to the process of message dissemination, where each vertex $v$ originates a message $m_{v}$ and all messages have to become known to all vertices. The problem of performing the gossip primitive in minimum time is called the minimum gossip time (MGT) problem. The problem of efficient gossiping has also received considerable attention, mainly in the telephone model. For example, the papers [HMS72], [FP80] concern gossiping on the complete graph and on grid graphs, respectively.

Let us now turn to alternative communication models. Several generalizations of the telephone model appear in the literature. In [Far80], Farley suggests reconsidering the assumption that a vertex may call only neighboring vertices. Farley defines a possible variant of the model using long-distance calls, called the open-path model. In the open-path model, communication is carried along vertex disjoint paths. At each round, an informed member $v$ may call an uninformed vertex $u$ on an (arbitrarily long) path, adding $u$ to the set of informed vertices. Two paths corresponding to two different pairs must be vertex disjoint. We note the time needed to complete the broadcast from a distinguished vertex $v$ in the graph $G$ in the open-path model, by $b_{\mathrm{op}}(v, G)$ (or $b_{\mathrm{op}}(v)$ ). We also denote

$$
b_{\mathrm{op}}(G)=\max _{v \in V}\left\{b_{\mathrm{op}}(v, G)\right\}
$$

The problem of broadcasting from a vertex $v$ in $b_{\text {op }}(v, G)$ time units is referred to in what follows as OMBT.

In fact, Farley defines a second "long-distance" variant named the open-line model. This model is similar to the open-path model, except that the paths used in a communication round need only be edge disjoint. This model is less interesting for our purposes, since the problem of approximating broadcast in this model is essentially solved up to logarithmic factors. This is because, as shown in [Far80], the open-line model enables broadcast from an arbitrary vertex in $\lceil\log n\rceil$ time units.

Another common model of communication is the message-passing model, which is based on the assumption that a processor may send at most one fixed-size message in each time step, along one of its outgoing edges, but the communication pattern need not be a "matching." That is, it is possible that $v_{1}$ sends a message to $v_{2}$ while during the same round $v_{2}$ sends a message to $v_{3}$.
1.3. Contributions. In what follows we consider approximation schemes for broadcast (and some related primitives). Formally, we call an algorithm $A$ for broadcasting on a family of graphs $\mathcal{F}$ a $k$-approximation scheme if for every $G \in \mathcal{F}$ and vertex $v \in V$,

$$
b(v, G, A) \leq k \cdot b(v, G)
$$

We say that a scheme $S$ has a ( $k, k^{\prime}$ )-approximation ratio if

$$
b(v, G, S) \leq k \cdot b(v, G)+k^{\prime}
$$

A ratio is $k$-additive if it is an $(O(1), k)$-approximation ratio.
In this paper, we give approximation schemes for broadcast on several networks classes and analyze their approximation ratio.

The next two sections are dedicated to preparing the background for our approximation algorithms. Section 2 introduces the basic notions and definitions concerning transmission schedules and broadcast. Next, $\S 3$ presents some of our main technical tools. Specifically, it defines the minimum weight cover (MWC) problem and its close variant named the minimum vertex weight cover (MVWC) problem and provides a pseudopolynomial algorithm for solving them. The usefulness of this algorithm for handling transmission scheduling problems is demonstrated via a "toy example" of the bipartite edge scheduling (BES) problem. The MWC algorithm is used in virtually all our subsequent approximations for MBT.

In $\S 4$ we turn to approximations for the broadcast problem itself. To motivate the need for approximations, we examine three heuristics proposed in [SW84] for the

MBT problem, analyze their behavior on the wheel graph (see Fig. 2), and show that their output solution could be away from the optimum by a factor as high as $\sqrt{n}$ (on the $n$-vertex wheel). We then give an approximation algorithm for general $n$-vertex graphs with an $O(\sqrt{n})$-additive ratio.

Next, we show that in the open-path model, the OMBT problem has an approximation algorithm on arbitrary $n$-vertex graphs with a (multiplicative) approximation ratio $O(\log n / \log \log n)$. This algorithm has the additional desirable property that it solves the MBT problem (in the original telephone model) on random graphs (taken from the class $\left.G_{n, p}\right)$ and yields an approximation ratio $O(\log n / \log \log n)$ with high probability.

Section 5 presents an approximation scheme for broadcasting on graphs enjoying small separators, with approximation ratio $\varphi(n) \cdot \log n$ for graph families with separators of size $\varphi(n)$ (on $n$-vertex graphs). In particular, this algorithm yields an $O(\log n)$ approximation for chordal and $O(1)$-separable $n$-vertex graphs (including series-parallel graphs and $k$-outerplanar graphs for fixed $k$ ) and an $O\left(n^{1 / 4} / \sqrt{\log n}\right)$ approximation for $n$-vertex bounded-face planar graphs.

Finally, in $\S 6$ we consider a special family of graphs called trees of cliques, generalizing trees, and give an approximation scheme for broadcasting on such graphs with additive- $O\left(\log ^{2} n\right)$ ratio.

Our results for the broadcast operation carry over to the gossip operation as well. To see this, note that in the telephone model, any scheme for broadcast can be used to perform the gossip operation. This is done as follows. First, fix a root vertex $v$ and perform a convergecast operation (which is the opposite primitive to broadcast), collecting all the messages from the rest of the vertices to $v$, using the broadcast scheme in reverse. Then $v$, knowing all the information, performs a broadcast of the combined message. It follows that our results for MBT hold for MGT as well.

Although we formulate our statements in the telephone model, virtually all our results for broadcast hold also for the message-passing model, since as far as the broadcast operation is concerned, these two models are equivalent in power. (This is no longer the case for more involved operations, such as gossip.)

## 2. Preliminaries.

2.1. Graph definitions. Throughout this paper we use the following terminology to describe the behavior of the network. Our network is represented by a graph $G=(V, E)$, and we denote the number of vertices of a graph $G$ by $n$ and the number of edges by $m$.

Given a graph $G=(V, E)$ and two vertices $v, w \in V$, we denote the number of edges in a shortest path between $v$ and $w$ by $\operatorname{dist}(v, w)$. We denote $\operatorname{Diam}(v)=$ $\max _{w}\{\operatorname{dist}(v, w)\}$. The diameter of the graph $G$ is $\operatorname{Diam}(G)=\max _{v}\{\operatorname{Diam}(v)\}$.

A cluster in a graph $G$ is a subset $V^{\prime}$ of the vertices such that the subgraph induced by $V^{\prime}$ is connected. Two clusters $V^{\prime}, V^{\prime \prime}$ are said to be disjoint if $V^{\prime} \cap V^{\prime \prime}=\emptyset$. Two disjoint clusters $C_{1}$ and $C_{2}$ are said to be independent if there is no edge connecting a vertex of $C_{1}$ to a vertex of $C_{2}$.

Definition 2.1. Let $G=(V, E)$ be a graph, and let $S \subset V$ be a subset of the vertices. A subtree $T=\left(V_{1}, E_{1}\right)$ of $G$ rooted at a distinguished vertex $v_{0}$ is a shortest paths tree $(S P T)$ leading from $v_{0}$ to $S$ iff $S \subseteq V_{1}$, each path from $v_{0}$ to $v_{i} \in S$ in $T$ is a shortest path in $G$, and every leaf of $T$ belongs to $S$. Denote an SPT leading from a vertex $v_{0}$ to a set $S$ by $S P T\left(v_{0}, S\right)$.

We now state the definition of a control graph of a subset $V_{0} \subseteq V$, in a graph $G=(V, E)$. This definition will be useful in most of our approximation algorithms.

Definition 2.2. Suppose that the clusters (i.e., connected components) formed when extracting $V_{0}$ from the graph $G$ are $\left\{C_{1}, \ldots, C_{k}\right\}$. The control graph of $V_{0}$ in $G$ is a bipartite graph $D_{V_{0}, G}=\left(V_{1}, V_{2}, A\right)$, where $V_{1}=V_{0}, V_{2}=\left\{C_{1}, \ldots, C_{k}\right\}$, and $A$ contains an edge $\left(v, C_{i}\right)$ iff there is an edge between $v$ and some vertex of $C_{i}$ in $G$.

### 2.2. Schedules and broadcast.

Definition 2.3. Given a graph $G=(V, E)$, two edges $e_{1}, e_{2} \in E$ are called adjacent iff they share exactly one vertex and nonadjacent otherwise. A subset of edges $E^{\prime} \in E$ is an independent set (of edges) iff every two edges $e_{1}, e_{2} \in E^{\prime}$ are nonadjacent.

Fact 2.4. At each round $t$, the set of active edges is independent.
The MBT problem is formally defined as follows. Let $v_{0} \in V$ be a distinguished vertex. A broadcast from $v_{0}$ is a sequence

$$
\left\{v_{0}\right\}=V_{0}, E_{1}, V_{1}, E_{2}, \ldots, E_{k}, V_{k}=V
$$

such that for $1 \leq i \leq k$, the following hold.

1. $V_{i} \subseteq V$ and $E_{i} \subseteq E$.
2. Each edge in $E_{i}$ has exactly one end point in $V_{i-1}$.
3. The set $E_{i}$ is an independent set of edges.
4. $V_{i}=V_{i-1} \cup\left\{v:(u, v) \in E_{i}\right\}$.

In this case we say that the broadcast is performed in $k$ time units. The MBT problem concerns looking for the minimal $k$ such that broadcasting in $k$ time units is possible, for a given graph $G$ and vertex $v_{0}$. This $k$ is denoted $b\left(v_{0}, G\right)$.

For any connected graph $G$ of $n$ vertices and originator $u, b(u) \geq\lceil\log n\rceil,{ }^{1}$ since in each time unit the number of informed vertices can at most double. Another simple lower bound for $b(v)$ for an arbitrary $v$ is $b(v) \geq \operatorname{Diam}(v)$, since a vertex may only send information to a neighboring vertex at each round. An example of a graph for which $b(G)=\lceil\log n\rceil$ is $K_{n}$, the complete graph of $n$ vertices.

In any connected graph $G$, a broadcast from a vertex $u$ determines a spanning tree rooted at $u$. The parent of a vertex $v$ is the vertex $w$ that transmitted the message to $v$. Clearly, one may assume that such a vertex is unique. Even when using an arbitrary spanning tree, it is clear that at each step the set of informed vertices grows by at least one. Thus for each network $G, b(G) \leq n-1$. We cannot always improve upon this result. For example, in $S_{n}$, the star of $n$ vertices, the broadcast time is $b\left(S_{n}\right)=n-1$. We summarize this discussion as follows.

Fact 2.5.

1. For every graph $G=(V, E)$ and vertex $v \in V,\lceil\log n\rceil \leq b(v) \leq n-1$.
2. $b\left(K_{n}\right)=\lceil\log n\rceil$.
3. $b\left(S_{n}\right)=n-1$.
4. For every graph $G=(V, E)$ and vertex $v \in V, b(v, G) \geq \operatorname{Diam}(v)$.

Note that Fact 2.5 holds in the open-path model as well, except of course for claim 4; we cannot argue that $b_{\mathrm{op}}(G) \geq \operatorname{Diam}(G)$.
3. The minimum-weight cover problem. The MWC problem is a basic tool we use in our approximation algorithms for MBT. In this section we define the problem and provide a solution for it.
3.1. The problem. In order to describe the MWC problem we need some preliminary definitions. Let $G=\left(V_{1}, V_{2}, A, \omega\right)$ be a bipartite graph with bipartition

[^37]$\left(V_{1}, V_{2}\right)$, edge set $A$, a weight function $\omega: A \mapsto \mathbb{Z}^{+}$on the edges, and no isolated vertices. A feasible solution to the MWC problem is a control function $F: V_{2} \rightarrow V_{1}$, where $F\left(v_{2}\right)=v_{1}$ implies $\left(v_{1}, v_{2}\right) \in A$. Each vertex $v_{1} \in V_{1}$ is called a server, and each vertex $v_{2} \in V_{2}$ is called a customer. If $F\left(v_{2}\right)=v_{1}$ we say that $v_{1}$ controls (or dominates) $v_{2}$.

We adopt the following notational convention.
Definition 3.1. Consider a bipartite graph $G=\left(V_{1}, V_{2}, A, \omega\right)$ as above and a control function $F$. For each server $v \in V_{1}$, we denote the clients dominated by $v$ by $\mathcal{D}_{1}(v), \ldots, \mathcal{D}_{k}(v)$ and the edges connecting them to $v$ by $e_{i}^{v}=\left(v, \mathcal{D}_{i}(v)\right)$. Furthermore, we assume (without loss of generality) that these vertices are ordered so that $\omega\left(e_{i}^{v}\right) \geq$ $\omega\left(e_{i+1}^{v}\right)$ for every $i$.

The weight of $F$ is defined as

$$
\mathcal{W}(F)=\max _{v \in V_{1}}\left\{\max _{i}\left\{i+\omega\left(e_{i}^{v}\right)\right\}\right\}
$$

The MWC problem is now defined as follows. Given a bipartite graph $G=$ $\left(V_{1}, V_{2}, A, \omega\right)$ as above, determine a control function $F: V_{2} \rightarrow V_{1}$ whose weight $\mathcal{W}(F)$ is minimal. We call this function $F$ the minimum control function for $G$ (or just the minimal function).

It is important to note that in all the applications to the MWC problem given in this paper, the weights satisfy $\omega(e) \leq n$. Thus, in order to use this problem as a basic auxiliary tool for the study of MBT, a pseudopolynomial solution for it will suffice.

A special variant of the MWC problem arises when for each $v_{2} \in V_{2}$ the weights of the edges entering $v_{2}$ are identical. In this case, we might as well associate the weight with $v_{2}$ itself. We call this variant of the problem the MVWC problem. If all the weights are identical (thus without loss of generality all the weights are 0 ), a solution only needs to minimize the maximal number of vertices dominated by a single vertex of $V_{1}$, i.e., minimize the size of the largest inverse image of $F$; hence, it is possible to use the modified weight function

$$
\omega^{\prime}(F)=\max _{v_{1} \in V_{1}}\left|\left\{v_{2} \in V_{2}: F\left(v_{2}\right)=v_{1}\right\}\right| .
$$

3.2. An algorithm for MWC. This subsection presents a pseudopolynomial solution to the MWC problem. The algorithm is based on a procedure Flow, which given an instance $G=\left(V_{1}, V_{2}, A, \omega\right)$ and a positive integer $j$, checks if there exists a control function $F$ for $G$ of weight $\mathcal{W}(F) \leq j$. This procedure is then used to search for the minimum control function by going over the possible $j$ values.

The solution method employed by Procedure Flow for this problem involves flow techniques. Specifically, the procedure constructs a modified flow graph $\hat{G}_{j}$ based on $G$ and $j$, with the property that $G$ has a control function $F$ with weight $\mathcal{W}(F) \leq j$ iff it is possible to push $\left|V_{2}\right|$ units of flow from the source to the sink on $\hat{G}_{j}$.

The graph $G$ is modified by Procedure Flow into $\hat{G}_{j}$ as follows. Create a source vertex $s$ and a sink vertex $t$. Notice that for the function $F$ to be of weight $j$, a server $v$ cannot dominate a customer $u$ such that $\omega(v, u) \geq j$. Assume that $\omega_{v}$ is the maximal weight that is less than or equal to $j-1$ of an edge incident to $v \in V_{1}$. Duplicate $v$ into $\omega_{v}+1$ different copies and arrange the copies in an arbitrary order $v_{1}, \ldots, v_{\omega_{v}+1}$. For $v_{1}$, the first copy of $v$, create a directed edge ( $s, v_{1}$ ) with capacity $j-\omega_{v}$ and a directed edge ( $v_{1}, u$ ) with capacity 1 , from $v_{1}$ to every customer $u \in V_{2}$ such that $(v, u) \in A$. For $v_{i}$ the $i$ th copy of $v, i \geq 2$, create a directed edge ( $s, v_{i}$ ) with capacity 1


Fig. 1. A bipartite graph $G$ with its weights, and the corresponding flow graph $\hat{G}_{3}$.
and a directed edge $\left(v_{i}, u\right)$ with capacity 1 to all the customers $u$ such that $(v, u) \in A$ and $\omega(v, u) \leq \omega_{v}-i+1$. Finally create for each customer $u \in V_{2}$ a directed edge ( $u, t$ ) with capacity 1. See Fig. 1 for an example of a graph $G$ and the associated flow graph $\hat{G}_{3}$.

## Procedure Flow

Input: a graph $G=(V, E)$ and an integer $j$.

1. Construct the flow graph $\hat{G}_{j}$.
2. Compute the maximal flow on $\hat{G}_{j}$ from $s$ to $t$.

Since there are exactly $\left|V_{2}\right|$ edges entering $t$ and each of them is of capacity 1 , the maximal flow from $s$ to $t$ cannot exceed $\left|V_{2}\right|$. We now claim the following lemma.

Lemma 3.2. Consider an MWC problem on a given graph $G$ and the corresponding flow graph $\hat{G}_{j}$ constructed by procedure Flow for some integer $j$. Then the maximal flow from s to $t$ on $\hat{G}_{j}$ is $\left|V_{2}\right|$ iff there exists a control function $F$ for $G$ such that $\mathcal{W}(F) \leq j$. Furthermore, the required control function $F$ for $G$ can be computed efficiently from the flow assignment for $\hat{G}_{j}$.

Proof. For the first direction, we assume that there exists an integral flow function for $\hat{G}_{j}$ with $\left|V_{2}\right|$ flow units entering $t$ and show how to (efficiently) construct the required control function $F$.

Let us note that since each edge pointing from a vertex $v_{2} \in V_{2}$ to $t$ has capacity 1 and all the edges entering $v_{2}$ have capacity 1 as well, only a single edge entering $v_{2}$ may carry positive flow of one unit. Hence since the total flow is $\left|V_{2}\right|$, one such edge must exist for each vertex $v_{2} \in V_{2}$. Consequently, define $F\left(v_{2}\right)=v_{1}$ such that $v_{1}$ is the vertex for which the flow through $\left(v_{1}, v_{2}\right)$ is 1 .

We need to show that this definition of $F$ meets the requirement, namely, $\mathcal{W}(F) \leq$ $j$. This is shown as follows. Note that since the total flow entering all the copies of a vertex $v \in V_{1}$ does not exceed $j$, each server of $V_{1}$ may dominate no more than $j$ customers in $V_{2}$. For every server $v \in V_{1}$ and integer $m$, denote the number of $v$ 's customers $\mathcal{D}_{l}(v)$ such that $\omega\left(e_{l}^{v}\right) \geq m$ by $r_{m}(v)$; alternatively, recalling that the edges
$e_{l}^{v}$ are ordered in nonincreasing weight order, we have

$$
r_{m}(v)=\max \left\{l: \omega\left(e_{l}^{v}\right) \geq m\right\}
$$

We argue the following.
Claim 3.3. $r_{m}(v) \leq j-m$.
Proof. Consider first the value $m=\omega_{v}$. Since only the first copy of $v$ can dominate vertices $u$ such that $\omega(v, u)=\omega_{v}, v$ does not dominate more than $j-\omega_{v}$ such vertices.

Now consider $m<\omega_{v}$. Note that only the copies number $2,3, \ldots, \omega_{v}-m+1$ can aid in increasing the value of $r_{m}(v)$, each by at most 1 . Thus $r_{m}(v) \leq j-\omega_{v}+\left(\omega_{v}-\right.$ $m+1-2)+1=j-m$.

Corollary 3.4. Every $1 \leq i \leq k$ satisfies $i \leq j-\omega\left(e_{i}^{v}\right)$.
Proof. Let $m=\omega\left(e_{i}^{v}\right)$. By the last claim, $r_{m}(v) \leq j-m$, so it remains to show that $i \leq r_{m}(v)$. This follows readily from the definition of $r_{m}(v)$.

The remainder of the proof of this direction follows in a straightforward way from Definition 3.1: since by the last corollary $\max _{i}\left\{i+\omega\left(e_{i}^{v}\right)\right\} \leq j$ for every $j$, it follows that $\mathcal{W}(F) \leq j$ as well.

To prove the other direction, assume that there exists a control function $F$ for $G$ such that $\mathcal{W}(F) \leq j$. Thus each server dominates no more than $j$ customers, and furthermore $v$ does not dominate more than $j-i$ customers whose corresponding weights are $i$ or larger. We now use $F$ to define a flow function for the flow graph $\hat{G}_{j}$ as follows.

Consider a server $v$. As before, order its customers $\mathcal{D}_{1}(v), \ldots, \mathcal{D}_{k}(v)$ by nonincreasing weights of their edges. Augment the flow through $v_{1}$, the first copy of $v$, by $j-\omega_{v}$, adding a flow of 1 from $v_{1}$ to each of $\mathcal{D}_{1}(v), \ldots, \mathcal{D}_{j-\omega_{v}}(v)$. The weight of the next client of $v$, namely, $\mathcal{D}_{j-\omega_{v}+1}(v)$, is smaller than $\omega_{v}$, and therefore there is a directed edge from the second copy, $v_{2}$, to that vertex. Thus it is still possible to augment the flow by 1 through $v_{2}$. In a similar way, it is possible to continue this process and augment the flow by $k$ through all of $v$ 's clients, $\left\{\mathcal{D}_{1}(v), \ldots, \mathcal{D}_{k}(v)\right\}$. Since this is true for any server, it follows that in total, a maximal flow of $\left|V_{2}\right|$ can be attained.

The minimum weight control function itself can now be found by using procedure Flow within a binary search on the possible range of $j$ values. Formally, we do the following.

## Procedure MWC

1. Start with $j_{1} \leftarrow \min _{e}\{\omega(e)\}+1$ and $j_{2} \leftarrow \max _{e}\{\omega(e)\}+\left|V_{2}\right|$.
2. repeat
(a) $j \leftarrow\left\lceil\frac{j_{1}+j_{2}}{2}\right\rceil$.
(b) Apply Procedure Flow to $G$ with $j$.
(c) If the maximal flow is $\left|V_{2}\right|$
$/ *$ hence there exists a control function $F$ of weight $j^{*} /$
then set $j_{1} \leftarrow j$, else set $j_{2} \leftarrow j$. until $j=j_{2} \leq j_{1}+1$.
3. Return the minimum control function $F$ corresponding to the maximal flow computed on $\hat{G}_{j_{1}}$.

Clearly, when this process terminates, we are left with a minimum control function $F$, whose weight is $\mathcal{W}(F)=j_{1}$ for the value of $j_{1}$ upon termination.

The flow computation is performed for at most a polynomial number of times. Note, however, that a vertex may be duplicated in a number of copies that can equal
the maximal number in the input; hence the solution is not strongly polynomial in the input. To summarize, we have established the following.

Theorem 3.5. There exists a pseudopolynomial algorithm for solving the MWC problem.

Since MVWC is a special case of MWC, we can deduce the following corollary.
Corollary 3.6. There exists a pseudopolynomial algorithm MVWC for solving the MVWC problem.
3.3. The bipartite edge scheduling problem. Before embarking on our main task of approximating broadcast problems, let us first try to demonstrate the way in which the MWC algorithm can be used for this purpose. To do that, we introduce a model problem called the BES problem, which will serve as an illustrative example for the usefulness of MWC.

The BES problem is defined as follows. Assume that we are given a bipartite graph $G=\left(V_{1}, V_{2}, A\right)$ where the vertices of $V_{1}$ know an initiation message that must be broadcast to the vertices of $V_{2}$. That is, the initial set of informed vertices is $V_{1}$. Again, call each vertex in $V_{1}$ a server and each vertex in $V_{2}$ a customer.

Further suppose that each customer $v_{2} \in V_{2}$ has a task $t_{v_{2}}$ to perform. The customer must first receive the initiation message before it can start performing its task. Moreover, the length of the task $t_{v_{2}}$ (i.e., the time it takes $v_{2}$ to complete it) depends upon the source of the initiation message, namely, which vertex of $V_{1}$ transmits the message to $v_{2}$. Formally, for each edge $e=\left(v_{1}, v_{2}\right) \in A$ there is a weight $\omega(e) \in \mathbb{Z}^{+}$, such that if $v_{2}$ receives the initiation message from $v_{1}$, then it takes $\omega(e)$ time units for $v_{2}$ to complete the task $t_{v_{2}}$, starting from the arrival time of the message.

The BES problem is to minimize the completion time of the entire process, namely, the time by which every vertex in $V_{2}$ completes its job. The bipartite vertex scheduling (BVS) problem is the variant of BES in which every vertex $v^{\prime} \in V_{2}$ has entering edge weights that are identical (and hence can be thought of as vertex weights, $\omega\left(v^{\prime}\right)$ ).

To see the relationship between the BES problem and the previously discussed MWC problem, note that MWC is in fact the main component in solving the problem, since once a control function $F$ is defined for the graph $G$, it is intuitively most efficient for each server $v$ to send the initiation message along its edges in nonincreasing order of weights. It is therefore easy to see that the following (pseudopolynomial) procedure will be optimal for BES.

## Algorithm BES

1. Apply Procedure MWC to compute a minimal control function $F$ for $G$.
2. Every server $v \in V_{1}$ sends the initiation message to its clients $\mathcal{D}_{1}(v), \ldots$, $\mathcal{D}_{k}(v)$ in this order.
/* recall that clients are ordered by nonincreasing edge weights */
3. Each customer $v^{\prime} \in V_{2}$ starts performing its task immediately after it is informed.

Fact 3.7. Algorithm BES optimally schedules any BES instance.
Since BVS is a special case of BES, we can deduce the following corollary. Corollary 3.8. There exists an optimal pseudopolynomial algorithm for BVS.
Example. In order to demonstrate the relevance of the BES for broadcasting, let us consider the following restricted variant of SMBT. Let $V_{0}$ be the base set of an SMBT instance. Suppose that when extracting $V_{0}$ from the graph, the remainder of the graph becomes disconnected and breaks into $k$ (connected) clusters $C_{1}, \ldots, C_{k}$.


Fig. 2. The wheel of nine vertices.

Furthermore, suppose that every cluster $C_{i}$ contains a representative vertex $v_{i}$, such that every vertex $v \in V_{0}$ is either connected to $v_{i}$ or not connected to any vertex of $C_{i}$. Finally, assume that we can optimally compute the broadcast times $b\left(v_{i}, C_{i}\right)$ for every cluster $C_{i}$ (e.g., when the clusters $C_{i}$ are, for example, trees or grids or of logarithmic size).

Intuitively, we can view this variant of the broadcasting problem as a special case of the BVS problem, as follows. Form the control graph $D_{V_{0}, G}$ of $V_{0}$ in $G$ as in Definition 2.2. Define the weight $\omega\left(C_{i}\right)$ on a vertex $C_{i} \in V_{2}$ as the time required by the representative vertex, $v_{i}$, for broadcast in $C_{i}$. Now apply the BVS algorithm to this graph, taking $V_{1}$ to be the base set and $V_{2}$ to be the collection of clusters $\left\{C_{1}, \ldots, C_{k}\right\}$ and regarding the task of each vertex $C_{i}$ in $V_{2}$ as performing broadcast in the cluster by the representative vertex $v_{i}$. Since in each of the clusters only the representative vertex is connected to the "outside world," the vertices outside the cluster cannot aid in this internal broadcast process; hence, the vertex weights on $V_{2}$ are defined appropriately.

It is straightforward to show that the solution to the BVS problem yields exactly the minimum broadcast time from $V_{0}$. Further, note that since the vertex weights in this problem represent broadcast times in a cluster of the graph, it follows from Fact 2.5 that they are no larger than $n-1$, and hence the BVS instance can be solved polynomially.
4. Approximating broadcast in general graphs. In this section we give an approximation scheme for broadcasting in general graphs, both in the telephone model and in the open-path model. We begin by motivating the need for approximation schemes for broadcasting.
4.1. The heuristic approach. In this subsection we demonstrate the fact that the natural heuristics proposed in [SW84] might be inadequate in some simple cases. The example considered is a wheel, i.e., a cycle of $n-1$ vertices numbered $1, \ldots, n-1$, arranged by increasing order of indices, with an extra vertex $v_{0}$ connected to all the vertices in the cycle (Fig. 2). Let us first give tight bounds on the minimum broadcast time from $v_{0}$.

Lemma 4.1. In the n-vertex wheel, $b\left(v_{0}\right)=\Theta(\sqrt{n})$.
Proof. First let us show that $b\left(v_{0}\right)=\Omega(\sqrt{n})$. Assume that the broadcast takes $k$ time units. The vertex $v_{0}$ can inform up to $k$ different vertices. Therefore there is a vertex $w$ whose distance on the ring from the vertices directly informed by $v_{0}$ is at least $\lfloor\lceil(n-1) / k\rceil / 2\rfloor$. Thus the time for informing $w$ is at least $\lfloor\lceil(n-1) / k\rceil / 2\rfloor+1$. The minimum broadcast time is achieved when $\lfloor\lceil(n-1) / k\rceil / 2\rfloor+1=k$, in which case $k \geq \sqrt{(n-1) / 2}$, yielding the desired lower bound on the broadcast time.

To prove that $b\left(v_{0}\right)=O(\sqrt{n})$, note that if $v_{0}$ informs all vertices whose index
is congruent to $1 \bmod \lceil\sqrt{n-1}\rceil$ and then these cycle vertices inform the rest of the vertices, the total time for broadcasting is no more than $3 \cdot\lceil\sqrt{n-1}\rceil / 2+1$ time units.

Now consider the following three heuristics suggested in [SW84] for MBT. The first heuristic is based on defining, for a set of vertices $V^{\prime} \subseteq V$,

$$
D_{G}\left(V^{\prime}\right)=\sum_{v \in V^{\prime}} d(v)
$$

At each round $i$, select from all possible maximum matchings between the set of informed vertices and the set of uninformed vertices, a matching satisfying that the set $V^{\prime \prime} \subseteq V \backslash V_{i}$ of "receiving" end vertices in the matching has maximal $D_{G}\left(V^{\prime \prime}\right)$. Let us describe a possible broadcast scenario. At the first round, $v_{0}$ delivers the message to the vertex 1 . At round $2, v_{0}$ calls $n-1$ and 1 calls 2 . It is easy to see that starting from the third round one can choose a maximal matching that enlarges the set of informed vertices by 3 at each round. For example, at the third round $v_{0}$ may call $n-3, n-1$ calls $n-2,2$ calls 3 , and so on. Note that the above scenario conforms with the given heuristic, since the degree of all the vertices in the wheel (except $v_{0}$ ) is 3 . Thus using this heuristic, it might take $\Omega(n)$ time units to complete the broadcasting.

A second heuristic approach suggested in [SW84] is the following. Define the eccentricity of a set $V^{\prime} \subset V$ to be

$$
\operatorname{Dist}\left(V^{\prime}\right)=\sum_{v \in V^{\prime}} \operatorname{Diam}(v)
$$

Choose, among all the possible maximal matchings, a matching for which the eccentricity of the set of newly informed vertices is maximal. In a way similar to that above, it is easy to see that there are cases in which this approach leads to a broadcast time of $\Omega(n)$. The last heuristic suggested in [SW84] is a combination of the former two, and it, too, may lead to an $\Omega(n)$ broadcast scheme.

It follows that, for this example, all of these heuristics may yield broadcast times that are $\Omega(\sqrt{n})$ times worse than optimal. We do not know whether this ratio is guaranteed by any of the three heuristics.
4.2. Approximating MBT. In this subsection we consider approximation schemes for broadcasting in general graphs. By Fact 2.5, the scheme that chooses an arbitrary broadcast tree is at worst an $(n-1) /\lceil\log n\rceil$ approximation scheme. We improve upon this approximation ratio and present an algorithm that guarantees an $O(\sqrt{n})$-additive ratio.

The method used for the approximation is based on dividing the set of vertices into clusters of size $\lceil\sqrt{n}\rceil$ and broadcasting separately on those clusters. Let us start by describing the various tools used by the algorithm. At the heart of our scheme is the following decomposition lemma.

Lemma 4.2. The set of vertices of any graph $G=(V, E)$ can be (polynomially) decomposed into two sets of clusters $\mathcal{A}$ and $\mathcal{B}$, such that $|\mathcal{A}| \leq \sqrt{n}$, the clusters in $\mathcal{A} \cup \mathcal{B}$ are pairwise disjoint, $(\cup \mathcal{A}) \cup(\bigcup \mathcal{B})=V$, the size of each cluster $C^{\prime} \in \mathcal{A}$ is $\left|C^{\prime}\right|=\lceil\sqrt{n}\rceil$, the size of each cluster $C^{\prime} \in \mathcal{B}$ is bounded by $\left|C^{\prime}\right| \leq \sqrt{n}$, and the clusters in $\mathcal{B}$ are pairwise independent.

Proof. The proof the lemma follows by direct construction. Let us next present the decomposition procedure. The algorithm maintains three different sets of clusters $\mathcal{A}, \mathcal{B}$, and $\mathcal{C}$.

## Procedure Decompose

1. At the start $\mathcal{C} \leftarrow\{V\}, \mathcal{A} \leftarrow \emptyset, \mathcal{B} \leftarrow \emptyset$.
2. repeat
(a) Choose a cluster $C$ in $\mathcal{C}$ and an arbitrary (connected) subcluster $C^{\prime}$ of $C$ such that $\left|C^{\prime}\right|=\lceil\sqrt{n}\rceil$.
(b) Remove $C^{\prime}$ from $C$, and set $\mathcal{A} \leftarrow \mathcal{A} \cup\left\{C^{\prime}\right\}$.
/* Now $C \backslash C^{\prime}$ is composed of several independent clusters. */
Add the clusters $\left\{C^{\prime \prime}: C^{\prime \prime} \subseteq C \backslash C^{\prime},\left|C^{\prime \prime}\right|=\lceil\sqrt{n}\rceil\right\}$ to $\mathcal{A}$.
Add the clusters $\left\{C^{\prime \prime}: C^{\prime \prime} \subseteq C \backslash C^{\prime},\left|C^{\prime \prime}\right|>\lceil\sqrt{n}\rceil\right\}$ to $\mathcal{C}$.
Add the remaining clusters in $C \backslash C^{\prime}$ to $\mathcal{B}$.
until $\mathcal{C}=\emptyset$.
It is clear from the construction that all the clusters in $\mathcal{A}$ have exactly $\lceil\sqrt{n}\rceil$ vertices. Thus the number of clusters in $\mathcal{A}$ cannot exceed $\sqrt{n}$. It is also clear that the number of vertices in each cluster in $\mathcal{B}$ is no more than $\sqrt{n}$.

To prove that the clusters in $\mathcal{B}$ are independent, it is sufficient to claim that at each stage, all the clusters of $\mathcal{B} \cup \mathcal{C}$ are such. The proof is by induction on the stage number. At the basis $\mathcal{B}=\mathcal{C}=\emptyset$ and the claim follows vacuously. Now assume that after stage $i$ all the clusters in $\mathcal{C}$ and $\mathcal{B}$ are pairwise independent. In the next stage we exclude a subset of vertices from some cluster $C \in C$; thus the remaining vertices decompose into independent clusters. The clusters added to $\mathcal{B}$ and $\mathcal{C}$ are a subset of those clusters; thus the claim follows by this fact and the induction hypothesis. $\quad$.

Note that the construction of Procedure Decompose in the proof of Lemma 4.2 allows us to find such a decomposition in $O(E \cdot \sqrt{V})$ time, since checking which are the newly formed clusters at each stage takes $O(E)$ time.

Our next tool exploits the use of a minimum control function for broadcast. Let $G=(V, E)$ be a graph and $V^{\prime} \subset V$ subset of the vertices. Form the control graph of $V^{\prime}$ in $G, D_{V^{\prime}, G}=\left(V_{1}, V_{2}, A\right)$, as in Definition 2.2. Let the weight of each edge be 0 . In this scenario we claim the following.

Lemma 4.3. Let $F$ be a minimum control function for $D_{V^{\prime}, G}$. Then $\mathcal{W}(F) \leq$ $b\left(V^{\prime}, G\right)$.

Proof. Consider an optimal communication scheme $S$ from $V^{\prime}$ on $G$. For every cluster $C_{i} \in V_{2}$, choose one of the vertices that is among the first to transmit the message to a vertex in $C_{i}$. Since the clusters $C_{i}$ are pairwise independent, such a vertex is in $V^{\prime}$ for each $i$. The above determines a function $F^{\prime}$ from $V_{2}$ to $V_{1}$.

Consider an arbitrary vertex $v \in V^{\prime}$. If $v$ dominates $j$ clusters, then there is a cluster $C_{i} \in V_{2}$ such that $v$ transmits the message to $C_{i}$ in the $j$ th round (or later). By the way $F^{\prime}$ was chosen, $j \leq b\left(V^{\prime}, G\right)$. Thus by definition, $\mathcal{W}\left(F^{\prime}\right) \leq b\left(V^{\prime}, G\right)$. However, the weight of $F$ satisfies $\mathcal{W}(F) \leq \mathcal{W}\left(F^{\prime}\right)$. The proof follows.

Our final tool involves broadcasting on a tree. Recall that given a tree $T=$ ( $V_{1}, E_{1}$ ) and a vertex $v \in V_{1}$ it is easy to compute the optimal scheme for broadcasting on $T$ from $v$ [SCH81]. Let us call the optimal scheme for broadcasting in a tree the OT scheme.

In the next lemma we use a shortest paths tree $\operatorname{SPT}(v, S)$ rooted at a vertex $v$ and leading to a set $S$ of vertices (see Definition 2.1). Note that it is easy to construct such a tree in time polynomial in $|E|$ using a shortest path tree algorithm; simply construct a shortest path tree $T$ spanning all the graph vertices, and iteratively exclude from it each leaf not belonging to $S$, until no such leaf exists.

Lemma 4.4. Transmitting a message from a vertex $v$ to a subset $V^{\prime} \subseteq V,\left|V^{\prime}\right|=l$ of the graph, can be performed in no more than $l-1+\operatorname{Diam}(v)$ time units.

Proof. Construct an arbitrary tree $\operatorname{SPT}\left(v, V^{\prime}\right)$ rooted at $v$ and leading to the $l$ vertices of $V^{\prime}$. Use the OT scheme to broadcast the message to all the members of the tree. Consider any leaf $u$. We would like to show that $u$ gets the message within the specified time bounds. This is done by "charging" each time unit elapsing until $u$ gets the message to a distinct vertex of the tree and then bounding the number of charges.

Consider the situation immediately after an ancestor $v^{\prime}$ of $u$ receives the message. The vertex $v^{\prime}$ is currently the lowest ancestor of $u$ that knows the message. Thereafter $v^{\prime}$ starts delivering the message to its children. When $v^{\prime}$ delivers the message to a child whose subtree $T^{\prime}$ does not include $u$, choose arbitrarily a leaf in $T^{\prime}$ and charge this time unit to the leaf. When $v^{\prime}$ delivers the message to the ancestor of $u$, charge this time unit to $v^{\prime}$.

Note that at every time unit we charge a single vertex, on account of $u$, and thus the total number of units charged is exactly the time before the message reaches $u$. Also note that no leaf is charged twice and that $u$ is not charged. Finally note that every ancestor of $u$ (except $u$ itself) is charged once. Thus the time it takes the message to reach $u$ is bounded by $\operatorname{Diam}(v)$ plus the number of leaves in $T$ beside $u$. Since each leaf is a member of $V^{\prime}$, the proof follows.

We are now ready to combine the three tools discussed in the above lemmas into an algorithm, named Approx_MBT, for approximate broadcast on general graphs.

## Algorithm Approx_MBT

Input: a graph $G=(V, E)$ and a distinguished vertex $v_{0} \in V$.

1. Decompose the vertices of $V$ into two sets of clusters $\mathcal{A}$ and $\mathcal{B}$ using Procedure Decompose of Lemma 4.2.
2. Choose for each cluster $C$ in $\mathcal{A}$ a single representative vertex $v_{C}$. Let $R$ denote the set of representatives, $R=\left\{v_{C} \mid C \in \mathcal{A}\right\}$.
3. Transmit the message from $v_{0}$ to all the vertices of $R$ by choosing an arbitrary tree $\operatorname{SPT}\left(v_{0}, R\right)$ leading from $v$ to $R$ and applying the $O T$ scheme to the tree.
4. Choose for each cluster $C \in \mathcal{A}$ an arbitrary spanning tree rooted at its representative $v_{C}$, and broadcast (in parallel) in the clusters of $\mathcal{A}$ according to the OT scheme.
5. Construct the bipartite control graph $D_{V_{0}, G}$ where $V_{0}=(\cup \mathcal{A}) \cup\left\{v_{0}\right\}$. Compute a minimum control function $F$ on $D_{V_{0}, G}$ using Procedure MWC. Assume that a vertex $v^{\prime}$ dominates clusters $C_{1}, \ldots, C_{k} \in \mathcal{B}$. Choose for each $C_{i}$ an arbitrary vertex $v_{i} \in C_{i}$ connected to $v^{\prime}$, and deliver the message from $v^{\prime}$ to $v_{1}, \ldots v_{k}$ (in arbitrary order). This is done in parallel for all the dominating vertices of $V_{0}$.
6. Choose for each cluster in $\mathcal{B}$ an arbitrary spanning tree rooted at an informed vertex, and transmit the message in parallel to all the vertices in the clusters of $\mathcal{B}$ using the OT scheme in each cluster.

Theorem 4.5. The broadcast time of Algorithm Approx_MBT from a vertex $v_{0}$ in a graph $G$ is bounded by $3 \cdot \sqrt{n}+\operatorname{Diam}\left(v_{0}\right)+b\left(v_{0}\right)$ time units.

Proof. By Lemmas 4.4 and 4.2 the time it takes to complete stage 2 is bounded by $\sqrt{n}-1+\operatorname{Diam}(v)$. The fact that each cluster in $\mathcal{A}$ has exactly $\lceil\sqrt{n}\rceil$ vertices and Fact 2.5 imply that stage 3 takes no more than $\sqrt{n}$ time units. By Lemma 4.3, $\mathcal{W}(F) \leq b\left((\bigcup \mathcal{A}) \cup\left\{v_{0}\right\}\right) \leq b\left(v_{0}\right)$; thus stage 4 takes no more than $b\left(v_{0}\right)$ time units. Finally, the fact that the clusters in $\mathcal{B}$ are of size no larger than $\sqrt{n}$ implies that stage 5 takes no more than $\sqrt{n}-1$ time units.

The ratio guaranteed by the theorem is $O(\sqrt{n})$-additive. Consequently, whenever the broadcast time of a network is $\Omega(\sqrt{n})$, e.g., in the wheel of $n$ vertices, the scheme of Algorithm Approx_MBT is a constant approximation scheme. For example, for each network whose diameter is at least $\sqrt{n}$, the above is a 5 approximation scheme. However, in the general case, the optimal broadcasting scheme may achieve time that is close to $\lceil\log n\rceil$. Thus, in the general case our method is a $(3 \cdot \sqrt{n} /\lceil\log n\rceil+2)$ approximation scheme and also an $O(\sqrt{n} / \operatorname{Diam}(G))$-approximation scheme. In order to improve upon this it may be necessary to achieve, say, a good approximation scheme for networks of "small" diameter.
4.3. Broadcasting in the open-path model. Let us turn to the open-path communication model. Algorithm Approx_MBT can be generalized to give a good approximation scheme for the open-path broadcasting problem. It is easy to see that Lemma 4.3 holds even in the open-path model.

Lemma 4.6. Let $T$ be a tree rooted at $v$, with up to $k$ leaves. Then it is possible to broadcast a message from the root $v$ to all the vertices of the tree in the open-path model, in no more than $2 \cdot k+\log n$ time units.

Proof. We first recall the following fact, proven in [Far80].
Fact 4.7 [Far80]. Broadcasting in the open model on a path of $m$ vertices can be completed in $\lceil\log m\rceil$ time units.

To prove Lemma 4.6 we give a two-stage procedure. In the first stage we proceed in the following recursive fashion. As soon as a vertex $v^{\prime}$ is informed, it checks if the subtree $T_{v^{\prime}}$ rooted at it contains a vertex of degree at least 3 , i.e., with at least two children. If no such vertex exists (i.e., the subtree $T_{v^{\prime}}$ is a path), then $v^{\prime}$ does nothing. Otherwise, assume that the highest such vertex in the tree rooted at $v^{\prime}$ is $v^{\prime \prime}$. That is, the subtree $T_{v^{\prime}}$ is composed of a path connecting $v^{\prime}$ to $v^{\prime \prime}$, plus the subtree $T_{v^{\prime \prime}}$ (note that possibly $v^{\prime \prime}=v^{\prime}$ ). Then $v^{\prime}$ makes a long-distance call to all the children of $v^{\prime \prime}$, in arbitrary order.

It is easy to see that when this first stage is finished, the tree can be decomposed into a union of disjoint paths where for each path, one end vertex knows the message. During the second stage, each informed end vertex of each path informs the rest of the vertices in the path as in Fact 4.7.

In analyzing the delays occurring before a message reaches a leaf $u$, we separate our analysis to the first and second stages. This first stage is handled by a charging rule somewhat similar to that used in the proof of Lemma 4.4. Note that at each time step $t$, there is a unique ancestor $\operatorname{low}(u, t)$ of $u$ that is responsible for it, namely, the lowest ancestor currently holding the message. At time step $t$, $\operatorname{low}(u, t)$ sends the message to some child $v^{\prime \prime}$ of a vertex $v^{\prime}$ with at least two children. If $u$ does not belong to the subtree $T_{v^{\prime \prime}}$, charge a delay to an arbitrary leaf in $T_{v^{\prime \prime}}$. When the message is sent to a child $v^{\prime \prime}$ of a vertex $v^{\prime}$ such that $v^{\prime \prime}$ is a ancestor of $u$, charge the delay to $v^{\prime}$. Note that only leaves and vertices with degree at least 3 are charged, and none of them is charged more than once. The number of vertices of degree 3 or higher is no more than $k-2$; hence, the total delay in stage 1 is bounded by $2 \cdot k-2$.

In the second stage the broadcast takes place along vertex disjoint paths, each with no more than $n$ vertices. Hence by Fact 4.7 this stage can be completed in $\lceil\log n\rceil$ time units. In total, the communication delay is bounded by $2 \cdot k-2+\lceil\log n\rceil$.

This discussion motivates the following approach for approximating OMBT. First we define sets of representatives, $\left\{R_{1}, \ldots, R_{f}\right\}$, where $R_{1}=V,\left|R_{f}\right| \leq \log n$, and $f \leq \log n / \log \log n$. To each set $R_{j}$ and vertex $v \in R_{j}$ there is a corresponding tree $T_{j}^{v}$, containing at least $\lceil\log n\rceil$ vertices of $R_{j-1}$. The trees corresponding to different
vertices in $R_{j}$ are vertex disjoint.
The main algorithm operates in $f$ stages. The first stage informs the vertex set $R_{f}$. The algorithm then proceeds to inform the sets $R_{j}$ in reverse order of indices, i.e., at the end of stage $i$, the message is known by the set $R_{f-i+1}$, and the goal of the next stage is for $R_{f-i+1}$ to inform $R_{f-i}$.

We next present Procedure Choose_Rep, whose task is to choose the sets $R_{i}$ of representatives and the corresponding trees $T_{i}^{v}, v \in R_{i}$. After that, we give the main algorithm that uses Procedure Choose_Rep to approximate OMBT.

Throughout the execution of Procedure Choose_Rep we extract trees from $G$.
Procedure Choose_Rep
Input: A graph $G=(V, E)$ and a distinguished vertex $v_{0} \in V$.

1. $R_{1} \leftarrow V, i \leftarrow 1$.
2. repeat
(a) $\mathcal{C} \leftarrow\{V\}, R_{i+1} \leftarrow \emptyset$.
(b) while $\mathcal{C} \neq \emptyset$ do:
(i) Choose cluster $A \in \mathcal{C}$. Select $\lceil\log n\rceil$ vertices in $A \cap R_{i}$ arbitrarily, except that if $v_{0} \in A$, take $v_{0}$ as one of them. Let the chosen vertices be $v_{1}, \ldots, v_{\lceil\log n\rceil}$, such that we set $v_{1}=v_{0}$ if $v_{0} \in A$. Select in $A$ a subtree $T_{i}^{v_{1}}$ leading from $v_{1}$ to $\left\{v_{2}, \ldots, v_{\lceil\log n\rceil}\right\}$.
(ii) Extract $T_{i}^{v_{1}}$ from $A$.
(iii) Set $\mathcal{C} \leftarrow \mathcal{C} \cup\left\{B: B\right.$ is a connected component of $A \backslash T^{v_{1}},\left|B \cap R_{i}\right|>$ $\lceil\log n\rceil\}$.
end-while
(c) For every tree $T_{i}^{v_{1}}$ obtained in stage (b), add its root $v_{1}$ to $R_{i+1}$.
(d) $i \leftarrow i+1$.
until $\left|R_{i}\right| \leq\lceil\log n\rceil$.
Let us first state the following properties of Procedure Choose_Rep. The proof follows directly from the algorithm.

Claim 4.8. Let the number of stages in Procedure Choose_Rep be f. Then

1. $v_{0} \in R_{f}$,
2. $\left|R_{i}\right| \leq n / \log ^{i} n$, and
3. $f \leq(\log n / \log \log n)$.

We now proceed to define the main algorithm. Throughout the algorithm we maintain a set $R$ of informed vertices that equals $R_{j}$ for some $j$. The point is that $j$ decreases by one in each iteration, thus at the end $R=R_{1}=V$.

Algorithm Approx_OMBT
Input: A graph $G=(V, E)$ and a distinguished vertex $v_{0} \in V$.

1. Apply Procedure Choose_Rep on $G$ and $v_{0}$. Assume that the sets of representatives are $\left\{R_{1}, \ldots, R_{f}\right\}$.
2. Choose an arbitrary tree leading from $v_{0}$ to the other vertices of $R_{f}$, and inform all the vertices in $R_{f}$ using the scheme suggested in the proof of Lemma 4.6.
3. $R \leftarrow R_{f}, i \leftarrow f$.
4. repeat
(a) Each vertex $u \in R_{i}$ informs (in parallel) all the vertices in $T_{i}^{u}$ using the scheme suggested in the proof of Lemma 4.6.
(b) Let $G_{i}^{\prime}=G \backslash \bigcup_{u \in R_{i}} T_{i}^{u}$. Let $C_{1}^{i}, \ldots, C_{s}^{i}$ denote the clusters in the graph induced by $G_{i}^{\prime}$.
(c) The vertices $\bigcup T_{i}^{u}$ inform a vertex $v_{j}$ in $C_{j}^{i}$, for each $1 \leq j \leq s$, using a minimum control function computed by Procedure MWC, as in step 5 of Algorithm Approx_MBT.
(d) Choose for each $j$, a tree $T L_{j}$ leading from $v_{j}$ to the vertices in $R_{i-1} \cap C_{j}^{i}$.
(e) The vertices $v_{j}$ inform the vertices of $T L_{j}$ using the scheme of Lemma 4.6.
(f) $R \leftarrow R_{i-1}, i \leftarrow i-1$.
until $i=1$.
It is clear from the algorithm that when stage 4(e) of Algorithm Approx_OMBT is completed, all the vertices of $R_{i-1}$ know the message. It follows that at the end all the vertices are informed.

Theorem 4.9. Algorithm Approx_OMBT is a $O(\log n / \log \log n)$ approximation scheme for OMBT.

Proof. By the definition of Procedure Choose_Rep, $\left|R_{f}\right| \leq \log n$. Thus it follows by this fact and Lemma 4.6 that step 2 of Algorithm Approx_OMBT takes $O(\log n)$ time units. Let us now analyze the communication time of stages 4(a) to 4(e) for a fixed $i$. Since for every $u \in R_{i}$, every leaf in $T_{i}^{u}$ belongs to $R_{i-1}$ and $\left|T_{i}^{u} \cap R_{i-1}\right|=\lceil\log n\rceil$, it follows that the number of leaves in $T_{i}^{u}$ is bounded by $\lceil\log n\rceil$; thus, by Lemma 4.6 the communication time of informing the vertices of $T_{i}^{u}$ in step $4(\mathrm{a})$ is bounded by $O(\log n)$ time units. In step $4(\mathrm{c})$ the vertices in $\bigcup T_{i}^{u}$ inform a vertex of each clusters $C_{j}^{i}$. It follows by a similar argument to Lemma 4.3 that the number of time units is bounded by $b_{\text {op }}\left(v_{0}\right)$. Finally, it follows from step (b) of Procedure Choose_Rep that for every $j, C_{j}^{i} \cap R_{i-1} \leq \log n$; thus, by Lemma 4.6, step 4(e) takes no more than $O(\log n)$ time units. Summarizing, for a fixed $i$, the communication complexity of the scheme is bounded by $O\left(b_{\mathrm{op}}\left(v_{0}\right)+\log n\right)=O\left(b_{\mathrm{op}}\left(v_{0}\right)\right)$. By Claim 4.8, $f \leq \log n / \log \log n$. Hence the desired result follows.

Let us remark that we choose trees with $\lceil\log n\rceil$ leaves since this is the only lower bound known on the broadcasting time. If, however, it is known that for some particular family of input instances the broadcast time is bounded below by $n^{1 / k}$ for some $k$ smaller than $\log n / \log \log n$, then it is possible to construct trees with $n^{1 / k}$ leaves and get an $O(k)$-approximation scheme for $k<\log n / \log \log n$.
4.4. Broadcasting on random graphs. The method of Algorithm Approx_OMBT can be used to deal with the MBT problem as well. However, at each stage, broadcasting in a tree $T$ may take $O(\log n+h(T))$ time units, where $h(T)$ is the height of $T$. Since the diameter of a subcluster of a graph $G$ may largely increase, this may not be a good approximation scheme in the worst case.

However, it is instructive to consider the behavior of Algorithm Approx_OMBT on random inputs. Let us consider a random graph $G \in G_{n, p}$. The graph consists of $n$ vertices, where for each pair of vertices $v, w \in V$, the edge $(v, w) \in E$ is drawn with probability $p$, where $p$ is constant, $0<p<1$. It is well known that the diameter of each vertex-induced subcluster of $G_{p, n}$ is bounded by $O(\log n)$ with high probability [Bol85]. For such graphs the scheme of Algorithm Approx_MBT yields only an $O(\sqrt{n} / \log n)$ approximation ratio. In contrast, Algorithm Approx_OMBT is an $O(\log n / \log \log n)$ approximation scheme for random graphs with high probability.

Corollary 4.10. There exists a polynomial algorithm that broadcasts on a random graph $G \in G_{n, p}$ in no more then $O(\log n / \log \log n) \cdot b(G)$ time units with high probability.
5. Separator-based strategies for broadcasting. An important method for dealing with optimization problems on graphs is the divide-and-conquer approach
[AHU74]. The idea is to find a small set of vertices whose removal splits the graph into connected components of roughly equal size and then to solve the problem recursively by handling each of the components separately. Unfortunately, general graphs do not necessarily have small separators. However, some important families of graphs do. The notion of a separator is formalized in the following definition.

Definition 5.1 Let $\varphi(n)$ be a nondecreasing function, and let $y$ and $\rho$ be fixed numbers such that $0<\rho<1$.

1. A graph $G=(V, E)$ has a $\langle\rho, y\rangle$-separator if there exists a set $S \subset V$ such that the removal of $S$ leaves no connected component of size greater than $\rho \cdot n$, and $|S| \leq y$.
2. A graph $G=(V, E)$ is $\langle\rho, \varphi(n)\rangle$-separable if every vertex-induced subgraph $G^{\prime} \subset G$ of $n^{\prime}$ vertices has a $\left\langle\rho, \varphi\left(n^{\prime}\right)\right\rangle$-separator.
Given a $\langle\rho, \varphi(n)\rangle$-separable graph, denote the corresponding separator of every subgraph $G^{\prime}$ by $\operatorname{sep}\left(G^{\prime}\right)$. This section examines the idea of using the separability property of a graph in order to achieve fast approximation schemes for broadcasting.
5.1. Broadcasting schemes for separable graphs. In order to develop a separator-based broadcasting scheme, we first need to generalize Lemma 4.3. Suppose that a graph $G$ contains a set $V_{0}$ of informed vertices. Denote the clusters created when extracting $V_{0}$ from the graph by $C_{1}, \ldots, C_{k}$. Choose for each $C_{i}$ an arbitrary nonempty subset $C_{i}^{\prime} \subset C_{i}$. We can use the fact that in broadcasting it is necessary to inform the vertices of $C_{i}^{\prime}$ to achieve a lower bound on the best possible time for broadcasting. As before, we use Procedure MWC developed in §3.2. Let us first define a MWC instance $B^{\prime}=\operatorname{MWC}\left(V_{0},\left\{C_{1}^{\prime}, \ldots, C_{k}^{\prime}\right\}\right)$ as follows.
3. Form the control graph $D_{V_{0}, G}$ of $V_{0}$ in $G$.
4. Put weights on the edges as follows. For an arbitrary vertex $v \in V_{0}$ connected to a vertex in $C_{i}$, choose a vertex $v^{\prime} \in C_{i}$ connected to $v$ that is closest to the set $C_{i}^{\prime}$. Attach a weight $d_{C_{i}}^{v} \equiv \operatorname{dist}\left(v^{\prime}, C_{i}^{\prime}\right)$ to the edge $\left(v, C_{i}\right)$.
(Note that in Lemma 4.3 the construction is similar, except that we choose as subset $C_{i}^{\prime}=C_{i}$, for every $i$.) We make the following claim.

Lemma 5.2. If $F$ is a minimal control function for $B^{\prime}$, then $\mathcal{W}(F) \leq b\left(V_{0}, G\right)$.
Proof. First we argue the following technical claim, implicitly used also in [SCH81].

Claim 5.3. Let $d_{i}, t_{i} \in \mathbb{Z}^{+}$, for $1 \leq i \leq k$, such that $d_{k} \leq d_{k-1} \leq \cdots \leq d_{1}$, and the $t_{i}$ 's are all distinct. Then $\max _{i}\left\{i+d_{i}\right\} \leq \max _{i}\left\{t_{i}+d_{i}\right\}$.

To any communication scheme from a base set $V_{0}$ such that $\left|V_{0}\right|>1$, there is a corresponding spanning forest of $G$, where each tree in the forest is rooted at a vertex $v$ of $V_{0}$ and represents the set of edges that carried the message from $v$ (i.e., the nodes of the tree are those that received their copy of the message along a path originating at $v$ ). Assume that $S$ is an optimal communication scheme for broadcasting from the base set $V_{0}$. Denote the forest corresponding to $S$ by $\mathcal{F}$. Every vertex $v \in V_{0}$ that sends the message to some vertex in one of the $C_{i}$ clusters roots a tree $T_{v} \in \mathcal{F}$. Let us define a function $F^{\prime}:\left\{C_{1}, \ldots, C_{k}\right\} \rightarrow V_{0}$ as follows. Pick a vertex $w_{i} \in C_{i}^{\prime}$ that is among the first in $C_{i}^{\prime}$ to receive the message (breaking ties arbitrarily). Suppose that $w \in T_{v}$; then set $F^{\prime}\left(C_{i}\right)=v$. Now consider a vertex $v \in V_{0}$ that dominates a nonempty set of clusters. Say that $v$ controls $C_{i}$ (i.e., $F^{\prime}\left(C_{i}\right)=v$ ), and assume that $u_{i}$ is the (unique) child of $v$ in $T_{v}$ that is an ancestor of $w_{i}$. Clearly, we can assume that $u_{i} \in C_{i}$.

Say that $v$ sends the message to $u_{i}$ at time $t_{i}$. The time that passes before $u_{i}$ can inform any vertex in $C_{i}^{\prime}$ (specifically $w_{i}$ ) is at least $d\left(u_{i}, C_{i}\right)$, thus by the fact that $w_{i}$
is one of the first vertices in $C_{i}^{\prime}$ that received the message, $t_{i}+\operatorname{dist}\left(u, C_{i}\right) \leq b\left(V_{0}, G\right)$, thus $t_{i}+d_{C_{i}}^{v} \leq b\left(V_{0}, G\right)$, and so

$$
\max _{i}\left\{t_{i}+d_{C_{i}}^{v}\right\} \leq b\left(V_{0}, G\right) .
$$

Thus from Claim 5.3 we deduce that

$$
\max _{i}\left\{i+d_{C_{i}}^{v}\right\} \leq b\left(V_{0}, G\right) .
$$

Since this holds for every vertex, we conclude $\mathcal{W}\left(F^{\prime}\right) \leq b\left(V_{0}, G\right)$. Since $F$ is a minimum control function, $\mathcal{W}(F) \leq \mathcal{W}\left(F^{\prime}\right) \leq b\left(V_{0}, G\right)$.

Note that we can use an algorithm similar to Algorithm BES of $\S 3.3$ to establish the following fact.

Fact 5.4. In the above scenario, it is possible to inform at least one vertex in $C_{i}^{\prime}$, for every $i$, in no more than $\mathcal{W}(F)$ time units.

It is possible to use Fact 5.4 in order to construct schemes for broadcasting from a distinguished vertex $v$ in a graph with a "small" separator. Let $G$ be a $\langle\rho, \varphi(n)\rangle$ separable graph. Throughout the run, the set $V_{0}$ will denote the set of already informed vertices.

## Algorithm Approx_Sep

1. $V_{0} \leftarrow\{v\}$.
2. Construct a separator $\operatorname{sep}(G)$ for $G$.
3. Build an arbitrary tree $\operatorname{SPT}(v, \operatorname{sep}(G))=\left(V_{1}, E_{1}\right)$ rooted at $v$ and leading to the members of $\operatorname{sep}(G)$. Broadcast the message to the vertices of the tree using the OT scheme.
4. $V_{0} \leftarrow V_{0} \cup V_{1}$.
5. Repeat
(a) Assume the clusters formed when extracting $V_{0}$ from the graph are $C_{1}, \ldots$, $C_{k}$. Each $C_{i}$ has a separator $\operatorname{sep}\left(C_{i}\right)=C_{1}^{i} \cup C_{2}^{i} \cup \cdots \cup C_{l_{i}}^{i}$, where $C_{1}^{i}, C_{2}^{i}, \ldots$, $C_{l_{i}}^{i}$ are $\operatorname{sep}\left(C_{i}\right)$ 's connected components.

## repeat

(i) For each $i$ pick the lowest index $j(i)$ that has not been chosen yet (for $i)$.
(ii) Build the instance $B^{\prime}=\operatorname{MWC}\left(V^{\prime},\left\{C_{j(i)}^{i}: 1 \leq i \leq k\right\}\right)$ of the MWC problem, as described.
(iii) Compute a minimum control function $F$ for $B^{\prime}$ using Procedure MWC.
(iv) Send the message to at least one vertex of $C_{j(i)}^{i}$ for every $i$ and $j$, using the minimal function $F$ and the scheme suggested in Fact 5.4.
until the $C_{j}^{i}$ 's clusters are exhausted for every $i$ and $j$.
(b) For every $i$ and $j$, broadcast (in parallel) the message within $C_{j}^{i}$ using the best known scheme for $C_{j}^{i}$. (If no good known scheme exists for the kind of graph $C_{j}^{i}$ is, broadcast using an arbitrary tree.)
(c) $V_{0} \leftarrow V_{0} \cup \operatorname{sep}\left(C_{1}\right) \cup \cdots \cup \operatorname{sep}\left(C_{k}\right)$.

Until $V_{0}=V$.
It is easy to see that when Algorithm Approx_Sep terminates, all the vertices in $V$ are informed.

Lemma 5.5. On a $\langle\rho, \varphi(n)\rangle$-separable graph, Algorithm Approx_Sep terminates the broadcast process from a vertex $v$ in $O(\log n) \cdot \varphi(n) \cdot b(v)$ time units.

Proof. Clearly, the number of times the external loop is performed, is bounded by $O(\log n)$. Stage 3 takes no more than $\varphi(G)+\operatorname{Diam}(v)$ time units. We next must bound the number of times that the internal loop is performed. Note that this number is bounded by the maximal number of connected components of the separator sep $(C)$ of any of the clusters $C$. Further, note that after the external loop has been executed $i$ times, the size of any separator of any cluster $C$ is bounded by $\varphi\left(\rho^{i} \cdot n\right) \leq \varphi(n)$. Thus, the number of connected components in the graph induced by $\operatorname{Sep}(C)$ is also bounded by $\varphi(n)$. Thus every internal loop is carried out for no more than $\varphi(n)$ times.

Next we bound the maximal time taken by each iteration of the internal loop. By Lemma 5.2 and Fact 5.4, each execution of the repeat loop of stages 5(a)(i)-(iii) takes no more than $b\left(V_{0}, G\right) \leq b(v, G)$ time units. Thus the total time spent in stages $5(\mathrm{a})(\mathrm{i})$-(iii) (which is no more than the number of external loops times the number of internal loops times the maximum time taken by an execution of an internal stage) is bounded by $O(\log n) \cdot \varphi(n) \cdot b_{\mathrm{op}}(v)$.

We now bound the number of time units spent in step 5(b). After the external loop took place $i$ times, the size of the separator and, hence, the size of every connected component of a separator are bounded by $\varphi\left(\rho^{i} \cdot n\right) \leq \varphi(n)$. Thus this is also a bound on the time spent in step $5(\mathrm{~b})$, for a fixed $i$. Summing up this bound for every $i$, we conclude that the total time spent in step $5(\mathrm{~b})$ is bounded by

$$
\sum_{1 \leq i \leq O(\log n)} \varphi\left(\rho^{i} \cdot n\right) \leq O(\varphi(n) \cdot \log n)
$$

Thus, in total, the broadcast time is bounded by $O(\log n) \cdot \varphi(n) \cdot b(v, G)$.
Further, it can be shown that if we can assure that every separator $\operatorname{sep}(C)$ is connected and $b(\operatorname{sep}(C)) \leq k$ for some integer $k<\varphi(n)$, then the bound is improved to

$$
\begin{equation*}
O(\log n) \cdot(b(v)+k) \tag{1}
\end{equation*}
$$

Theorem 5.6. Algorithm Approx_Sep is an $O(\log n) \cdot \varphi(n)$-approximation scheme over $\langle\rho, \varphi(n)\rangle$-separable graphs.
5.2. Applications. In this subsection we give some examples of graph families for which Algorithm Approx_Sep can be applied. The first example is that of chordal graphs. A chord in a cycle of at least four vertices is an edge connecting two vertices that are not adjacent in the cycle. A chordal graph is a graph with the property that every cycle of four vertices or more has a chord. The following theorem is shown in [GRE84] regarding chordal graphs.

Theorem 5.7 [GRE84]. Every n-vertex chordal graph $G$ contains a (polynomially computable) maximal clique $C$, such that if the vertices in $C$ are deleted from $G$, every connected component in the graph induced by any of the remaining vertices is of size at most $n / 2$.

An $O(|E|)$-time algorithm for finding a separating clique that satisfies the condition of the theorem is also given in [GRE84].

Thus chordal graphs always have separating sets that are connected (and moreover, are cliques). Since it is possible to broadcast a message in a clique of $m$ vertices in $\lceil\log m\rceil$ time units, it follows from (1) that the time needed to broadcast in a chordal graph using the scheme of Algorithm Approx_Sep is no more than

$$
\log n \cdot(b(v, G)+\lceil\log n\rceil)+\operatorname{Diam}(v)
$$

Consequently, Algorithm Approx_Sep is a $(2 \log n+1)$-approximation scheme for broadcasting in chordal graphs.

Corollary 5.8. There exists a polynomial $(2 \log n+1)$-approximation scheme for broadcasting on chordal graphs.

A second example is the family of a $c$-separable graphs, consisting of graphs for which $\varphi(n)=c$ for some constant $c$. These graphs were considered, for instance, in [FJ90]. It follows from Theorem 5.6 that Algorithm Approx_Sep is an $O(\log n)$ approximation scheme for broadcasting in such graphs.

We now present two examples of $O(1)$-separable graph families. The class of $k$-outerplanar graphs is defined as follows. Consider a plane embedding of a planar graph. The nodes on the exterior face are termed layer 1 nodes. For $i>1$, the layer $i$ nodes are those that lie on the exterior face of the embedding resulting from the deletion of all layer $j$ nodes, $j<i$. A plane embedding is $k$-outerplanar if it contains no node with layer number larger than $k$. A planar graph is $k$-outerplanar if it has a $k$-outerplanar embedding. A graph is called outerplanar if it is a 1-outerplanar graph, i.e., a graph that can be embedded in the plane such that all the vertices lie on one face [Har69].

In [FJ90], Frederickson and Janardan show that any $k$-outerplanar graph is $\langle 2 / 3,2 \cdot k\rangle$-separable. An $O(n)$-time algorithm to find the separator is given in [FJ90]. Thus Algorithm Approx_Sep can be used to broadcast in a $k$-outerplanar graph achieving an $O(k \log n)$-approximation scheme. Thus we have the following theorem.

Theorem 5.9. There exists an $O(k \log n)$-approximation scheme for broadcasting on a $k$-outerplanar graph.

Corollary 5.10. There exists a polynomial $O(\log n)$-approximation scheme for broadcasting on the family of outerplanar graphs.

The third example is the well-known family of series-parallel graphs. Two edges in a graph are in "series" if they are the only edges incident to a node and "parallel" if they join the same pair of nodes. The definition of a series-parallel graph is recursive. First, an edge is a series-parallel graph. Next, the graph obtained by replacing any edge in a series-parallel graph either by two series edges (adding a vertex) or by two parallel edges is series-parallel. In [FJ90] it is shown that every series-parallel graph is $\langle 2 / 3,2\rangle$-separable and the separator can be found in $O(n)$ time. Thus Algorithm APPROX_SEP is a polynomial $O(\log n)$-approximation algorithm for broadcasting on a series-parallel graph.

Theorem 5.11. There exists a polynomial $O(\log n)$-approximation scheme for broadcasting on a series-parallel graph.

The last example is of the family of bounded-face planar graphs. The size of a face of a planar graph is the number of vertices in the face, counting multiple visits when traversing the boundary (cf. [Mil86]). The following theorem is shown in [Mil86].

Theorem 5.12 [Mil86]. Every planar graph with bounded-face size is $\langle 2 / 3$, $O(\sqrt{n})\rangle$-separable, and the separator can be chosen to be a simple cycle or a single vertex.

A linear time algorithm to find the separating cycle or vertex is also given in [Mil86]. We use this to derive the following theorem.

Theorem 5.13. There exists an $O\left(n^{1 / 4} / \sqrt{\log n}\right)$-approximation scheme for broadcasting on bounded-face planar graphs.

Proof. Use the algorithm of [Mil86] to compute the separators needed for Algorithm Approx_Sep. At each step of Algorithm Approx_Sep, if the separator is a cycle, instead of broadcasting to all the vertices of the cycle separator, choose arbitrarily a "starting" vertex in the cycle and give it an index 1 , while giving indices to


Fig. 3. A tree of cliques (TOC) G. The large circles represent the vertices $\tilde{V}$ of the corresponding tree $T(G)$.
the rest of the vertices in increasing order, according to their clockwise position.
Broadcast the message to every vertex whose index is congruent to $1 \bmod \left\lceil n^{1 / 4}\right.$. $\sqrt{\log n}\rceil$, in every separating cycle. The number of recipients of the message in each cycle is $O\left(n^{1 / 4} / \sqrt{\log n}\right)$. This is done as in Algorithm Approx_Sep by using the technique for MWC problems. After the corresponding cycle vertices get the message, they can clearly inform the rest of the cycle vertices in no more than $O\left(n^{1 / 4} \cdot \sqrt{\log n}\right)$ time units. Finally note that informing the vertices of the first cycle, i.e., the cycle separator of the graph itself, can be done in similar way. The broadcast time using this scheme is no more than

$$
\begin{aligned}
& \sum_{i=1}^{\log _{3 / 2} n} O\left(\left(\frac{2}{3}\right)^{i} \cdot \frac{n^{1 / 4}}{\sqrt{\log n}}\right) \cdot b(v)+\sum_{i=1}^{\log _{3 / 2} n}\left(\frac{2}{3}\right)^{i} \cdot n^{1 / 4} \sqrt{\log n} \\
& \quad+O\left(n^{1 / 4} \sqrt{\log n}\right)+\operatorname{Diam}(G)=O\left(n^{1 / 4} / \sqrt{\log n}\right) \cdot b(v)
\end{aligned}
$$

This is slightly better than the result given for general graphs in Theorem 4.5 (in the worst case).
6. Broadcasting in a tree of cliques. In this section we present a broadcast scheme for graphs that are in a "tree of clusters" form. We illustrate this method by giving an approximation scheme for a special kind of graph family called trees of cliques, generalizing the family of trees.

### 6.1. Trees of cliques.

Definition 6.1 (see Fig. 3). A graph $G=(V, E)$ is a tree of cliques (TOC) if

1. the vertex set $V$ can be decomposed into a disjoint union of sets $C_{1}, \ldots, C_{k}$ such that each $C_{i}$ induces a clique (i.e., a complete graph) in $G$, and
2. the auxiliary graph $T(G)=(\tilde{V}, \tilde{E})$ whose vertices are $\tilde{V}=\left\{C_{1}, \ldots, C_{k}\right\}$ and whose edges are

$$
\tilde{E}=\left\{\left(C_{i}, C_{j}\right): \text { there is an edge }\left(v_{i}, v_{j}\right) \in E, \text { for } v_{i} \in C_{i}, v_{j} \in C_{j}\right\}
$$

is a tree.
To broadcast a message from a vertex $v$ in a TOC, we use the following idea. In order to deliver the message between vertices of different cliques (i.e., from cliques to their clique children), we use the techniques developed for MVWC problems. It follows
that the total broadcast complexity spent while delivering a message between cliques is bounded by $O(b(v))$. We can achieve an efficient method, since there is an efficient method for message delivery in a clique. We then develop an alternative method for delivering the message inside the cliques. In this method, every vertex participates in the message delivery in its clique only for a small (fixed) number of rounds and is thus free sooner to help in sending the message down the tree to its clique children. Using this method we establish some improved bounds in restricted cases.
6.2. The broadcast scheme. Let $G$ be a TOC. The notions of child, parent, height, and so on are defined in $G$ as in the tree $T(G)$; specifically, the parent of a clique $C$ is denoted by $p(C)$, the height of a rooted TOC $G$ is denoted by $h(G)$, the subtree rooted at a given clique $C$ is denoted by $G_{C}$, and $T(G)_{C}$ is defined accordingly.

Let $G$ be a rooted TOC. The parent index, $P I(C)$, of a nonroot clique $C$ in $G$ is defined to be the number of vertices in $C$ that are connected to at least one vertex in the parent clique $p(C)$. The parent index of the root is defined to be 1 . Similarly the child index, $\mathrm{CI}(C)$, of a nonleaf clique $C$ is the number of vertices in $C$ that are connected to at least one of the vertices of the children of $C$.

A TOC $G$ is parent $c$-restricted if it is possible to root $G$ at a clique $C$ such that $P I\left(C^{\prime}\right) \leq c$ for every clique $C^{\prime}$. Note that the fact that a TOC is parent $c$-restricted does not preclude the possibility that every vertex in $P(C)$ will have an arbitrarily large (total) number of adjacent vertices in the clique children. A child c-restricted TOC is defined similarly. Note that if a TOC is child $c$-restricted, there are no more than $c$ vertices in $p(C)$ that can inform the vertices in its clique children. It follows that it seems easier to approximate the broadcast problem on a TOC if it is child $c$-restricted than if it is parent $c$-restricted.

We next give a broadcast scheme on a TOC. We assume that the clique partition of the TOC is given. Before presenting the approximation algorithm, let us give two definitions. The first definition is of the rank of a clique $C$ in a rooted TOC $G$. This definition induces a definition of a controlling vertex $\tilde{F}(C)$ of $C$, such that $\tilde{F}(C) \in p(C)$, for any nonroot clique $C$. Recall that for a clique $C$ in the tree, $T_{C}$ is the subtree rooted by $C$.

Definition 6.2. Define $\operatorname{rank}(C)=0$ for a leaf $C$ in $G$. Define inductively the rank of a nonleaf clique $C$ in $T(G)$ as follows.

1. Form the control graph $D_{C, T_{C}}=\left(V_{1}, V_{2}, A\right)$ of $C$ in $T(G)_{C}$.
2. Compute recursively the ranks of the children of $C$.
3. Set $\operatorname{rank}(C)=\mathcal{W}(F)$, where $F$ is the minimal function with respect to the $M V W C$ problem resulting by the construction of step 1 taking the weight of a clique child vertex $C^{\prime}$ to be $\omega\left(C^{\prime}\right)=\operatorname{rank}\left(C^{\prime}\right)$.
4. Define $\tilde{F}\left(C^{\prime}\right)=F\left(C^{\prime}\right)$, for every child $C^{\prime}$ of $C$.

This definition of rank tries to capture the minimal degrees needed for the cliques to control their clique children. It also identifies those vertices that dominate children cliques in the TOC. Denote

$$
\operatorname{Dom}(C)=\left\{w \in C: \text { there exists a child } C_{i} \text { of } C \text { such that } \tilde{F}\left(C_{i}\right)=w\right\}
$$

Our second definition concerns the degree of cliques in the TOC and attempts to capture the number of vertices there are in a subtree rooted at a clique $C$.

Definition 6.3. Let $G$ be a rooted TOC. The degree of a leaf $C$ in $G$ is $\operatorname{deg}(C)=$ 0 . The degree of a nonleaf clique $C$ in $T(G)$ is defined recursively as follows:

1. Compute the degrees of $C$ 's children in $G$.
2. Let $C_{1}, \ldots, C_{k}$ denote $C$ 's children in $G$, ordered by nonincreasing degrees, i.e., $\operatorname{deg}\left(C_{i}\right) \geq \operatorname{deg}\left(C_{i+1}\right)$ for every $i$.
3. Define $\left.\operatorname{deg}(C)=\max _{i}\{\lceil\log \lceil i / P I(C)\rceil)\rceil+\operatorname{deg}\left(C_{i}\right)\right\}$.

Let us now describe a scheme called the Fibonacci method, for message dissemination within a clique. In this scheme we try to save time in informing the vertices within the clique so that a vertex will be able to start sooner to deliver the message to its clique children. Let $v_{1}, \ldots, v_{k}$ be $k$ vertices in a clique $C$. We assume that $C$ contains an informed vertex $v_{0}$. Our goal is to broadcast the message from $v_{0}$ to $\left\{v_{1}, \ldots, v_{k}\right\}$. This is done as follows:

1. In the first two steps, $v_{0}$ sends the message to $v_{1}$ and $v_{2}$.
2. Now define a delivery scheme for $v_{i}, i \geq 2$, as follows: each vertex $v_{i}$ spends the first two rounds after it gets the message on delivering the message within the clique. The delivery scheme prefers vertices $v_{m}$ with lower index. In each round $j$, the $l$ vertices that are required to participate in the delivery within the clique in this round send the message to the next lowest index $l$ vertices among $\left\{v_{1}, \ldots, v_{k}\right\}$ that did not get the message yet.
For instance, in round $3, v_{1}$ and $v_{2}$ send the message to $v_{3}$ and $v_{4}$; in round 4 , $v_{1}, v_{2}, v_{3}, v_{4}$ send the message to $v_{5}, v_{6}, v_{7}, v_{8}$; and in round $5, v_{2}, \ldots, v_{8}$, send the message to $v_{9}, \ldots, v_{15}$.

Let $G$ be a TOC, and let $C_{0}$ be a clique in $G$ and $v_{0} \in C_{0}$ a distinguished vertex. The goal is to broadcast the message from $v_{0}$ to all the vertices in $G$. We next give two recursive approximation algorithms for the problem.

Algorithm Approx_TOC ${ }_{2 \mathrm{a}}$
Input: A TOC $G$ and a root clique $C_{0}$ and an informed vertex $v_{0} \in C_{0}$.

1. Compute ranks and define a dominating vertex $\tilde{F}\left(C_{i}\right) \in C$ for any clique children $C_{i}$ of any clique $C \in G$ as indicated by Definition 6.2, using Algorithm MVWC.
2. As soon as a clique $C$ contains an informed vertex $v \in C, v$ sends the message to all the vertices in the clique $C$, using an optimal procedure for the clique.
3. Each vertex $w \in \operatorname{Dom}(C)$ starts sending the message to a single arbitrary vertex in each of the cliques it controls. The delivery is performed in nonincreasing order of ranks; i.e., if $\operatorname{rank}\left(C^{\prime}\right)>\operatorname{rank}\left(C^{\prime \prime}\right)$, then $w$ sends the message to a vertex in $C^{\prime}$ before it sends it to a vertex in $C^{\prime \prime}$.

Next, let us modify Algorithm Approx_TOC $\mathrm{La}_{\mathrm{a}}$ to get Algorithm Approx_TOC $\mathrm{Tb}_{\mathrm{b}}$. Instead of delivering the message within the clique using all the vertices through the entire process, as done in step 2 of Algorithm Approx_TOC ${ }_{2 \mathrm{a}}$, we use the Fibonacci delivery scheme. Thus in Algorithm Approx_TOC ${ }_{2 b}$ step 2 is replaced by the following step:
2. Let $C$ be a clique in $G$ containing an informed vertex $v \in C$. Assume that $\operatorname{Dom}(C)=\left\{v_{1}, \ldots, v_{k}\right\}$. For every vertex $v_{i}$, let $C_{\max }\left(v_{i}\right)$ be the clique dominated by $v_{i}$ with maximal degree. Assume without loss of generality that for every $i, \operatorname{deg}\left(C_{\max }\left(v_{i}\right)\right) \geq \operatorname{deg}\left(C_{\max }\left(v_{i+1}\right)\right)$. Apply the Fibonacci delivery method within the clique, from the informed vertex $v$ to $\left\{v_{1}, \ldots, v_{k}\right\}$.
It is easy to see that when the execution of this modified version of Algorithm Approx_TOC $2_{2 a}$ terminates, every clique contains at least one informed vertex (however, not necessarily all the vertices in all the cliques are informed, since in any clique a vertex is informed only if it controls a nonempty set of children cliques). Thus to terminate the broadcast, in every clique the informed vertices deliver (in paral-
lel) the message to the rest of the vertices in the clique, using the optimal delivery procedure for the clique. We call this modified version of the algorithm Algorithm Approx_TOC $\mathrm{Cb}_{\mathrm{b}}$.
6.3. The broadcast complexity of the scheme. We now analyze the broadcast complexity of the scheme. Before stating the next claim, which speaks about the Fibonacci delivery method, recall the sequence of Fibonacci numbers defined as follows: $z_{1}=z_{2}=1, z_{i+2}=z_{i+1}+z_{i}$ for $i \geq 1$ (cf. [HW56]).

Lemma 6.4. Let $C$ be a clique, and suppose that $v, v_{1}, \ldots, v_{k} \in C$ and $v$ uses the Fibonacci method to send a message to $v_{1}, \ldots, v_{k}$. Then $i$ rounds after $v_{1}$ receives the message from $v$, there are exactly $z_{i+2}$ informed vertices in $\left\{v_{1}, \ldots, v_{k}\right\}$.

Proof. The claim holds for $i=1, i=2$, and $i=3$ by a direct inspection. Now assume it is true for $i \geq 3$ and that at times $i-2, i-1$, and $i$ the number of informed vertices in $\left\{v_{1}, \ldots, v_{k}\right\}$ is $z_{i}, z_{i+1}$, and $z_{i+2}$, respectively.

The number of vertices that delivered the message only once within the clique is $z_{i+1}-z_{i}$. The number of vertices that have not yet broadcast the message at all is $z_{i+2}-z_{i+1}$. Thus the total number of informed vertices in the next round is $z_{i+2}+\left(z_{i+2}-z_{i+1}\right)+\left(z_{i+1}-z_{i}\right)=z_{i+2}+z_{i+1}=z_{i+3}$.

Let us now study the time needed to inform $k$ vertices $v_{1}, \ldots, v_{k}$ in the Fibonacci method. Since $z_{i}=\left(((1+\sqrt{5}) / 2)^{i}-((1-\sqrt{5}) / 2)^{i}\right) / \sqrt{5}(\mathrm{cf}.[\mathrm{HW} 56])$,

$$
z_{i} \geq \frac{\left.((1+\sqrt{5}) / 2)^{i} / \sqrt{5}\right)-1}{\sqrt{5}}
$$

Thus the number of rounds before $v_{i}$ is informed in the Fibonacci scheme is no greater than $\lceil 1.441 \cdot \log i\rceil+2$.

We now make the following claim.
Lemma 6.5. For any tree of cliques $G=(V, E)$ rooted at a clique $C_{0}, \operatorname{rank}\left(C_{0}\right) \leq$ $b\left(C_{0}, G\right)$.

Proof. We prove the lemma by induction on the height of the TOC. If $h(T(G))=0$ the claim holds trivially since $\operatorname{rank}(C)=0$. Assume the claim for height $k$. Consider a tree of height $k+1$. Assume that the children of $C_{0}$ in $T(G)$ are $C_{1}, \ldots, C_{l}$. Consider an optimal scheme $S$ for broadcasting from the base set $C$. For each clique $C_{i}$ choose a vertex $v_{i} \in V$ that is among the first vertices that transmit the message to a vertex in $C_{i}$. Since the clusters $C_{i}$ are independent, all of the selected vertices $v_{i}$ are in $C_{0}$. We have defined a function $F^{\prime}$ from the children of $C$ to the vertices of $C$. Denote the subtree corresponding to $C_{i}$ by $T_{i}$ and the corresponding subgraph of $G$ by $G_{i}$.

Assume that $v$ is first to deliver the message to the cliques $C_{1}^{\prime}, \ldots, C_{j}^{\prime}$, that $F^{\prime}\left(C_{i}^{\prime}\right)=v$ for every $i$, and without loss of generality that the cliques $C_{i}^{\prime}$ are arranged by nonincreasing order of ranks. Further, assume that $v$ delivers the message to a vertex in $C_{i}^{\prime}$ at time $t_{i}$. We claim that

$$
\max _{i}\left\{t_{i}+b\left(C_{i}^{\prime}, G_{i}\right)\right\} \leq b(C, G)
$$

since $t_{i}$ is the first time that a subset of the vertices of $C_{i}^{\prime}$ receive the message. Thereafter they must deliver the message to the rest of the vertices of $G_{i}$, and this clearly takes at least $b\left(C_{i}^{\prime}, G_{i}\right)$ time units. Since $h\left(G_{i}\right) \leq k$ for every $i$, by the induction hypothesis,

$$
\max _{i}\left\{t_{i}+\operatorname{rank}\left(C_{i}^{\prime}\right)\right\} \leq b(C, G) .
$$

By Lemma 5.3,

$$
\max _{i}\left\{i+\operatorname{rank}\left(C_{i}^{\prime}\right)\right\} \leq b(C, G)
$$

Since this is true for any vertex $v, \mathcal{W}\left(F^{\prime}\right) \leq b(C, G)$. Thus it follows from Definition 3.1 plus the fact that $\operatorname{rank}\left(C_{0}\right)$ is the weight of the minimal function that $\operatorname{rank}(C) \leq$ $b\left(C_{0}, G\right)$.

Lemma 6.6. Let $G$ be a TOC rooted at $C_{0}$ and $v_{0}$ a vertex in $C_{0}$. Then $\operatorname{deg}(C) \leq$ $b(v)$.

Proof. Consider an optimal scheme $S$ for broadcasting from $v$ in $G$. At the first round to where a vertex of a clique $C^{\prime}$ in $G$ receives the message, there are at most $q=P I\left(C^{\prime}\right)$ informed vertices in $C^{\prime}$. Note that the vertices of $T_{C^{\prime}}$ cannot receive the message through any alternative route other than via the vertices adjacent to $p\left(C^{\prime}\right)$; it follows by the doubling argument of Fact 2.5(1) that for any $l>q$, it will take at least $\lceil\log (l / q)\rceil$ rounds until $l$ vertices of $T_{C^{\prime}}$ are informed. Suppose that $C^{\prime}$ has $l$ children $C_{1}, \ldots, C_{l}$ ordered by nonincreasing order of degrees. For any $l, 1 \leq l \leq j$, the first time that all the first $l$ cliques $C_{1}, \ldots, C_{l}$ contain an informed vertex is at least $t_{0}+\lceil\log l / q\rceil$. The rest of the proof follows in a straightforward way by induction on $h(G)$.

We are ready to analyze the complexity of the broadcast scheme. Let us divide the delays encountered by a message before it reaches a vertex in some leaf clique $C^{\prime}$ into the following two possible types:

1. Delays encountered when a predecessor clique $C^{\prime \prime}$ of $C^{\prime}$ delivers the message to another subtree rather than the one containing $C^{\prime}$, and
2. Delays encountered by the message when it is being broadcast within a predecessor clique of $C^{\prime}$.

We bound delays of the first type by proving the following (where $v_{0}$ is the originator of the message.)

Lemma 6.7. There are no more than $b\left(v_{0}\right)-d\left(C_{0}, C^{\prime}\right)$ delays of the first type, where $d\left(C_{0}, C^{\prime}\right)$ is the distance between $C_{0}$ and $C^{\prime}$ in the tree $T(G)$.

Proof. The proof follows by Lemma 6.5 and straightforward induction on $h(T(G))$.

We now consider second-type delays. Let us first analyze the number of such delays in Algorithm Approx_TOC ${ }_{2 \mathrm{a}}$. In this case, the number of type 2 delays encountered by a message before it reaches a leaf $C^{\prime}$ is bounded by $\sum_{i}\left\lceil\log C_{i}\right\rceil$, where $C_{i}$ is the $i$ th clique in the path connecting $C$ and $p\left(C^{\prime}\right)$ in $T(G)$. If there are $h$ cliques in the path, then the number of type 2 delays is bounded by $h \cdot \log (n / h)$.

Since both $\log n$ and $h$ are lower bounds on the broadcast time, the worst case is when $h=\log n$, and in this case the number of type 2 delays is bounded by $\log n$. $(\log n-\log \log n)$. Thus we have the following theorem.

Theorem 6.8. Algorithm Approx_TOC 2 a is an additive $\log n \cdot(\log n-\log \log n)$ approximation scheme for broadcasting in a TOC.

Let us now analyze the situation in Algorithm Approx_TOC 2b $^{\mathrm{b}}$. Let $C_{1}, \ldots, C_{l}$ be the children of $C$, ordered by nonincreasing order of degrees, and let $\operatorname{Dom}(C)=$ $\left\{v_{1}, \ldots, v_{k}\right\}$. Assume without loss of generality that the vertices $v_{i}$ are ordered such that $\operatorname{deg}\left(C_{\max }\left(v_{i}\right)\right) \geq \operatorname{deg}\left(C_{\max }\left(v_{i+1}\right)\right)$ for every $i$. Since $C_{i}$ is dominated by one of the first $i$ vertices, the number of type 2 delays encountered by the message before it
is sent to $C_{i}$ is no more than

$$
\begin{aligned}
1+\lceil 1.441 \cdot \log i\rceil+2+2= & \left(\lceil 1.441 \cdot \log i\rceil-\left\lceil 1.441 \cdot \log P I\left(C_{i}\right)\right\rceil\right) \\
& +\left\lceil 1.441 \cdot \log P I\left(C_{i}\right)\right\rceil+5 \\
= & O\left(\frac{\log i}{P I\left(C_{i}\right)}\right)+O\left(\log P I\left(C_{i}\right)\right) .
\end{aligned}
$$

Thus the next claim follows from Lemma 6.6 and by induction on $h(G)$. Suppose that the $i$ th clique in the path in $T(G)$ from the root to a leaf $C^{\prime}$ is $C_{i}$.

Claim 6.9. The number of second-type delays encountered by the message before it reaches $C^{\prime}$ in Algorithm Approx_TOC ${ }_{2 \mathrm{~b}}$ is bounded by

$$
\left.\left.O(\operatorname{deg}(C))+\sum_{i}\left\lceil\log P I\left(C_{i}\right)\right\rceil\right)\right\rceil+O(\operatorname{Diam}(v)) \leq O(b(v))+O\left(\sum_{i} \log P I\left(C_{i}\right)\right)
$$

For example, consider a parent $c$-restricted TOC $G$ for a constant $c$. It follows that Algorithm Approx_TOC ${ }_{2 b}$ is a constant approximation scheme for broadcasting in such a TOC. (If the goal is to broadcast the message from a vertex $v^{\prime}$ that is not in $C$, where $C$ is the clique that determines the fact that $G$ is $c$-restricted, simply deliver the message to a vertex $v$ in $C$, by a shortest path, and then use the Approx_TOC ${ }_{2 \mathrm{~b}}$ scheme to broadcast from $v$. The fact that $b(v)$ and $b\left(v^{\prime}\right)$ differ by at most $\operatorname{Diam}(G)$ guarantees that the scheme is still an $O(\log c)$-approximation scheme.) As one can easily check, the scheme is also an $O(\log c)$-approximation scheme in the case of a child $c$-restricted TOC. We summarize this discussion in the following theorem.

Theorem 6.10. Algorithm Approx_TOC $\mathrm{D}_{\mathrm{b}}$ is a $\min \left\{O\left(\log c_{1}\right), O\left(\log c_{2}\right)\right\}$ approximation scheme for broadcasting in a child $c_{1}$-restricted, parent $c_{2}$-restricted TOC.

Note that similar methods can be used to broadcast in a more general class of a "tree of clusters" graphs as long as there exists a fast approximation scheme for broadcasting in the clusters.

Note added in proof. Recently, a new approximation algorithm was presented for the minimum broadcast time problem [R94]. That algorithm has (multiplicative) approximation ratio $O\left(\log ^{2} n / \log \log n\right)$. Hence the new algorithm improves on the result of Theorem 4.5 for graphs whose broadcast time is $O\left(\sqrt{n} \log \log n / \log ^{2} n\right)$ or smaller. For graphs with larger broadcast time, our $\sqrt{n}$-additive algorithm still yields better approximation.
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# MULTIDIMENSIONAL DIVIDE-AND-CONQUER MAXIMIN RECURRENCES* 

LAURENT ALONSO ${ }^{\dagger}$, EDWARD M. REINGOLD ${ }^{\ddagger}$, AND RENÉ SCHOTT ${ }^{\S}$

Abstract. Bounds are obtained for the solution to the divide-and-conquer recurrence

$$
M(n)=\max _{k_{1}+\cdots+k_{p}=n}\left(M\left(k_{1}\right)+M\left(k_{2}\right)+\cdots+M\left(k_{p}\right)+\min \left(f\left(k_{1}\right), \cdots, f\left(k_{p}\right)\right)\right)
$$

for nondecreasing functions $f$. Similar bounds are found for the recurrence with "min" replaced by "sum-of-all-but-the-max." Such recurrences appear in the analysis of various algorithms. The bounds follow from analyses of partition trees.

Key words. recurrence relations, divide and conquer, algorithmic analysis, partition trees
AMS subject classifications. 68Q25, 68R05, 05A20, 26A12, 05A17, 05C05

1. Introduction. We consider the following four similar recurrences:

$$
\begin{align*}
& M(n)=\max _{k_{1}+\cdots+k_{p}=n, p \geq 2}\left(\sum_{i=1}^{p} M\left(k_{i}\right)+\min _{1 \leq i \leq p} f\left(k_{i}\right)\right),  \tag{1}\\
& M(n)=\max _{k_{1}+\cdots+k_{p}=n, p \geq 2}\left(\sum_{i=1}^{p} M\left(k_{i}\right)+\operatorname{sam}_{1 \leq i \leq p} f\left(k_{i}\right)\right), \tag{2}
\end{align*}
$$

with $M(1)$ given, and

$$
\begin{align*}
& M(n)=\max _{k_{1}+\cdots+k_{p}=n}\left(\sum_{i=1}^{p} M\left(k_{i}\right)+\min _{1 \leq i \leq p} f\left(k_{i}\right)\right),  \tag{3}\\
& M(n)=\max _{k_{1}+\cdots+k_{p}=n}\left(\sum_{i=1}^{p} M\left(k_{i}\right)+\operatorname{sam}_{1 \leq i \leq p} f\left(k_{i}\right)\right), \tag{4}
\end{align*}
$$

with $M(1), M(2), \ldots, M(p-1)$ given, where "sam" is the sum of all but the maximum, defined formally as

$$
\operatorname{sam}_{x \in S} f(x)=\sum_{x \in S} f(x)-\max _{x \in S} f(x)
$$

Note that in recurrences (1) and (2), the maximum is over all partitions of $n$ into at least two parts, while in recurrences (3) and (4), the maximum is over all partitions of $n$ into exactly $p$ parts. Divide-and-conquer recurrence relations of these types, for

[^38]various functions $f$, occur in a variety of problems in the analysis of algorithms (all-nearest-neighbors [7], tree-drawing algorithms [6], and so on). When $p=2$, recurrence formulas (1)-(4) are identical; this case has been thoroughly investigated by Li and Reingold [4]. Our purpose is to obtain bounds for these recurrence formulas for general $p$, for nondecreasing $f$; in so doing, we sharpen one of the bounds in [4] and provide a solution to a problem left open there. ${ }^{1}$

In studying $M(n)$ as defined by recurrence formulas (1)-(4), we will use trees to represent the recursive evaluation. Let $\mathcal{T}(n)$ be the set of partition trees: ordered trees with $n-1$ internal nodes and $n$ external nodes (leaves) such that each internal node has at least two subtrees and such that the subtrees are in nondecreasing order, from left to right, by the number of leaves in the subtree. For a node $N$ of a partition tree $T$, we denote by $\# N$ the number of leaves in the subtree rooted at $N$. We define the functions $\hat{F}(T)$ and $F(T)$ by

$$
\begin{aligned}
& F(T)=\sum_{\substack{\text { leftmost } \\
\text { nodes } N \text { of } T}} f(\# N), \\
& \hat{F}(T)=\sum_{\substack{\text { nonrightmost } \\
\text { nodes } N \text { of } T}} f(\# N),
\end{aligned}
$$

where a node is "leftmost" if it is the leftmost child of its parent and a node is "nonrightmost" if it is not the rightmost child of its parent.

If $f$ is nondecreasing, the formation rule for partition trees makes the relationship between recurrence formulas (1) and (2) and partition trees

$$
M(n)=n M(1)+\max _{T \in \mathcal{T}(n)} F(T)
$$

for recurrence (1) and

$$
M(n)=n M(1)+\max _{T \in T(n)} \hat{F}(T)
$$

for recurrence (2). We will, therefore, be able to bound $M(n)$ by bounding $F(T)$ and $\hat{F}(T)$. Similar relationships hold for recurrences (3) and (4), respectively, but with the maxima taken over $p$-ary trees.
2. Recurrences (1) and (2). Let $\mathcal{B}(n)$ be the set of binary partition trees, that is, partition trees in which every internal node has exactly two subtrees. Notice that for $T \in \mathcal{B}(N), F(T)=\hat{F}(T)$. The following results tell us that we need only consider binary partition trees to bound $M(n)$ for recurrences (1) and (2).

Lemma 2.1. For recurrence (1) and $f$ nonnegative and nondecreasing,

$$
M(n)=n M(1)+\max _{T \in \mathcal{B}(n)} F(T)
$$

Proof. Since $f$ is nondecreasing we know that

$$
M(n)=n M(1)+\max _{T \in T(n)} F(T)
$$

[^39]We will prove, using a slight modification of Knuth's natural correspondence [3, p. 333], that to each tree $T \in \mathcal{T}(n)$ there corresponds a binary tree $B \in \mathcal{B}(n)$ such that

$$
F(B) \geq F(T)
$$

since $\mathcal{B}(n) \subset \mathcal{T}(n)$,

$$
\max _{T \in \mathcal{B}(n)} F(T) \leq \max _{T \in T(n)} F(T)
$$

and we will be done.
We construct $B$ from $T$ inductively. If $T$ has only binary nodes, then $B=T$. Otherwise, $T$ has at least one internal node with three or more subtrees, as shown in Fig. 1. Replace this subtree with that shown in Fig. 2. Since $f$ is nonnegative, this


Fig. 1.


Fig. 2.
transformation does not decrease the value of $F$.
Corollary 2.2. For $f$ nondecreasing, recurrence (1) has the same solution as recurrence (3) with $p=2$.

Lemma 2.3. For recurrence (2) and $f$ nondecreasing,

$$
M(n)=n M(1)+\max _{T \in \mathcal{B}(n)} F(T)
$$

Proof. Since $f$ is nondecreasing, we know that

$$
M(n)=n M(1)+\max _{T \in T(n)} \hat{F}(T)
$$

For any binary tree $B, \hat{F}(B)=F(B)$, since for binary trees the minimum is identical to the sum of all but the maximum. The same construction as in the previous lemma shows that for any $T \in \mathcal{T}(n)$, there corresponds a binary tree $B \in \mathcal{B}(n)$ such that $\hat{F}(T)=\hat{F}(B)$. Thus we have

$$
F(B)=\hat{F}(B)=\hat{F}(T)
$$

Since $\mathcal{B}(n) \subset \mathcal{T}(n)$,

$$
\max _{B \in \mathcal{B}(n)} F(B)=\max _{T \in T(n)} \hat{F}(T)
$$

and the result follows.
Corollary 2.4. For $f$ nondecreasing, recurrence (2) has the same solution as recurrence (3) with $p=2$.

Theorem 2.5. For $f$ nonnegative and nondecreasing in recurrence (1), and for $f$ nondecreasing in recurrence (2), the solution $M(n)$ satisfies $^{2}$

$$
\begin{aligned}
& n M(1)+\sum_{j=1}^{\lfloor\lg n\rfloor}\left\lfloor n / 2^{j}\right\rfloor f\left(2^{j-1}\right)+\sum_{j=1}^{l-1} f\left(\sum_{i=1}^{j} 2^{k_{i}}\right) \\
& \leq M(n) \\
& \leq n M(1)+\sum_{j=1}^{\lfloor\lg n\rfloor}\left\lfloor n / 2^{j}\right\rfloor f\left(2^{j}\right)+\sum_{j=1}^{l-1} f\left(2^{k_{j}+1}\right),
\end{aligned}
$$

where $n=2^{k_{1}}+2^{k_{2}}+\cdots+2^{k_{l}}, 0 \leq k_{1}<k_{2}<\cdots<k_{l}$, and $l \geq 1$.
Proof. This follows directly from the last two corollaries, together with Corollary 9 in [4].

Theorem 2.6. For $f$ nonnegative and nondecreasing in recurrence (1), and for $f$ nondecreasing in recurrence (2), the solution $M(n)$ satisfies

$$
\begin{align*}
& \left.n M(1)+\sum_{i=0}^{\lfloor\lfloor g} n\right\rfloor-1  \tag{5}\\
& \leq M(n) \\
& \left.\left.\leq n M(1)+\sum_{i=1}^{2^{i}}\right\rfloor-\left\lfloor\frac{n}{2^{i+1}}\right\rfloor\right) f\left(2^{i}\right) \\
& \left.\left\lfloor\frac{n}{i}\right\rfloor-\left\lfloor\frac{n}{i+1}\right\rfloor\right) f(i) .
\end{align*}
$$

Proof. This follows directly from the last two corollaries, together with Theorem 4.10 at the end of this paper.

Examples of these bounds applied to various functions $f$ can be found in Table 1 in [4].
3. Recurrence (3). In bounding the growth of $M(n)$ as defined by recurrences (3) and (4), it is necessary to make some assumptions about the initial values $M(1)$, $M(2), \ldots, M(p-1)$. For example, we could assume that $M$ is concave (or convex) on these values; without some such an assumption, the asymptotic behavior of $M$ would be obscured by idiosyncrasies arising from these initial values. To avoid such

[^40]difficulties, we assume that $M$ is defined only for $n$ such that $(p-1) \mid(n-1)$, that is, $n$ must be of the form $n=(p-1) l+1$. This assumption is natural in the context of divide-and-conquer algorithms in which $O(p)=O(1)$ dummy elements are introduced to make the size of the input conform to the assumption. The assumption is also natural in the context of algorithms based on $p$-ary trees in which every node is either a leaf or has $p$ children; such trees have $(p-1) l+1$ leaves.

The tree transformation technique of the previous section does not work for recurrences (3) and (4). Instead, for recurrence (3), we will use counting arguments to bound the number of leftmost nodes with a certain range of descendant leaves. Let $\mathcal{P}(n)$ be the set of $p$-ary trees with $n=(p-1) l+1$ leaves and let

$$
R_{i}(n)=\max _{T \in \mathcal{P}(n)} \sum_{\substack{\text { leftmost nodes } N \text { in } T \\ \text { with } p^{i-1}<\# N \leq p^{i}}} 1
$$

Thus $R_{0}(n)$ is the largest possible number of leftmost leaves in a $p$-ary tree with $n$ leaves and $R_{1}(n)$ is the largest possible number of internal nodes that are leftmost children of their parents and have exactly $p$ descendant leaves. $R_{i}(n)=0$ for $i>$ $\left\lfloor\log _{p} n\right\rfloor$, since a leftmost node with $p^{\left\lfloor\log _{p} n\right\rfloor}+1$ or more descendant leaves has $p-1$ siblings to its right, each of which has at least as many descendant leaves, for a total of

$$
p\left(p^{\left\lfloor\log _{p} n\right\rfloor}+1\right)=p^{\left\lfloor\log _{p} n\right\rfloor+1}+p>p^{\log _{p} n}=n
$$

descendant leaves, which is impossible.
We need the following generalization of the well-known observation that a binary tree with $n$ external nodes contains $n-1$ internal nodes.

Lemma 3.1. A set of $k$ p-ary trees with a total of I internal nodes contains a total of $I(p-1)+k$ external nodes.

Proof. The $I$ internal nodes have a total of $I p$ children, including the $I-k$ that are not the roots of the $k$ trees. The remaining $I p-(I-k)=I(p-1)+k$ children must be external nodes.

We can now express an upper bound for $F(T)$ (and hence $M(n)$ ) for nondecreasing functions $f$ in terms of $R$, since $f\left(p^{i}\right)$ is no smaller than the contribution of a node counted in $R_{i}(n)$. Thus

$$
\begin{aligned}
F(T) & =\sum_{\substack{\text { leftmost } \\
\text { nodes } N \text { of } T}} f(\# N) \\
& =\frac{n-1}{p-1} f(1)+\sum_{\substack{\text { leftmost } \\
\text { nodes } N \text { of } T}}[f(\# N)-f(1)],
\end{aligned}
$$

since by Lemma 3.1 there are $(n-1) /(p-1)$ internal nodes, each of which has a leftmost child. For $f$ nondecreasing, $f(x)-f(1)$ is a nonnegative, nondecreasing function of $x$, and hence

$$
F(T) \leq \frac{n-1}{p-1} f(1)+\sum_{i=0}^{\left\lfloor\log _{p} n\right\rfloor-1} R_{i}(n)\left[f\left(p^{i}\right)-f(1)\right]+R_{\left\lfloor\log _{p} n\right\rfloor}(n)[f(\lfloor n / p\rfloor)-f(1)],
$$

because $f(\# N)-f(1) \leq f\left(p^{i}\right)-f(1)$ when $p^{i-1}<\# N \leq p^{i}$, and because no leftmost node $N$ can have $\# N>\lfloor n / p\rfloor$. However, for $i=0, f\left(p^{i}\right)=f(1)$, so we have

$$
F(T) \leq \frac{n-1}{p-1} f(1)+\sum_{i=1}^{\left\lfloor\log _{p} n\right\rfloor-1} R_{i}(n)\left[f\left(p^{i}\right)-f(1)\right]+R_{\left\lfloor\log _{p} n\right\rfloor}(n)[f(\lfloor n / p\rfloor)-f(1)],
$$

and hence

$$
\begin{align*}
M(n)= & n M(1)+\max _{T \in \mathcal{P}(n)} F(T)  \tag{6}\\
\leq & n M(1)+\frac{n-1}{p-1} f(1)+\sum_{i=1}^{\left\lfloor\log _{p} n\right\rfloor-1} R_{i}(n)\left[f\left(p^{i}\right)-f(1)\right] \\
& +R_{\left\lfloor\log _{p} n\right\rfloor}(n)[f(\lfloor n / p\rfloor)-f(1)]
\end{align*}
$$

so that an upper bound on $R_{i}(n)$ will give an upper bound on $M(n)$.
Let $i>0$. Given a tree $T \in \mathcal{P}(n)$ with $R_{i}(n)$ nodes $N$ for which $p^{i-1}<\# N \leq p^{i}$, contract it by deleting all external nodes and all internal nodes whose leftmost child is not counted in $R_{i}(n)$, preserving any parent-child relationships among internal nodes that are not deleted. Then, add an external node for every missing child among the remaining nodes so that each node is properly $p$-ary. The result of this contraction is a set of $p$-ary trees that contain among them exactly $R_{i}(n)$ internal nodes and, by Lemma 3.1, at least $R_{i}(n)(p-1)+1$ external nodes. By construction, each of these external nodes corresponds to a subtree of $T$ with at least $p^{i-1}+1$ leaves (because each subtree of a node counted in $R_{i}(n)$ has at least as many descendant leaves as the leftmost subtree, which has at least $p^{i-1}+1$ ). Thus there must have been at least $\left[R_{i}(n)(p-1)+1\right]\left(p^{i-1}+1\right)$ leaves in $T$, and therefore

$$
\begin{equation*}
n \geq\left[R_{i}(n)(p-1)+1\right]\left(p^{i-1}+1\right) \tag{7}
\end{equation*}
$$

or

$$
\begin{equation*}
R_{i}(n) \leq\left\lfloor\frac{n}{(p-1)\left(p^{i-1}+1\right)}-\frac{1}{p-1}\right\rfloor \tag{8}
\end{equation*}
$$

This bound can be strengthened when $i=1$, since no subtree in a $p$-ary tree (except a leaf) can have fewer than $p$ leaves, so (7) becomes

$$
n \geq\left[R_{1}(n)(p-1)+1\right] p
$$

or

$$
\begin{equation*}
R_{1}(n) \leq\left\lfloor\frac{n}{p^{2}-p}-\frac{1}{p-1}\right\rfloor \tag{9}
\end{equation*}
$$

Thus (6), (8), and (9) combine to give

$$
\begin{align*}
& +\left(\frac{n-1}{p-1}-\left\lfloor\frac{n}{p^{2}-p}-\frac{1}{p-1}\right\rfloor-\sum_{i=2}^{\left\lfloor\log _{p} n\right\rfloor}\left\lfloor\frac{n}{\left(p^{i-1}+1\right)(p-1)}-\frac{1}{p-1}\right\rfloor\right) f(1)  \tag{10}\\
& +\left\lfloor\frac{n}{p^{2}-p}-\frac{1}{p-1}\right\rfloor f(p)+\sum_{i=2}^{\left\lfloor\log _{p} n\right\rfloor-1}\left\lfloor\frac{n}{\left(p^{i-1}+1\right)(p-1)}-\frac{1}{p-1}\right\rfloor f\left(p^{i}\right) \\
& +\left\lfloor\frac{n}{\left(p^{\left\lfloor\log _{p} n\right\rfloor-1}+1\right)(p-1)}-\frac{1}{p-1}\right\rfloor f(\lfloor n / p\rfloor) .
\end{align*}
$$

To obtain a lower bound for $M(n)$, we construct a tree $T_{n} \in \mathcal{P}(n)$ for which $F\left(T_{n}\right)$ is large. Let $n$ be of the form $(p-1) l+1$; the tree $T_{n}$ is defined recursively as follows. $T_{1}$ is the empty $p$-ary tree consisting of a single leaf. Given $n>1$, let $m=\left\lfloor\log _{p} n\right\rfloor$ and $r=n-p^{m} ; T_{n}$ is formed by combining $p-1$ copies of $T_{p^{m-1}}$ on the left with a copy of $T_{p^{m-1}+r}$ on the right in Fig. 3. We have
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$$
\begin{equation*}
M(n) \geq n M(1)+F\left(T_{n}\right) \tag{11}
\end{equation*}
$$

so we need to compute $F\left(T_{n}\right)$.
Let $S_{i}(n)$ be the number of nodes $N$ in $T_{n}$ for which $\# N=p^{i}$; clearly, when $i \leq m$,

$$
S_{i}\left(p^{m}\right)=p^{m-i}
$$

Also, let $\hat{S}_{i}(n)$ be the number of nodes $N$ in $T_{n}$ for which $\# N=p^{i}$ but that are not on the rightmost boundary of $T_{n}$. We prove by induction on $n$ that for $n \geq p^{i}$,

$$
\begin{equation*}
\hat{S}_{i}(n)=(p-1)\left\lfloor\frac{n-p^{i}}{(p-1) p^{i}}\right\rfloor . \tag{12}
\end{equation*}
$$

As the basis, observe that for $n=p^{i}$ the formula correctly gives $\hat{S}_{i}(n)=0$. Now suppose $n>p^{i}$ and let $m=\left\lfloor\log _{p} n\right\rfloor$ and $r=n-p^{m}$. Since $n>p^{i}$, we know $m \geq i$. For $m=i$, (12) correctly gives $\hat{S}_{i}(n)=0$, so, assume $m>i$, and we have

$$
\begin{aligned}
\hat{S}_{i}(n) & =\hat{S}_{i}\left(p^{m}+r\right) \\
& =(p-1) S_{i}\left(p^{m-1}\right)+\hat{S}_{i}\left(p^{m-1}+r\right) \\
& =(p-1) p^{m-1-i}+(p-1)\left\lfloor\frac{p^{m-1}+r-p^{i}}{(p-1) p^{i}}\right\rfloor \\
& =(p-1)\left\lfloor p^{m-1-i}+\frac{p^{m-1}+r-p^{i}}{(p-1) p^{i}}\right\rfloor \\
& =(p-1)\left\lfloor\frac{n-p^{i}}{(p-1) p^{i}}\right\rfloor
\end{aligned}
$$

as desired.
Let $v_{i}$ be the highest node along the right boundary of $T_{n}$ such that $p^{i} \leq \# v_{i}<$ $p^{i+1}$. We have

$$
n=\# v_{i}+\hat{S}_{i}(n) p^{i}
$$

because the leaves of $T_{n}$ appear in subtrees of $v_{i}$ or in one of the $\hat{S}_{i}(n)$ subtrees of size $p^{i}$. So (12) gives us

$$
\# v_{i}=n-\hat{S}_{i}(n) p^{i}
$$

$$
\begin{aligned}
& =n-(p-1)\left\lfloor\frac{n-p^{i}}{(p-1) p^{i}}\right\rfloor p^{i} \\
& =n-(p-1)\left(\frac{n-p^{i}}{(p-1) p^{i}}-\left\{\frac{n-p^{i}}{(p-1) p^{i}}\right\}\right) p^{i} \\
& =p^{i}+\left\{\frac{n-p^{i}}{(p-1) p^{i}}\right\}(p-1) p^{i},
\end{aligned}
$$

where $\{x\}=x-\lfloor x\rfloor$ is the fractional part of $x$.
Now any node $u$ of $T_{n}$ not on the right boundary of $T_{n}$-and hence any leftmost child of a node-has $\# u=p^{i}$ for some $i$. Hence we can write

$$
\begin{equation*}
F\left(T_{n}\right)=\sum_{i=0}^{\left\lfloor\log _{p} n\right\rfloor}\binom{\text { number of leftmost nodes }}{N \text { in } T_{n} \text { with } \# N=p^{i}} f\left(p^{i}\right) \tag{13}
\end{equation*}
$$

and the coefficient of $f\left(p^{i}\right)$ splits into two parts-the leftmost children whose parent is not on the right boundary of $T_{n}$ and the remaining leftmost children (that are in the subtree rooted at $v_{i+1}$ ). A node not on the right boundary of $T_{n}$ has $p$ equalsized children, so the parent of such a node with $p^{i}$ descendant leaves must have $p^{i+1}$ descendant leaves. Thus there are $\hat{S}_{i+1}(n)$ such parent nodes and hence that same number of leftmost nodes $N$ in $T_{n}$ with $\# N=p^{i}$ and the parent of $N$ not on the right boundary of $T_{n}$. The remaining leftmost nodes $N$ in $T_{n}$ with $\# N=p^{i}$ have their parents on the right boundary of $T_{n}$; therefore, these parent nodes each have $p$ children, $p-1$ of which are not on the right boundary. Each of those $p-1$ non-rightboundary children is a node with $p^{i}$ descendant leaves-we know there are $\hat{S}_{i}\left(\# v_{i+1}\right)$ such nodes, by definition of $\hat{S}_{i}$, so we have a total of $\hat{S}_{i}\left(\# v_{i+1}\right) /(p-1)$ such parent nodes on the right boundary, each of which has a leftmost child $N$ with $\# N=p^{i}$. Therefore

$$
\begin{align*}
& \binom{\text { number of leftmost nodes }}{N}  \tag{14}\\
& \quad=\hat{S}_{i+1}(n)+\frac{T_{n} \text { with } \# N=p^{i}}{} \text { (\#vi+1) } \\
& p-1
\end{aligned} \quad \begin{aligned}
& \quad=(p-1)\left\lfloor\frac{n-p^{i+1}}{(p-1) p^{i+1}}\right\rfloor+\left\lfloor\frac{p^{i+1}+\left\{\frac{n-p^{i+1}}{(p-1) p^{i+1}}\right\}(p-1) p^{i+1}-p^{i}}{(p-1) p^{i+1}}\right\rfloor \\
& \quad=(p-1)\left\lfloor\frac{n-p^{i+1}}{(p-1) p^{i+1}}\right\rfloor+\left\lfloor\left\{\frac{n-p^{i+1}}{(p-1) p^{i+1}}\right\} p+1\right\rfloor \\
& \quad=\left\lfloor\frac{n}{p^{i+1}}+\left\{\frac{n-p^{i+1}}{(p-1) p^{i+1}}\right\}\right\rfloor
\end{align*}
$$

because

$$
(p-1)\lfloor x\rfloor+\lfloor\{x\} p+1\rfloor=\lfloor(p-1)\lfloor x\rfloor+\{x\} p+1\rfloor=\lfloor(p-1) x+\{x\}+1\rfloor .
$$

Combining (11), (13), and (14) gives

$$
\begin{equation*}
M(n) \geq n M(1)+\sum_{i=1}^{\left\lfloor\log _{p} n\right\rfloor}\left\lfloor\frac{n}{p^{i}}+\left\{\frac{n-p^{i}}{(p-1) p^{i}}\right\}\right\rfloor f\left(p^{i-1}\right) \tag{15}
\end{equation*}
$$

which we combine with (10) to give the following theorem.
Theorem 3.2. For $f$ nondecreasing, the function defined by recurrence (3) for $n$ of the form $(p-1) l+1$ with $M(1)$ given satisfies

$$
\begin{aligned}
n M(1) & +\sum_{i=1}^{\left\lfloor\log _{p} n\right\rfloor}\left\lfloor\frac{n}{p^{i}}+\left\{\frac{n-p^{i}}{(p-1) p^{i}}\right\}\right\rfloor f\left(p^{i-1}\right) \\
\leq & M(n) \\
\leq & n M(1) \\
& +\left(\frac{n-1}{p-1}-\left\lfloor\frac{n}{p^{2}-p}-\frac{1}{p-1}\right\rfloor-\sum_{i=2}^{\left\lfloor\log _{p} n\right\rfloor}\left\lfloor\frac{n}{\left(p^{i-1}+1\right)(p-1)}-\frac{1}{p-1}\right\rfloor\right) f(1) \\
& +\left\lfloor\frac{n}{p^{2}-p}-\frac{1}{p-1}\right\rfloor f(p)+\sum_{i=2}^{\left\lfloor\log _{p} n\right\rfloor-1}\left\lfloor\frac{n}{\left(p^{i-1}+1\right)(p-1)}-\frac{1}{p-1}\right\rfloor f\left(p^{i}\right) \\
& +\left\lfloor\frac{n}{\left(p^{\left.\log _{p} n\right\rfloor-1}+1\right)(p-1)}-\frac{1}{p-1}\right\rfloor f(\lfloor n / p\rfloor) .
\end{aligned}
$$

For example, when $f(x)=x$, Theorem 3.2 tells us that

$$
\frac{1}{p} n \log _{p} n-O(n) \leq M(n) \leq \frac{p}{p-1} n \log _{p} n+O(n)
$$

Similarly, when $f(x)=\log _{p} x$ we get

$$
\left(M(1)+\frac{1}{(p-1)^{2}}\right) n-O(1) \leq M(n) \leq\left(M(1)+\frac{3}{(p-1)^{2}}+\frac{1}{p(p-1)^{3}}\right) n+O(1) .
$$

We can compare the upper and lower bounds on $M(n)$ in general for $f$ positive. Let $U(n)$ and $L(n)$ be, respectively, the upper and lower bounds in Theorem 3.2. For convenience, assume $M(1)=0$ since the $M(1)$ term occurs with the identical coefficient in both $U(n)$ and $L(n)$. Then, from (10) and (15) we have

$$
\begin{aligned}
& U(n) \leq \sum_{i=0}^{\left\lfloor\log _{p} n\right\rfloor-1} \frac{n}{\left(p^{i-1}+1\right)(p-1)} f\left(p^{i}\right)+\frac{n}{\left(p^{\left\lfloor\log _{p} n\right\rfloor-1}+1\right)(p-1)} f(\lfloor n / p\rfloor), \\
& L(n) \geq \sum_{i=0}^{\left\lfloor\log _{p} n\right\rfloor-1}\left\lfloor\frac{n}{p^{i+1}}\right\rfloor f\left(p^{i}\right) .
\end{aligned}
$$

Using

$$
\left\lfloor\frac{n}{p^{i+1}}\right\rfloor \geq \frac{n}{2 p^{i+1}}
$$

we obtain

$$
\begin{aligned}
U(n) & \leq \frac{2 p^{2}}{p-1} L(n)+\frac{n f(\lfloor n / p\rfloor)}{\left(p^{\left\lfloor\log _{p} n\right\rfloor}+1\right)(p-1)} \\
& \leq \frac{2 p^{2}}{p-1} L(n)+\frac{p^{2}}{p-1} f\left(p^{\left.\log _{p} n\right\rfloor-1}\right) \frac{f(\lfloor n / p\rfloor)}{f\left(p^{\left\lfloor\log _{p} n\right\rfloor-1}\right)} \\
& \leq \frac{2 p^{2}}{p-1} L(n)+\frac{p^{2}}{p-1} L(n) \frac{f(\lfloor n / p\rfloor)}{f\left(p^{\left\lfloor\log _{p} n\right\rfloor-1}\right)},
\end{aligned}
$$

and thus

$$
\frac{U(n)}{L(n)} \leq \frac{p^{2}}{p-1}\left(2+\frac{f(\lfloor n / p\rfloor)}{f\left(p^{\left\lfloor\log _{p} n\right\rfloor-1}\right)}\right)
$$

For $n=p^{m}$ this can be improved to

$$
\frac{U(n)}{L(n)} \leq \frac{p^{2}}{p-1}
$$

4. Recurrence (4). As in the previous section, we assume that $M$ is defined only when $(p-1) \mid(n-1)$, that is, only for $n$ of the form $n=(p-1) l+1$.

A lower bound for $M(n)$ as given by recurrence (4) follows directly from our analysis of $F\left(T_{n}\right)$ in the previous section-in that analysis we counted the leftmost children of a node; here we need to count the nonrightmost children, and hence $p-1$ times our value for $F\left(T_{n}\right)$ gives a bound for $\hat{F}\left(T_{n}\right)$. Thus (15) becomes

$$
\begin{align*}
M(n) & =n M(1)+\max _{T \in \mathcal{P}(n)} \hat{F}(T)  \tag{16}\\
& \geq n M(1)+\hat{F}\left(T_{n}\right) \\
& =n M(1)+(p-1) F\left(T_{n}\right) \\
& \geq n M(1)+(p-1) \sum_{i=1}^{\left\lfloor\log _{p} n\right\rfloor}\left\lfloor\frac{n}{p^{i}}+\left\{\frac{n-p^{i}}{(p-1) p^{i}}\right\}\right\rfloor f\left(p^{i-1}\right) .
\end{align*}
$$

To obtain an upper bound on $M(n)$ as given by recurrence (4), we follow the strategy used in the previous section and use counting arguments to bound the number of nonrightmost nodes with a certain range of descendant leaves. Let

$$
L_{i}(T)=\sum_{\substack{\text { nonrightmost nodes } \\ N \text { in } T \text { with } \# N>i}} 1
$$

(the root of the tree is considered a rightmost node) and let

$$
\hat{L}_{i}(n)=\max _{T \in \mathcal{P}(n)} L_{i}(T)
$$

Notice that $\mathcal{P}(n)$ is nonempty only for $n \equiv 1(\bmod p-1)$; thus $\hat{L}_{i}(n)$ is defined only when $(p-1) \mid(n-1)$. We need the value of $\hat{L}_{i}(n)$ in what follows; to compute it we first observe the following lemma.

Lemma 4.1. The number of leaves in any tree (not necessarily of fixed arity) is one more than the number of nonrightmost nodes.

Proof. The proof comes from simple induction on the height of the tree.
It follows from this lemma that $\hat{L}_{0}(n)=n-1$. Furthermore, we use this lemma to prove the following theorem.

Theorem 4.2. For $n>l(p-1)+1, n \equiv 1(\bmod p-1)$,

$$
\hat{L}_{l(p-1)+1}(n)=\hat{L}_{l(p-1)+2}(n)=\cdots=\hat{L}_{l(p-1)+p-1}(n)=\left\lfloor\frac{n}{l(p-1)+p}\right\rfloor-1
$$

Proof. Notice that the last of these terms, with $l=-1$, correctly gives $\hat{L}_{0}(n)=$ $n-1$. We have

$$
\hat{L}_{l(p-1)+1}(n)=\hat{L}_{l(p-1)+2}(n)=\cdots=\hat{L}_{l(p-1)+p-1}(n)
$$

because $(p-1) \mid(\# N-1)$ for any node $N$ in $T \in \mathcal{P}(n)$.
Take any tree $T \in \mathcal{P}(n)$, label each node $N$ with $\# N$, and remove all nodes $N$ of $T$ labeled $l(p-1)+1$ or less; we thus obtain a tree $T^{\prime}$ with $L_{l(p-1)+1}(T)$ nonrightmost nodes. It follows from Lemma 4.1 that $T^{\prime}$ has $L_{l(p-1)+1}(T)+1$ leaves. Each of these leaves represents a subtree of $T$ that has at least $(l+1)(p-1)+1=l(p-1)+p$ leavesotherwise that node would have been removed (the next larger possible number of leaves is $(l+1)(p-1)+1)$. Thus

$$
(l(p-1)+p)\left(L_{l(p-1)+1}(T)+1\right) \leq n,
$$

or

$$
L_{l(p-1)+1}(T) \leq\left\lfloor\frac{n}{l(p-1)+p}\right\rfloor-1 .
$$

By the definition of $\hat{L}_{l(p-1)+1}(n)$, then,

$$
\hat{L}_{l(p-1)+1}(n) \leq\left\lfloor\frac{n}{l(p-1)+p}\right\rfloor-1 .
$$

To prove that this value is a lower bound on $\hat{L}_{l(p-1)+1}(n)$, we construct a tree $T$ with $n$ leaves such that

$$
L_{l(p-1)+1}(T) \geq\left\lfloor\frac{n}{l(p-1)+p}\right\rfloor-1 .
$$

Let

$$
u=\left\lfloor\frac{n}{l(p-1)+p}\right\rfloor
$$

and

$$
v=n \bmod (l(p-1)+p)
$$

so that we have $u \geq 0, v \geq 0$,

$$
n-1=u(l+1)(p-1)+(u+v-1)
$$

and hence $u+v \equiv 1(\bmod p-1)$ because $n \equiv 1(\bmod p-1)$. Thus $\mathcal{P}(u+v)$ is not empty; let $T^{\prime} \in \mathcal{P}(u+v)$. Replace each of the rightmost $u$ leaves of $T^{\prime}$ by any tree from $\mathcal{P}(l(p-1)+p)$ to obtain a tree $T \in \mathcal{P}(n)$. When $T$ is subjected to the pruning process described at the beginning of the previous paragraph, the result is a tree with at least $u$ leaves, each representing a subtree of $T$ that has at least $l(p-1)+p$ leaves. Hence by Lemma 4.1, $T$ has at least $u-1$ nonrightmost nodes $N$ with $\# N>l(p-1)+p$.

Now for our analysis of (4). There are exactly $L_{i-1}(T)-L_{i}(T)$ nonrightmost nodes $N$ in $T$ with $\# N=i$ and so we have

$$
\begin{equation*}
\hat{F}(T)=\sum_{i \geq 1}\left[L_{i-1}(T)-L_{i}(T)\right] f(i) . \tag{17}
\end{equation*}
$$

This sum is actually finite because $L_{i}(T)=0$ when $i>\lfloor(n-p) / 2\rfloor+1$ and $T \in \mathcal{P}(n)$. If $v$ is the nonrightmost node, aside from the root, with the largest number of descendant
leaves, then $v$ has a right sibling with at least as many descendant leaves and at least $p-2$ siblings with at least one descendant leaf each; thus

$$
2 \# v+p-2 \leq n
$$

or

$$
\# v \leq\left\lfloor\frac{n-p+2}{2}\right\rfloor
$$

so that

$$
\# v \leq\left\lfloor\frac{n-p}{2}\right\rfloor+1
$$

for all nonrightmost nodes, as claimed.
We can use equation (17) and Theorem 4.2 to obtain an upper bound on $\hat{F}(T)$.
Theorem 4.3. Given an increasing sequence of integers $\alpha_{0}=0<\alpha_{1}<\cdots<\alpha_{k}$, $\alpha_{k}>\lfloor(n-p) / 2\rfloor+1$, satisfying $(p-1) \mid\left(\alpha_{i}-1\right), 1 \leq i \leq k$, and a corresponding sequence of functions $L_{i}^{*}(n), 0 \leq i \leq k$, satisfying, for all $n \equiv 1(\bmod p-1)$, $L_{i-1}^{*}(n) \geq L_{i}^{*}(n) \geq \hat{L}_{\alpha_{i}}(n), L_{0}^{*}(n)=n-1$, and $L_{k}^{*}(n)=0$, then for nondecreasing $f$,

$$
\begin{aligned}
\hat{F}(T) & \leq \sum_{i=1}^{k}\left[L_{i-1}^{*}(n)-L_{i}^{*}(n)\right] f\left(\alpha_{i}\right) \\
& =\sum_{i=1}^{k-1}\left[L_{i-1}^{*}(n)-L_{i}^{*}(n)\right] f\left(\alpha_{i}\right)+L_{k-1}^{*}(n) f\left(\alpha_{k}\right),
\end{aligned}
$$

for all $T \in \mathcal{P}(n)$.
Proof. First we prove the result for integer-valued functions $L_{i}^{*}(n)$; later we show how to remove this restriction. We have, by the definition of $\hat{F}$,

$$
\hat{F}(T)=\sum_{\substack{\text { nonrightmost } \\ \text { nodes } N \text { of } T}} f(\# N)
$$

This sum of $n-1$ terms can be written as

$$
\hat{F}(T)=\sum_{i=1}^{j}\left[L_{\beta_{i-1}}(T)-L_{\beta_{i}}(T)\right] f\left(\beta_{i}\right),
$$

where $\beta_{1}<\beta_{2}<\cdots<\beta_{j}$ are the values assumed by $\# N$ as $N$ ranges over the internal nodes of $T$; since $\# N$ assumes only values of the form $(p-1) l+1$, each $\beta_{i}$ satisfies $(p-1) \mid\left(\beta_{i}-1\right)$ and hence $\beta_{i-1} \leq \beta_{i}-(p-1)$. Thus we can write $\hat{F}(T)$ as a sum of $n-1$ terms

$$
\begin{equation*}
\hat{F}(T)=f\left(\beta_{1}\right)+\cdots+f\left(\beta_{j}\right) \tag{18}
\end{equation*}
$$

(A term $f\left(\beta_{i}\right)$ can occur more than one time, of course.) The upper bound we want to prove has the same form, namely,

$$
\begin{equation*}
\sum_{i=1}^{k}\left[L_{i-1}^{*}(n)-L_{i}^{*}(n)\right] f\left(\alpha_{i}\right)=f\left(\alpha_{1}\right)+\cdots+f\left(\alpha_{k}\right) \tag{19}
\end{equation*}
$$

also a sum of $\sum_{i=1}^{k}\left[L_{i-1}^{*}(n)-L_{i}^{*}(n)\right]=L_{0}^{*}(n)-L_{k}^{*}(n)=(n-1)-0=n-1$ terms. We compare the sums in (18) and (19) term by term, showing that the $t$ th term of (18) is less than or equal to the $t$ th term of (19).

On the right-hand side of (18) the $\left(n-L_{\beta_{i-1}}(T)\right)$ th to the $\left(n-L_{\beta_{i}}(T)-1\right)$ st terms are $f\left(\beta_{i}\right)$, while on the right-hand side of $(19)$, the $\left(n-L_{i-1}^{*}(n)\right)$ th to the $\left(n-L_{i}^{*}(n)-1\right)$ st terms are $f\left(\alpha_{i}\right)$. Suppose the $t$ th term of $(18)$ is $f\left(\beta_{\hat{t}}\right)$. Then

$$
n-L_{\beta_{\hat{t}-1}}(T) \leq t<n-L_{\beta_{\hat{t}}}(T)
$$

However, $L_{\beta_{\hat{t}-1}}(T)=L_{\beta_{\hat{t}}-(p-1)}(T)$, because, by the definition of $\beta_{i}$ there are no nodes $N$ satisfying $L_{\beta_{\hat{t}-1}}(T)<\# N<L_{\beta_{\hat{t}}}(T)$, but $\beta_{\hat{t}-1} \leq \beta_{\hat{t}}-(p-1)<\beta_{\hat{t}}$. Thus

$$
n-L_{\beta_{\hat{t}}-(p-1)}(T) \leq t
$$

Since $\hat{L}_{i}(n) \geq L_{i}(T)$ for any $T \in \mathcal{P}(n)$, we have

$$
n-\hat{L}_{\beta_{\hat{t}}-(p-1)}(n) \leq t
$$

Let $u$ be the least index for which $\alpha_{u}>\beta_{\hat{t}}-(p-1)$; hence $\alpha_{u} \geq \beta_{\hat{t}}$. Such an index $u$ exists because $L_{k}^{*}(n)=0$ and $T$ has, by the definition of $\beta_{i}$, a node $N$ with $\# N \geq$ $\beta_{\hat{t}}-(p-1)$. However $L_{u-1}^{*}(n) \geq \hat{L}_{\alpha_{u-1}}(n)$ by hypothesis and $\alpha_{u-1} \leq \beta_{\hat{t}}-(p-1)$, so $\hat{L}_{\alpha_{u-1}}(n) \geq \hat{L}_{\beta_{\hat{t}}-(p-1)}(n)$ and hence $L_{u-1}^{*}(n) \geq \hat{L}_{\beta_{\hat{t}}-(p-1)}(n)$. Thus

$$
n-L_{u-1}^{*}(n) \leq t
$$

and therefore the $t$ th term of $(19)$ is $f\left(\alpha_{t}\right) \geq f\left(\alpha_{u}\right) \geq f\left(\beta_{\hat{t}}\right)$ (because $f$ is nondecreasing), which is what we wanted to prove.

We now show how to reduce the non-integer-valued case to the integer-valued case. Let the functions $L_{i}^{*}(n)$ be given and define

$$
\Lambda_{i}^{*}(n)=\left\lfloor L_{i}^{*}(n)\right\rfloor
$$

We have

$$
L_{i}^{*}(n) \geq \hat{L}_{\alpha_{i}}(n)
$$

but the $\hat{L}_{\alpha_{i}}(n)$ are integer valued, so

$$
\Lambda_{i}^{*}(n) \geq \hat{L}_{\alpha_{i}}(n)
$$

We can thus apply our theorem, which yields

$$
\hat{F}(T) \leq \sum_{i=1}^{k}\left[\Lambda_{i-1}^{*}(n)-\Lambda_{i}^{*}(n)\right] f\left(\alpha_{i}\right)
$$

for all $T \in \mathcal{P}(n)$. However,

$$
\sum_{i=1}^{k}\left[\Lambda_{i-1}^{*}(n)-\Lambda_{i}^{*}(n)\right] f\left(\alpha_{i}\right) \leq \sum_{i=1}^{k}\left[L_{i-1}^{*}(n)-L_{i}^{*}(n)\right] f\left(\alpha_{i}\right)
$$

because

$$
\begin{aligned}
& \sum_{i=1}^{k}\left[L_{i-1}^{*}(n)-L_{i}^{*}(n)\right] f\left(\alpha_{i}\right)-\sum_{i=1}^{k}\left[\Lambda_{i-1}^{*}(n)-\Lambda_{i}^{*}(n)\right] f\left(\alpha_{i}\right) \\
& =\sum_{i=1}^{k}\left[L_{i-1}^{*}(n)-\Lambda_{i-1}^{*}(n)-L_{i}^{*}(n)+\Lambda_{i}^{*}(n)\right] f\left(\alpha_{i}\right) \\
& =\sum_{i=1}^{k}\left[\left\{L_{i-1}^{*}(n)\right\}-\left\{L_{i}^{*}(n)\right\}\right] f\left(\alpha_{i}\right) \\
& =\left\{L_{0}^{*}(n)\right\} f\left(\alpha_{1}\right)+\sum_{i=1}^{k-1}\left[f\left(\alpha_{i}\right)-f\left(\alpha_{i-1}\right)\right]\left\{L_{i}^{*}(n)\right\}-\left\{L_{k}^{*}(n)\right\} f\left(\alpha_{k}\right) \\
& =\sum_{i=1}^{k-1}\left[f\left(\alpha_{i}\right)-f\left(\alpha_{i-1}\right)\right]\left\{L_{i}^{*}(n)\right\} \\
& \geq 0
\end{aligned}
$$

since $L_{0}^{*}(n)=n-1, L_{k}^{*}(n)=0$, and $f$ is nondecreasing. $\quad \square$
This theorem has several interesting corollaries. First, there is a $p$-dimensional analogue of Corollary 9 in [4].

Corollary 4.4. For $f$ nondecreasing, the function defined by recurrence (4) for $n$ of the form $(p-1) l+1$ with $M(1)$ given satisfies

$$
\begin{aligned}
M(n) \leq & n M(1)+n(p-1) \sum_{i=1}^{\left\lfloor\log _{p}((n-p+2) / 2)\right\rfloor} \frac{f\left(p^{i}\right)}{p^{i}} \\
& +\left(\frac{n}{p^{\left\lfloor\log _{p}((n-p+2) / 2)\right\rfloor}}-1\right) f\left(\left\lfloor\frac{n-p+2}{2}\right\rfloor\right) .
\end{aligned}
$$

Proof. Apply Theorem 4.3 with $k=\left\lfloor\log _{p}((n-p+2) / 2)\right\rfloor, \alpha_{0}=0, \alpha_{i}=p^{i}$, $1 \leq i<k, \alpha_{k}=(n-p+2) / 2, L_{i}^{*}(n)=n / p^{i}-1,1 \leq i<k$ and $L_{k}^{*}(n)=0$.

Next, a much tighter upper bound is given in the following corollary.
Corollary 4.5. For $f$ nondecreasing, the function defined by recurrence (4) for $n$ of the form $(p-1) l+1$ with $M(1)$ given satisfies

$$
\begin{aligned}
M(n) \leq n M(1) & +n \sum_{i=0}^{\lfloor(l-3) / 2\rfloor}\left(\frac{1}{(p-1) i+1}-\frac{1}{(p-1) i+p}\right) f((p-1) i+1) \\
& +\left(\frac{n}{(p-1)\lfloor(l-1) / 2\rfloor+1}-1\right) f\left((p-1)\left\lfloor\frac{(l-1)}{2}\right\rfloor+1\right)
\end{aligned}
$$

Proof. Apply Theorem 4.3 with $k=\left\lfloor\frac{l+1}{2}\right\rfloor=\left\lfloor\frac{n+p-2}{2(p-1)}\right\rfloor, \alpha_{i}=(i-1)(p-1)+1$ and $L_{i}^{*}(n)=n /\left(\alpha_{i}+p-1\right)-1$, for $1 \leq i<k, \alpha_{0}=0$ and $L_{0}^{*}(n)=n-1$, and $\alpha_{k}=\left\lfloor\frac{n-p+2}{2}\right\rfloor$ and $L_{k}^{*}(n)=0$.

For $p=2$, the bound in Corollary 4.5 becomes

$$
\begin{equation*}
M(n) \leq n M(1)+n \sum_{i=1}^{\lfloor n / 2\rfloor-1} \frac{f(i)}{i(i+1)}+O(f(\lfloor n / 2\rfloor)) \tag{20}
\end{equation*}
$$

a major improvement over the upper bound given in Corollary 9 in [4]. For example, when $f(x)=x$ and $M(1)=0$, we know (see [2, Eq. 2.50], for example) that $M(n)=$ $\frac{1}{2} n \lg n+O(n)$. The upper bound (20) gives $M(n) \leq n \ln n+O(n) \approx 0.693 \ldots n \lg n+$ $O(n)$, while the result in [4] gives only $M(n) \leq n \lg n+O(n)$. When $f(x)=\lg x$ and $M(1)=0,(20)$ gives $M(n) \leq 1.137 \ldots n+O(\log n)$, while the result in [4] gives only $M(n) \leq 2 n+O(\log n)$.

When $f(x)=\lceil\lg x\rceil$ we know from [4] that $M(n)=n M(1)+n-\lceil\lg n\rceil-1$, and we can use summation by parts (see, for example, [2, Eq. 4.65] or [3, Ex. 1.2.7-10]) with (16) and (20) to obtain

$$
\begin{aligned}
n M(1)+n+O\left(\log ^{2} n\right) \leq M(n) & \leq n M(1)+n \sum_{i=0}^{\infty} \frac{1}{2^{i}+1}+O(\log n) \\
& \approx n M(1)+1.2645 \ldots n+O(\log n)
\end{aligned}
$$

Most interesting is the case $f(x)=\lfloor\lg x\rfloor$. We know from [4] that $M(n)=$ $n M(1)+n-\lfloor\lg n\rfloor-\nu(n)$, where $\nu(n)=O(\log n)$ is the number of 1-bits in the binary representation of $n$. Using summation by parts with (16) and (20), we obtain the sharp result that $M(n)=n M(1)+n+O\left(\log ^{2} n\right)$.

Corollary 4.6. For $f$ nondecreasing, the function defined by recurrence (4) for $n$ of the form $(p-1) l+1$ with $M(1)$ given satisfies

$$
M(n) \leq n M(1)+\sum_{i=0}^{\lfloor(l-1) / 2\rfloor}\left(\left\lfloor\frac{n}{(p-1) i+1}\right\rfloor-\left\lfloor\frac{n}{(p-1) i+p}\right\rfloor\right) f((p-1) i+1)
$$

Proof. Apply Theorem 4.3 with $k=\left\lfloor\frac{l+1}{2}\right\rfloor=\left\lfloor\frac{n+p-2}{2(p-1)}\right\rfloor, \alpha_{i}=(i-1)(p-1)+1$ and $L_{i}^{*}(n)=\hat{L}_{\alpha_{i}}(n)=\left\lfloor\frac{n}{(i-1)(p-1)+p}\right\rfloor-1$ for $1 \leq i \leq k$, and $\alpha_{0}=0$ and $L_{0}^{*}(n)=n-1$. $\square$

The upper bound in Corollary 4.6 is sharper than those in Corollaries 4.4 and 4.5; in fact, it is sharper than any other upper bound of the same form. Let $n$ be fixed and consider the partial order on the set $\mathcal{U}(n)$ of upper bounds for $M(n)$ of the form

$$
\begin{equation*}
V(f)=n M(1)+\sum_{i=1}^{k} v_{i} f(i) \tag{21}
\end{equation*}
$$

that hold for all nondecreasing functions $f$. Upper bounds $V$ and $W$ are comparable, $V \prec W$, if $V(f) \leq W(f)$ for all nondecreasing functions $f ; V$ and $W$ are incomparable if there exist nondecreasing functions $f$ and $g$ such that $V(f)<W(f)$ and $V(g)>$ $W(g)$.

Lemma 4.7. Let

$$
V(f)=n M(1)+\sum_{i=1}^{k} v_{i} f(i)
$$

and

$$
W(f)=n M(1)+\sum_{i=1}^{k} w_{i} f(i) .
$$

Then $V \prec W$ if and only if for all $j, 1 \leq j \leq k$,

$$
\begin{equation*}
\sum_{i=j}^{k} v_{i} \leq \sum_{i=j}^{k} w_{i} . \tag{22}
\end{equation*}
$$

Proof. If $V \prec W$, then (22) follows by considering the step function

$$
f_{j}(x)= \begin{cases}0, & x<j \\ 1, & x \geq j\end{cases}
$$

On the other hand, suppose that (22) holds. To prove that $V \prec W$, we must show that $V(f) \leq W(f)$ for all nondecreasing functions $f$. Let $\hat{f}(x)=f(x)-f(1)$; $\hat{f}(x)$ is a nonnegative, nondecreasing function of $x$ and, moreover,

$$
W(f)-V(f)=W(\hat{f})-V(\hat{f})
$$

so we need only prove that $V(f) \leq W(f)$ for nonnegative, nondecreasing functions $f$. Such a function can be written as a linear combination of the step functions $f_{j}(x)$,

$$
f(x)=\sum_{j=1}^{k} c_{j} f_{j}(x)+h(x)
$$

where $h(x)=0$ when $x$ is an integer, $1 \leq x \leq k$, and the $c_{i}$ are nonnegative. Because $V$ only uses $f$ at integers, we have $V(f)=V(f-h)$, and we have

$$
\begin{aligned}
V(f) & =V(f-h) \\
& =n M(1)+\sum_{i=1}^{k} v_{i}[f(i)-h(i)] \\
& =n M(1)+\sum_{i=1}^{k} v_{i} \sum_{j=1}^{k} c_{j} f_{j}(i) \\
& =n M(1)+\sum_{i \geq j} v_{i} c_{j}
\end{aligned}
$$

since $f_{j}(i)$ is 1 if $i \geq j$, and 0 otherwise. Thus,

$$
V(f)=n M(1)+\sum_{j=1}^{k} c_{j} \sum_{i=j}^{k} v_{i}
$$

and so by (22),

$$
\begin{aligned}
V(f) & \leq n M(1)+\sum_{j=1}^{k} c_{j} \sum_{i=j}^{k} w_{i} \\
& =W(f)
\end{aligned}
$$

by a similar argument.
Lemma 4.8. Let

$$
V(f)=n M(1)+\sum_{i=1}^{k} v_{i} f(i)
$$

Then, for $1 \leq j \leq k, \sum_{i=j}^{k} v_{i} \geq \hat{L}_{j-1}(n)$.

Proof. Suppose $\sum_{i=j}^{k} v_{i}<\hat{L}_{j-1}(n)$. Consider the step function

$$
f_{j}(x)= \begin{cases}0 & \text { if } x<j \\ 1 & \text { otherwise }\end{cases}
$$

We have

$$
\begin{aligned}
M(n) & =n M(1)+\max _{T \in \mathcal{P}(n)} \hat{F}(T) \\
& =n M(1)+\max _{T \in \mathcal{P}(n)} \sum_{\substack{\text { nonrightmost } \\
\text { nodes } N \text { of } T}} f_{j}(\# N) \\
& =n M(1)+\max _{T \in \mathcal{P}(n)} \sum_{\substack{\text { nonrightmost nodes } \\
\text { nin } T \\
\text { with \#N }>j-1}} 1 \\
& =n M(1)+\max _{T \in \mathcal{P}(n)} L_{j-1}(T) \\
& =n M(1)+\hat{L}_{j-1}(n) \\
& >n M(1)+\sum_{i=j}^{k} v_{i} \\
& =V\left(f_{j}\right),
\end{aligned}
$$

contradicting the fact that $V$ is an upper bound.
Theorem 4.9. The upper bound of Corollary 4.6,

$$
V(f)=n M(1)+\sum_{i=0}^{\lfloor(l-1) / 2\rfloor}\left(\left\lfloor\frac{n}{(p-1) i+1}\right\rfloor-\left\lfloor\frac{n}{(p-1) i+p}\right\rfloor\right) f((p-1) i+1),
$$

is the minimum element of the partial order $\mathcal{U}(n)$; that is, $V$ is in $\mathcal{U}(n)$ and is less than or equal to any other element in $\mathcal{U}(n)$.

Proof. The upper bound $V$ is of the form (21) with $k=(p-1)\lfloor(l-1) / 2\rfloor+1$, $l=(n-1) /(p-1)$,

$$
v_{i}= \begin{cases}\hat{L}_{i-1}(n)-\hat{L}_{i}(n) & \text { if }(p-1) \mid(i-1) \\ 0 & \text { otherwise }\end{cases}
$$

so $V$ is in $\mathcal{U}(n)$.
Given any element $W \in \mathcal{U}(n), W(f)=n M(1)+\sum_{i=1}^{k} w_{i} f(i)$, pad the shorter of $V$ and $W$ with zeroes so the two are the same length. By Lemma 4.8 , for $1 \leq j \leq k$,

$$
\begin{aligned}
\sum_{i=j}^{k} w_{i} & \geq \hat{L}_{j-1}(n) \\
& =\sum_{i=j}^{k}\left[\hat{L}_{i-1}(n)-\hat{L}_{i}(n)\right] \\
& =\sum_{i=j}^{k} v_{i}
\end{aligned}
$$

so $V \prec W$ by Lemma 4.7.

Combining all of these results yields the following theorem.
Theorem 4.10. For $f$ nondecreasing, the function defined by recurrence (4) for $n$ of the form $(p-1) l+1$ with $M(1)$ given satisfies

$$
\begin{aligned}
& n M(1)+(p-1) \sum_{i=1}^{\left\lfloor\log _{p} n\right\rfloor}\left\lfloor\frac{n}{p^{i}}+\left\{\frac{n-p^{i}}{(p-1) p^{i}}\right\}\right\rfloor f\left(p^{i-1}\right) \\
& \leq M(n) \\
& \leq n M(1)+\sum_{i=0}^{\lfloor(l-1) / 2\rfloor}\left(\left\lfloor\frac{n}{(p-1) i+1}\right\rfloor-\left\lfloor\frac{n}{(p-1) i+p}\right\rfloor\right) f((p-1) i+1) \\
& \leq n M(1)+n \sum_{i=0}^{\lfloor(l-3) / 2\rfloor}\left(\frac{1}{(p-1) i+1}-\frac{1}{(p-1) i+p}\right) f((p-1) i+1) \\
& \quad+\left(\frac{n}{(p-1)\lfloor(l-1) / 2\rfloor+1}-1\right) f\left((p-1)\left\lfloor\frac{(l-1)}{2}\right\rfloor+1\right) \\
& \leq n M(1)+n(p-1) \sum_{i=1}^{\left\lfloor\log _{p} \frac{n-p+2}{2}\right\rfloor} \frac{f\left(p^{i}\right)}{p^{i}}+\left(\frac{n}{\left.p^{\left\lfloor\log _{p} \frac{n-p+2}{2}\right\rfloor}-1\right) f\left(\left\lfloor\frac{n-p+2}{2}\right\rfloor\right) .}\right.
\end{aligned}
$$

Proof. All of the inequalities except that between the two larger upper bounds follow immediately from our preceding discussion. Let $W(f)$ be the largest of the three upper bounds and let $V(f)$ be the second largest of the three upper bounds. We must show that $V \prec W$ in order to prove the theorem. Write $V(f)$ in the form

$$
V(f)=\sum_{i=1}^{\left\lfloor\frac{n-p+2}{2}\right\rfloor}\left(v_{i}-v_{i+1}\right) f(i)
$$

and $W(f)$ in the form

$$
W(f)=\sum_{i=1}^{\left\lfloor\frac{n-p+2}{2}\right\rfloor}\left(w_{i}-w_{i+1}\right) f(i)
$$

with

$$
v_{i}=\frac{n}{j(p-1)+1}-1
$$

when $(j-1)(p-1)+1<i \leq j(p-1)+1$,

$$
w_{i}=\frac{n}{p^{j-1}}-1
$$

when $p^{j-1}<i \leq p^{j}$, and

$$
v_{\left\lfloor\frac{n-p+4}{2}\right\rfloor}=w_{\left\lfloor\frac{n-p+4}{2}\right\rfloor}=0 .
$$

Since $v_{i} \leq w_{i}$ for each $i$, it follows that $V \prec W$ by Lemma 4.7.
For example, when $p=2$, the bounds of Theorem 4.10 simplify to (5). When $f(x)=x$, we use the lower bound and the middle of the three upper bounds in Theorem 4.10 to find that

$$
\frac{p-1}{p} n \log _{p} n+O(n) \leq M(n) \leq n \ln n+O(n) .
$$

Similarly, when $f(x)=\log _{p} x$, we obtain

$$
\begin{aligned}
& \left(M(1)+\frac{1}{p-1}\right) n+O\left(\log ^{2} n\right) \\
& \leq M(n) \\
& \leq\left(M(1)+\frac{1}{p-1}+\frac{1}{(p-1) \ln p}\right) n+O(\log n)
\end{aligned}
$$

when $f(x)=\left\lceil\log _{p} x\right\rceil$, we obtain

$$
\begin{aligned}
& \left(M(1)+\frac{1}{p-1}\right) n+O\left(\log ^{2} n\right) \\
& \leq M(n) \\
& \leq\left(M(1)+\frac{3}{2 p-2}\right) n+O(\log n)
\end{aligned}
$$

and when $f(x)=\left\lfloor\log _{p} x\right\rfloor$, we obtain the sharper result that

$$
M(n)=\left(M(1)+\frac{1}{p-1}\right) n+O\left(\log ^{2} n\right) .
$$

We can compare the upper and lower bounds in Theorem 4.10 on $M(n)$ for $f$ positive. Let $U(n)$ be the largest of the three upper bounds in Theorem 4.10 and $L(n)$ be the lower bound in Theorem 4.10. For convenience, assume $M(1)=0$, since the $M(1)$ term occurs with the identical coefficient in both $U(n)$ and $L(n)$. It then follows from Corollary 4.4 and (16) that the same calculations that we did for recurrence (3) lead to

$$
\frac{U(n)}{L(n)} \leq 2 p\left(1+\frac{f\left(\left\lfloor\frac{n-p+2}{2}\right\rfloor\right)}{f\left(p^{\left\lfloor\log _{p}(n-p)\right\rfloor-1}\right)}\right)
$$

for recurrence (4), because

$$
L(n) \geq \frac{n(p-1)}{2 p} \sum_{i=0}^{\left\lfloor\log _{p} n\right\rfloor-1} \frac{f\left(p^{i}\right)}{p^{i}}
$$

and

$$
U(n) \leq n(p-1) \sum_{i=1}^{\left\lfloor\log _{p} \frac{n-p+2}{2}\right\rfloor} \frac{f\left(p^{i}\right)}{p^{i}}+p f\left(\left\lfloor\frac{n-p+2}{2}\right\rfloor\right) .
$$

5. Conclusions. It is worth noting that, in contradistinction to the binary case explored in [4], even as strong a property as the concavity of $f$ is insufficient to determine the exact location of the maximum in recurrences (3) and (4). For example, in recurrence (3) with $p=3$ and $f$ nondecreasing and concave, direct calculation gives unique values for $M(n), 3 \leq n \leq 53, n$ odd, but gives

$$
\begin{aligned}
M(55)= & 55 M(1)+\max \{19 f(1)+5 f(3)+f(5)+2 f(9), \\
& 19 f(1)+6 f(3)+f(9)+f(13)\} \\
= & 55 M(1)+19 f(1)+5 f(3)+f(9)+\max \{f(5)+f(9), f(3)+f(13)\}
\end{aligned}
$$

which is indeterminate given only that $f$ is nondecreasing and concave. For $f(x)=x$, $f(3)+f(13)$ is larger while for $f(x)=\ln x, f(5)+f(9)$ is larger; both of these functions are nondecreasing and concave. In recurrence (4) with $p=3$ and $f$ nondecreasing and concave, direct calculation gives unique values for $M(n), 3 \leq n \leq 13, n$ odd, but gives

$$
\begin{aligned}
M(15) & =15 M(1)+\max \{11 f(1)+2 f(3)+f(7), 10 f(1)+4 f(3)\} \\
& =15 M(1)+10 f(1)+2 f(3)+\max \{f(1)+f(7), 2 f(3)\}
\end{aligned}
$$

which is similarly indeterminate.
Thus we leave it as an open problem to find general conditions on $f$ under which the exact location of the maximum in recurrences (3) and (4) is determined. Such a condition would likely involve the signs of the differences $\Delta f, \Delta^{(2)} f, \ldots, \Delta^{(p)} f$, just as the case $p=2$ involves conditions on the signs of $\Delta f$ (that is, $f$ nondecreasing) and $\Delta^{(2)} f$ (that is, $f$ concave or convex).
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#### Abstract

In this paper we introduce and investigate the notion of p-connectedness. As it turns out, this concepts leads naturally to a unique tree representation for arbitrary graphs: the leaves of this tree are the p-connected components along with weak vertices, that is, vertices of the graph that belong to no p-connected component. We then show how to refine this decomposition to obtain a new decomposition that extends the well-known modular decomposition.
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1. Introduction. It is a standard paradigm to model problems arising in communications, very large-scale integration (VLSI) design, database design, network protocol design, and other areas of computer science and engineering by graphs in the hope that the resulting graph problems can be solved quickly. A powerful tool for obtaining efficient solutions to graph problems is the divide-and-conquer paradigm, one of whose manifestations is graph decomposition.

An increasingly popular approach to graph decomposition involves associating with a given graph $G$ a rooted tree $T(G)$ whose leaves are subgraphs of $G$ (e.g., vertices, edges, cliques, stable sets, cutsets) and whose internal nodes correspond to certain prescribed graph operations. Of particular interest are classes of graphs $G$ for which the following conditions hold:

- $T(G)$ can be obtained efficiently, that is, in time polynomial in the size of $G$;
- $T(G)$ is unique up to labeled-tree isomorphism.

Tree representations satisfying the conditions mentioned above have been obtained for several classes of graphs, including cographs [4], interval graphs [3], chordal graphs [6], [15], maximal outerplanar graphs [1], traveling salesman problem (TSP) digraphs [10], $P_{4}$-reducible graphs [7], $P_{4}$-extendible graphs [8], and $P_{4}$-sparse graphs [9], among many others.

A well-known form of graph decomposition is the modular decomposition (also called substitution decomposition). The modular decomposition has been discovered independently by researchers in many areas. The reader is referred to Möhring and Rademacher [13], where some applications are discussed.

The purpose of this paper is to introduce and investigate a new graph-theoretic concept that we refer to as the p-connectedness of a graph. On one hand, the pconnectedness generalizes the usual connectedness. On the other hand, this concept leads naturally to a structure theorem for general graphs which, in turn, suggests a unique tree representation for arbitrary graphs: the leaves of this tree are the pconnected components and the weak vertices, that is, vertices of the graph that belong to no p-connected component. By refining our first result, we obtain a new decomposition for arbitrary graphs that we call the homogeneous decomposition. As with the modular decomposition, we produce a unique decomposition tree for arbitrary

[^41]graphs; however, our decomposition can be seen as a natural extension of the modular decomposition, since it goes further in decomposing graphs that are prime with respect to the modular decomposition.

The principle contribution of this paper, as we see it, is the structure theorem mentioned above, which is the backbone of the whole paper, since all our results follow directly or indirectly from it. This new structure theorem sheds a new light on the modular decomposition and, at the same time, suggests a natural way of extending it.

The paper is organized as follows: $\S 2$ presents the basic definitions and introduces some new terminology; $\S 3$ studies separable p-components, a key ingredient in our decomposition; $\S 4$ presents a structure theorem for arbitrary graphs in terms of pconnected components; $\S 5$ gives our first decomposition scheme for general graphs, which we call the primeval decomposition, together with a corresponding unique tree representation; $\S 6$ discusses the homogeneous decomposition of graphs and a second tree representation for general graphs; finally, $\S 7$ summarizes the results and presents open problems.
2. Basics and terminology. All the graphs in this work are finite, with no loops or multiple edges. We assume familiarity with standard graph-theoretical terminology compatible with Bondy and Murty [2]. At the same time, to specify our results, we define and use some new terms.

Let $G$ be an arbitrary graph. For a vertex $x$ of $G$, we let $N(x)$ denote the set of vertices of $G$ that are adjacent to $x$. Adjacency is assumed to be non-reflexive, and so $x \notin N(x)$; we let $G_{S}$ stand for the subgraph of $G$ induced by $S$. Occasionally, to simplify the notation, we blur the distinction between a set $S$ of vertices and the graph $G_{S}$ that it induces and use the same symbol for both.

If a vertex $x$ is nonadjacent to a vertex $y$, we say that $x$ misses $y$ (similarly, $y$ misses $x$ ). A vertex $z$ is said to distinguish vertices $u$ and $v$ whenever $z$ misses precisely one of $u, v$. We let $P_{k}$ stand for the chordless path on $k$ vertices. In a $P_{4}$ with vertices $a, b, c, d$ and edges $a b, b c, c d$, the vertices $a$ and $d$ are referred to as endpoints while $b$ and $c$ are termed midpoints. Let $S$ induce a $P_{4}$ in $G$; a vertex $u$ outside $S$ is said to have a partner in $S$ if $u$ belongs to a $P_{4}$ involving three vertices from $S$.

Call a subset $C$ of vertices of $G p$-connected if for every partition of $C$ into nonempty disjoint sets $A$ and $B$, some $P_{4}$ in $G$ contains vertices from both $A$ and $B$. If $C$ is maximal with this property, then $C$ is called a p-connected component of $G$ or simply a $p$-component. For further reference we make the following simple observation.

Observation 0 . Let $G$ be an arbitrary graph. The following statements hold:
(0.1) $G$ admits a unique partition into p-components;
(0.2) the p-components are closed under complementation;
(0.3) every p-component is a connected subgraph of $G$ and $\bar{G}$.
(To settle ( 0.1 ), consider the binary relation $R$ on the vertex set of $G$ defined by writing $x R y$ if and only if $x$ and $y$ belong to a common p -connected set $C$. It is easy to confirm that $R$ is an equivalence relation. The p-components of $G$ are precisely the equivalence classes under $R$, hence the uniqueness. (0.2) follows from the fact that the $P_{4}$ 's are closed under complementation; (0.3) follows from the definition of p-components together with (0.2).)

Let $S$ be a set of vertices in $G$; for a vertex $u$ outside $S$, write

- $u \in T(S)$ whenever $u$ misses no vertex in $S$;
- $u \in I(S)$ whenever $u$ misses all the vertices in $S$;
- $u \in P(S)$ whenever $u$ misses some, but not all, vertices in $S$ and $u$ has no partner in $S$.
For further reference, we take note of the following simple observations.
Observation 1. Let $S$ induce a $P_{4}$ in $G$. A vertex $u$ outside $S$ belongs to a $P_{4}$ involving a midpoint (endpoint) of $S$ whenever one of the following conditions is satisfied:
(1.1) $u$ distinguishes the midpoints of $S$;
(1.2) $u$ distinguishes the endpoints of $S$;
(1.3) $u$ is adjacent to both endpoints and misses both midpoints;
(1.4) $u \in T(S)$ misses a vertex in $P(S)$;
(1.5) $u \in I(S)$ is adjacent to a vertex in $P(S)$;
(1.6) $u \in T(S)$ distinguishes adjacent vertices in $I(S)$;
(1.7) $u \in I(S)$ distinguishes nonadjacent vertices in $T(S)$.
(To justify (1.1)-(1.3), note that $u$ induces a $P_{4}$ with three vertices in $S$; (1.5) follows from the easy observation that every vertex in $P(S)$ distinguishes an adjacent midpoint-endpoint pair in $S$. Consequently, if some vertex $u$ in $P(S)$ is adjacent to some vertex $v$ in $I(S)$, then vertices $u$ and $v$, together with suitably chosen midpointendpoint pair $s, s^{\prime}$ in $S$, induce a $P_{4}$. (1.4) follows from a mirror argument. Finally, (1.6) and (1.7) follow directly from the definition of the sets involved.)

Let $B$ be an arbitrary p-component in a graph $G$. Note that the maximality implied by the definition guarantees that every vertex outside $B$ belongs to precisely one of the sets $T(B), P(B), I(B)$. Next, we make some observations about the relationships between vertices in $T(B), P(B)$, and $I(B)$ for an arbitrary p-component $B$.

Observation 2. The following statements must hold:
(2.1) for every set $S$ inducing a $P_{4}$ in $B$, no vertex in $P(B)$ misses an odd number of vertices in $S$ or is adjacent to endpoints only;
(2.2) no vertex in $I(B)$ is adjacent to a vertex in $P(B)$;
(2.3) every vertex in $T(B)$ is adjacent to all vertices in $P(B)$;
(2.4) no vertex in $I(B)$ distinguishes nonadjacent vertices in $T(B)$;
(2.5) no vertex in $T(B)$ distinguishes adjacent vertices in $I(B)$.
(This follows trivially from Observation 1 , together with the assumption that $B$ is maximally p-connected.)
3. Separable p-components. A p-component $B$ is said to be separable if it partitions into nonempty, disjoint sets $B_{1}$ and $B_{2}$ such that every $P_{4}$ with vertices from both $B_{i}$ 's has its midpoints in $B_{1}$ and its endpoints in $B_{2}$. For convenience, we denote this partition as ( $B_{1}, B_{2}$ ). Separable p-components play a crucial role in our decomposition theorem. We therefore investigate some of their basic properties. In this context, to simplify the exposition, we refer to a $P_{4}$ with vertices from both $B_{i}$ 's as crossing. Note that separable p-components are closed under complementation, since a $P_{4}$ is crossing in both $G$ and $\bar{G}$; consequently, in $\bar{G}$ the partition ( $B_{1}, B_{2}$ ) becomes ( $B_{2}, B_{1}$ ). The reader is referred to Fig. 1 for an illustration of this concept.

Observation 3. A p-component $B$ is separable whenever $P(B)$ is nonempty; furthermore, for every vertex $p$ in $P(B),\left(B_{1}(p), B_{2}(p)\right)$ is a partition of $B$, with $B_{1}(p)=N(p) \cap B$ and $B_{2}(p)=B \backslash B_{1}(p)$.
(Since $B$ is a p-component, there must exist a $P_{4}$ in $B$ with vertices from both $B_{i}(p)$ 's. Let $\pi$ be an arbitrary such $P_{4}$. (2.1) guarantees that the endpoints are in $B_{2}(p)$ and the midpoints are in $B_{1}(p)$. Since $\pi$ was arbitrary, the conclusion follows.)


Fig. 1. Illustrating separable p-components.

Our first result states a fundamental property of separable p-components that is used repeatedly in the remainder of this paper.

Theorem 1. In a separable p-component, every vertex belongs to a crossing $P_{4}$.
Proof. Consider an arbitrary separable p-component $B$ with a partition ( $B_{1}, B_{2}$ ) as described above. Since separable p-components are closed under complementation, we need only prove that every vertex in $B_{2}$ belongs to a crossing $P_{4}$.

If the statement is false, then we find a nonempty subset $A$ of $B_{2}$ such that no vertex in $A$ is on a crossing $P_{4}$. Write $C=B_{2} \backslash A$. Note that since $B$ is separable, the p-connectedness of $B$ implies that $C \neq \emptyset$. Similarly, the p-connecteness of $B$ implies the existence of a $P_{4} \pi$ with vertices from both $A$ and $C \cup B_{1}$. Since no vertex in $A$ is on a crossing $P_{4}$, the vertices of $\pi$ belong to $A \cup C$. Without loss of generality, we let $\pi$ be induced by $\{u, v, w, z\}$; furthermore, we let $u$ denote a vertex of $\pi$ that belongs to $C$. Note that the definition of $C$ guarantees that some set $S=\{u, b, c, d\}$ induces a crossing $P_{4}$ having $u, d$ as endpoints and $b, c$ as midpoints.

We claim that there is no labeling of the vertices of $\pi$ for which the edges are $u v$, $v w$, and $w z$, with $u, w$ in $C$ and $v, z$ in $A$. (To see this, note that since $z$ is adjacent to $w$ but not to $u, w$ and $d$ must be distinct vertices; otherwise by (1.2) $z$ would belong to a crossing $P_{4}$. Next, by (1.1)-(1.3), $v \in T(S)$. Because $z$ misses $u,(1.2)$ and (1.4) imply that $z \in I(S)$. Now, however, either $z w v b$ or $z w b u$ is a crossing $P_{4}$, depending on whether or not $w$ misses $b$.)

It is easy to confirm that for a suitable labeling of the vertices in $\pi$, we have the following:

- $u \in C, v \in A$, with $u$ and $v$ nonadjacent;
- $w$ adjacent to both $u$ and $v$;
- $z$ misses $w$ and distinguishes $u$ and $v$.

We claim that

$$
\begin{equation*}
v \in I(S) \text { and } w \in T(S) \tag{3}
\end{equation*}
$$

(First, if $w \notin T(S)$, then since $w$ cannot be a midpoint of any crossing $P_{4}$ it must be the case that $w$ is adjacent to $b$ and misses both $c$ and $d$; put differently, $w b c d$ is a crossing $P_{4}$ having $w$ as one of its endpoints. Note that since $v$ is adjacent to $w,(1.1)-(1.3)$ imply that $v \in T(\{w, b, c, d\})$. Now, however, $u w v c$ is a crossing $P_{4}$, a contradiction. Thus $w \in T(S)$.

Note further that by (1.2), v belongs to $P(S) \cup I(S)$. We may assume that $v$ belongs to $P(S)$; otherwise there is nothing to prove. Specifically, $v$ is adjacent to $b$ and $c$ and misses $u$ and $d$. We want to show that this assumption leads to a contradiction.

To see this, consider first the case where $z$ misses $u$ (and therefore $z$ is adjacent to $v$ ). We must have $z$ adjacent to $b$; otherwise $z v b u$ would be a crossing $P_{4}$, contradicting that $v \in A$. Now, however, either $u b z d$ or $z b w d$ is a crossing $P_{4}$ with one midpoint in $B_{2}$, depending on whether or not $z$ is adjacent to $d$. Either possibility contradicts that $B$ is separable.

Next, if $z$ misses $v, z$ must be adjacent to $u$. Note that $z$ misses $c$; otherwise $u z c v$ would be a crossing $P_{4}$ involving $v$. Now, however, we have reached a contradiction: $z u w c$ is a crossing $P_{4}$ with one of its midpoints in $B_{2}$, contradicting that $B$ is separable. Thus (3) must be true.)

We now continue with the proof of Theorem 1 . Note that $z$ cannot miss $u$ and be adjacent to $v$, otherwise, by (3), either $v z b u$ or $z v w b$ is a crossing $P_{4}$, depending on whether or not $z$ is adjacent to $b$. Therefore, it must be the case that $z$ misses $v$ and is adjacent to $u$. Note that $z$ misses $c$; otherwise by (3), zcwv would be a crossing $P_{4}$ involving $v$. However, this implies that $z u w c$ is a crossing $P_{4}$ with $u$ as one of its midpoints, contradicting that $B$ is separable. This completes the proof of Theorem 1.

Theorem 2. If a p-component is separable, then its partition is unique.
Proof. Suppose that Theorem 2 is false; let ( $B_{1}, B_{2}$ ) and ( $B_{1}^{\prime}, B_{2}^{\prime}$ ) be distinct partitions of a p-component $B$. By replacing $G$ with its complement $\bar{G}$, if necessary, we can ensure that

$$
B_{1} \cap B_{2}^{\prime} \neq \emptyset .
$$

Let $b$ be an arbitrary vertex in $B_{1} \cap B_{2}^{\prime}$. By Theorem $1, b$ belongs to a crossing $P_{4}$ with respect to the partition ( $B_{1}, B_{2}$ ). Since $b \in B_{1}$, this $P_{4}$ can be written as abcd with $a, d$ in $B_{2}$ and $c$ in $B_{1}$.

Similarly, since $b \in B_{2}^{\prime}$, Theorem 1 guarantees that $b$ belongs to a crossing $P_{4}$ with respect to the partition ( $B_{1}^{\prime}, B_{2}^{\prime}$ ). Furthermore, notice that this $P_{4}$ can be written as buvw with $b, w$ in $B_{2}^{\prime}$ and $u, v$ in $B_{1}^{\prime}$. It is immediate that, since $b \in B_{1}$, all the vertices $u, v, w$ must be in $B_{1}$; otherwise we violate the partition ( $B_{1}, B_{2}$ ). Note that since $u$ belongs to $B_{1}^{\prime}$ and $c$ belongs to $B_{2}^{\prime}, u$ and $c$ are distinct vertices. We claim that
$w$ is not adjacent to $c$.
(Otherwise $w$ must be adjacent to $a$ and miss $d$, or else the $P_{4}$ 's $w c b a$ or $d w a b$ would violate the partition ( $B_{1}, B_{2}$ ). $v$ thus must be adjacent to $c$ and $a$, for if not, then the $P_{4}$ 's $v w c b$ or $v w a b$ would violate the partition ( $B_{1}^{\prime}, B_{2}^{\prime}$ ). Now, however, either $d v a b$ or dcva violates the partition $\left(B_{1}^{\prime}, B_{2}^{\prime}\right)$, depending on whether or not $v$ is adjacent to $d$. Thus $w$ misses $c$, as claimed.)

Note that by (4), together with (1.1) and (1.3),

$$
w \text { belongs to } I(\{a, b, c, d\}) \text {. }
$$

Similarly, since $c$ is adjacent to $b$ but not to $w$, it must be the case that

$$
c \text { is adjacent to } u \text { but not to } v
$$

and that
$v$ belongs to $I(\{a, b, c, d\}) ;$

Otherwise we violate the partition $\left(B_{1}^{\prime}, B_{2}^{\prime}\right)$.
However, we have reached a contradiction: either vuba or wvua violates the partition ( $B_{1}, B_{2}$ ), depending on whether or not $u$ misses $a$. With this, the proof of Theorem 2 is complete.

Theorem 2 implies the following result that is used repeatedly in our subsequent arguments.

Corollary 2.1. Let $B$ be a p-component with $P(B)$ nonempty. For every pair of vertices $p, p^{\prime}$ in $P(B), N(p) \cap B=N\left(p^{\prime}\right) \cap B$.

Proof. By Observation 3, $B$ is separable and both $\left(B_{1}(p), B_{2}(p)\right)$ and $\left(B_{1}(p), B_{2}(p)\right)$ are partitions of $B$. By Theorem 2, these partitions must coincide. The conclusion follows.
4. The structure theorem. We are now in a position to state the following structure theorem for arbitrary graphs that provides the foundation of our decomposition scheme.

Theorem 3. For an arbitrary graph $G$, precisely one of the following conditions is satisfied:
(i) $G$ is disconnected;
(ii) $\bar{G}$ is disconnected;
(iii) $G$ is p-connected;
(iv) there is a unique proper separable p-component $H$ of $G$ with a partition ( $H_{1}$, $\mathrm{H}_{2}$ ) such that every vertex outside $H$ is adjacent to all vertices in $H_{1}$ and misses all vertices in $\mathrm{H}_{2}$.
Proof. We need only show that if (i), (ii), and (iii) are not satified, then (iv) must be satisfied. For this purpose, we assume that both $G$ and $\bar{G}$ are connected and that $G$ alone is not p-connected. Since both $G$ and $\bar{G}$ are connected, a result of Seinsche [14] guarantees that $G$ contains a $P_{4}$. This, in turn, implies that $G$ must contain at least one p-component.

Choose a p-component $B$ in $G$ such that

$$
\begin{equation*}
|P(B)| \text { is as large as possible. } \tag{5}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\text { both } T(B) \text { and } I(B) \text { are empty. } \tag{6}
\end{equation*}
$$

If precisely one of the sets $T(B)$ and $I(B)$ is nonempty, then by (2.2) and (2.3) combined, either $G$ or $\bar{G}$ is disconnected, contrary to our assumption. Hence, if (6) is false, then both $T(B)$ and $I(B)$ are nonempty.

We now need the following technical lemma. (Recall that the conditions of Theorem 3 still hold.)

Lemma 4. Let $B$ be a p-component in $G$ with both $T(B)$ and $I(B)$ nonempty. If no vertex in $T(B)$ is adjacent to all the vertices in $I(B)$, then $T(B) \cup I(B)$ contains a p-component $B^{\prime}$, with $P(B) \subset P\left(B^{\prime}\right)$.

Proof. Choose a vertex $t$ in $T(B)$ such that

$$
\begin{equation*}
|N(t) \cap I(B)| \text { is as large as possible. } \tag{7}
\end{equation*}
$$

We claim that
if a vertex $x$ in $T(B)$ is nonadjacent to a vertex in some
component $Z$ of $I(B)$, then $x$ is adjacent to no vertices in $Z$.
(This follows by a combination of (2.5) and the connectedness of $Z$.)
Since, by assumption, no vertex in $T(B)$ is adjacent to all the vertices of $I(B)$, (8) guarantees the existence of a component $Z^{\prime}$ of $I(B)$ such that $t$ is adjacent to no vertices in $Z^{\prime}$. The connectedness of $G$, together with (2.2), guarantees that some vertex $z^{\prime}$ in $Z^{\prime}$ is adjacent to some vertex $t^{\prime}$ in $T(B)$.

Our choice of $t$, expressed in (7), implies the existence of a vertex $z$ in some component $Z$ distinct from $Z^{\prime}$ such that $z$ distinguishes $t$ and $t^{\prime}$. (2.4) guarantees that $t$ and $t^{\prime}$ are adjacent, and thus the set $\left\{t, t^{\prime}, z, z^{\prime}\right\}$ induces a $P_{4}$ in $G$. Let $B^{\prime}$ stand for the p -component containing $\left\{t, t^{\prime}, z, z^{\prime}\right\}$.
(2.2) and (2.3), combined, imply that

$$
P(B) \subset P\left(B^{\prime}\right)
$$

To see that the inclusion is strict, note that by the definition of $T(B)$ and $I(B)$, every vertex in $B$ belongs to $P\left(B^{\prime}\right)$. With this, the proof of Lemma 4 is complete.

We now continue the proof of Theorem 3. If no vertex of $T(B)$ is adjacent to all the vertices of $I(B)$, then Lemma 4 guarantees the existence of a p-component $B^{\prime}$ with $P(B) \subset P\left(B^{\prime}\right)$, contradicting our choice of $B$ in (5).

It must be the case, therefore, that some vertex $t$ in $T(B)$ is adjacent to all the vertices in $I(B)$. Let $F$ stand for the connected component of the subgraph of $\bar{G}$ induced by $T(B)$, containing $t$. Note that by (2.4), every vertex in $F$ is adjacent to all the vertices in $I(B)$. Now, however, by the definition of $T(B)$, together with (2.3), it follows that $\bar{G}$ is disconnected (since every vertex in $F$ is adjacent to all the vertices in $V \backslash F$ ), a contradiction. Thus (6) must be true.

Since, by assumption, $G$ itself is not a p-component, (6) guarantees that

$$
V=B \cup P(B), \text { with } P(B) \neq \emptyset .
$$

By Observation 3, $B$ is separable. Theorem 2 guarantees the uniqueness of the separation. By Corollary 2.1, every vertex in $P(B)$ has the same set of neighbors in $B$. The proof of Theorem 3 is thus complete.
5. The primeval decomposition. Our first decomposition scheme for general graphs, which we call the primeval decomposition. relies on a number of graph operations that we present next. Let $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ be disjoint graphs. Define

- $G_{1}$ (1) $G_{2}=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2}\right)$ and
- $G_{1}(1) G_{2}=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup\left\{x y \mid x \in V_{1}, y \in V_{2}\right\}\right)$.

It is easy to confirm that operations (1) and (1) reflect the conditions (i) and (ii), respectively, in Theorem 3.

Operation (2), defined below reflects condition (iv) in Theorem 3. More precisely, let $G_{1}=\left(V_{1}, E_{1}\right)$ be a graph such that $V_{1}$ is p-connected and separable with a partition ( $V_{1}^{1}, V_{1}^{2}$ ), and let $G_{2}=\left(V_{2}, E_{2}\right)$ be an arbitrary graph disjoint from $G_{1}$. Define

$$
\begin{equation*}
G_{1}(2) G_{2}=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup\left\{x y \mid x \in V_{1}^{1}, y \in V_{2}\right\}\right) . \tag{9}
\end{equation*}
$$

Note that the (2) operation is well defined and admits a unique inverse: given an arbitrary graph G that satisfies condition (iv) in Theorem 3, the graphs $G_{1}$ and $G_{2}$, featured in (9), are uniquely determined.

To specify our results, we call a vertex of a graph $G$ weak if it is involved in no pcomponent of $G$. As it turns out, all graphs are constructible from atomic subgraphs by means of the operations, (1), (1), and (2) that we just defined. More precisely, we have the following result.

Theorem 5. Every graph $G$ is either p-connected or it can be obtained uniquely from its p-components and weak vertices by a finite sequence of operations (©), (1), and (2).

Proof. We proceed by induction on the size of $G=(V, E)$. If we assume the statement true for all graphs with fewer vertices than $G$, we need only prove that the statement holds for $G$ itself.

For this purpose, we assume that $G$ is not p-connected. Note that if $G$ or $\bar{G}$ is disconnected, then $G$ arises from two of its proper induced subgraphs by a (0) or (1) operation, and the conclusion is guaranteed by the induction hypothesis. Finally, by Theorem 3, if both $G$ and $\bar{G}$ are connected and if $G$ itself is not p-connected, then there exists a unique separable p-component $H$ of $G$ and a partition $\left(H_{1}, H_{2}\right)$ of $H$, such that every vertex in $V \backslash H$ is adjacent to all the vertices in $H_{1}$ and misses all the vertices in $H_{2}$. Now, however, it is obvious that $G$ arises uniquely from the graphs $G_{H}$ and $G_{V} \backslash H$ by a (2) operation. The proof of Theorem 5 is thus complete.

Theorems 3 and 5 suggest a natural way of associating with every graph $G$ a unique tree $T(G)$ called the primeval tree of $G$. To anticipate this we notice that the leaves of $T(G)$ are precisely the p-components of $G$, along with weak vertices of $G$; an internal node $\lambda$ of $T(G)$ is labeled $i(0 \leq i \leq 2)$ whenever the subgraph $H$ of $G$ corresponding to the subtree $T^{\prime}$ of $T(G)$ rooted at $\lambda$ arises from two of its proper induced subgraphs by an (1) operation.

We are now in a position to describe the formal construction of the primeval tree of an arbitrary graph $G$. The details are spelled out by the following recursive procedure.

Procedure Build_Primeval_Tree $(G)$;
\{Input: an arbitrary graph $G=(V, E)$;
Output: the primeval tree $T(G)$ corresponding to $G$.\}
begin
if $|V|=1$ or $G$ is p-connected then
return the tree $T$ having $G$ as its unique vertex;
else if $G$ is disconnected then begin
let $G_{1}, G_{2}, \ldots, G_{p}(2 \leq p)$ be the components of $G$;
let $T_{1}, T_{2}, \ldots, T_{p}$ be the corresponding primeval trees rooted at $r_{1}, r_{2}, \ldots, r_{p}$; return the tree $T(G)$ obtained by adding $r_{1}, r_{2}, \ldots, r_{p}$ as children of a 0 node
end
else if $\bar{G}$ is disconnected then begin
let $\bar{G}_{1}, \bar{G}_{2}, \ldots, \bar{G}_{p}(2 \leq p)$ be the components of $\bar{G}$;
let $T_{1}, T_{2}, \ldots, T_{p}$ be the corresponding primeval trees rooted at $r_{1}, r_{2}, \ldots, r_{p}$; return the tree $T(G)$ obtained by adding $r_{1}, r_{2}, \ldots, r_{p}$ as children of a 1 node
end
else \{now $G$ satisfies condition (iv) in Theorem 3 \} begin
write $G=G_{1}$ (2) $G_{2}$ as in (9);
let $T_{1}, T_{2}$ be the corresponding primeval trees rooted at $r_{1}$ and $r_{2}$;
return the tree $T(G)$ obtained by adding $r_{1}, r_{2}$ as children of a 2 -node
end $\{i f\}$;
end; \{Build_Primeval_Tree\}
By Theorems 3 and 5, it follows immediately that the primeval tree associated with a graph $G$ is unique up to labeled tree isomorphism. Furthermore, the primeval tree of an arbitrary graph $G$ can be obtained in polynomial time in the number of vertices in $G$. To see that this is the case, observe that detecting whether $G$ (respectively, $\bar{G}$ ) is connected can be done trivially using depth-first search; detecting the p-components of $G$ can be done in a similar way. Finally, in case condition (iv) in Theorem 3 holds, the unique subgraphs featured in (9) can be obtained in polynomial time using the previous observations.
6. The homogeneous decomposition. A module $M$ in a graph $G=(V, E)$ is a set of vertices of $G$ that cannot be distinguished by vertices in $V \backslash M$. Note that, in particular, $G$ itself is a module. One form of graph decomposition, commonly referred to as modular decomposition (also substitution decomposition [12]), partitions a graph $G$ into subgraphs each of which is a module in a subgraph of $G$. The modular decomposition produces a tree that describes the submodules of $G$. It is folklore that a number of NP-complete problems can be solved efficiently if a decomposition into modules is available.

A proper subset $Y$ with at least two vertices of $G$ will be referred to as homogeneous (also a nontrivial module [12]) if every vertex outside $Y$ is adjacent to either all or none of the vertices in $Y$. Note that every homogeneous set is a module, but not vice versa: in particular, the graph itself is not considered to be a homogeneous set. Möhring [12] calls a graphs that has no nontrivial module prime with respect to the modular decomposition.

We propose a graph decomposition scheme that results in a unique tree representation for arbitrary graphs. This will be obtained by refining the primeval tree representation developed in the previous section. The leaves of this new tree are weak vertices along with prime subgraphs of the original graph.

Homogeneous sets (nontrivial modules) play a central role in our decomposition theorem. We, therefore investigate their properties in the context of separable pcomponents.

Lemma 6. Let $B$ be a separable p-component with a partition $\left(B_{1}, B_{2}\right)$. If the subgraph of $B$ induced by $B_{2}$ is disconnected, then every component of $B_{2}$ with at least two vertices is a homogeneous set in $B$.

Proof. Let $Z$ be an arbitrary component with at least two vertices of the subgraph of $B$ induced by $B_{2}$. For later reference, note that since $B_{2}$ is disconnected, $B_{2} \backslash Z \subseteq$ $I(Z)$.

If $Z$ fails to be homogeneous, then some vertex in $B_{1}$ is adjacent to some, but not all, of the vertices in $Z$. We propose to show that this assumption leads to a contradiction.

To begin, we claim that if this is the case, then

$$
P(Z) \text { must be nonempty. }
$$

(Otherwise, some vertex in $B_{1}$ belongs to a $P_{4}$ involving three vertices from $Z$, violating the partition $\left(B_{1}, B_{2}\right)$.)

Next, we note that
no vertex in $P(Z)$ is adjacent to a vertex in $I(Z)$.
(Let $u$ be a vertex in $P(Z)$ that is adjacent to a vertex $v$ in $I(Z)$. By the connectedness of $Z, u$ distinguishes adjacent vertices $z, z^{\prime}$ in $Z$. Now, however, the $P_{4}$ induced by $\left\{u, z, z^{\prime}, v\right\}$ has a midpoint in $B_{2}$, violating the partition ( $B_{1}, B_{2}$ ).)

Note further that (10) along with the fact that $B_{2}$ is disconnected guarantees that $T(Z)$ is nonempty: otherwise, $B$ would be disconnected, contradicting ( 0.3 ). We claim that
every vertex in $P(Z)$ is adjacent to all vertices in $T(Z)$.
(Let a vertex $p$ in $P(Z)$ miss a vertex $v$ in $T(Z)$. By Theorem 1, there exists a crossing $P_{4} u v w z$ containing $v$. Trivially, the endpoints $u$ and $z$ are in $B_{2}$ while the midpoints are in $B_{1}$. Since $v$ misses $z$, it must be the case that $z$ belongs to $B_{2} \backslash Z \subseteq I(Z)$; therefore, by (10), $p$ misses $z$. Observe that $u$ belongs to $Z$ : otherwise, $p$ misses $u$ and, for an arbitrary neighbor $x$ of $p$ in $Z, p x v u$ is a $P_{4}$ with one of its midpoints in $B_{2}$. Furthermore, since $u$ belongs to $Z, w$ cannot belong to $T(Z)$ (because $w$ misses $u$ ). In addition, since $w$ is adjacent to $z$, (10) guarantees that $w$ belongs to $I(Z)$. Now, however, we have reached a contradiction: with $x$ as before, $\{p, x, v, w\}$ induces a $P_{4}$, violating the partition ( $B_{1}, B_{2}$ ).)

Furthermore, we claim that no vertex in $I(Z)$ distinguishes nonadjacent vertices in $T(Z)$.
(Let a vertex $u$ in $I(Z)$ distinguish nonadjacent vertices $v, v^{\prime}$ in $T(Z)$. Now, hoewver, for every choice of a vertex $x$ in $Z,\left\{u, v, v^{\prime}, x\right\}$ induces a $P_{4}$ with one of its midpoints in $B_{2}$, a contradiction.)

Finally, note that
no vertex in $T(Z)$ distinguishes adjacent vertices in $I(Z)$.
(Let a vertex $u$ in $T(Z)$ distinguish adjacent vertices $v, v^{\prime}$ in $I(Z)$, and let $x$ be an arbitrary vertex in $Z$. Clearly, the $P_{4}$ induced by $\left\{u, x, v, v^{\prime}\right\}$ is crossing, and so exactly one of the vertices $v, v^{\prime}$ must belong to $I(Z) \cap B_{2}$. Now, however, for an arbitrary choice of the vertex $p$ in $P(Z),(10)$ and (11) guarantee that $\left\{p, u, v, v^{\prime}\right\}$ induces a $P_{4}$ that violates the partition ( $B_{1}, B_{2}$ ).)

To complete the proof of Lemma 6, we note that
(14) no $P_{4}$ in $B$ contains vertices from both $Z \cup P(Z)$ and $B \backslash(Z \cup P(Z))$.
(Let $u v w z$ be such a $P_{4}$. First, we argue that this $P_{4}$ cannot have vertices from $B_{1}$ only. To see this, note that by (10) and (11), such a $P_{4}$ must have either

- $u, w \in T(Z), v \in P(Z), z \in I(Z)$, or
- $w, z \in I(Z), u \in P(Z), v \in T(Z)$.

However, the first case is invalidated by (12) while the second contradicts (13). Therefore, the $P_{4} u v w z$ is crossing.

If none of the endpoints belongs to $Z$, then by (10), neither $v$ nor $w$ belongs to $P(Z)$, contradicting that the $P_{4}$ is crossing. Similarly, if both endpoints are in $Z$, then by definition, none of the midpoints can be in $T(Z) \cup I(Z)$, contradicting that the $P_{4}$ is crossing.

Therefore, we may assume without loss of generality that $z$ belongs to $Z$ while $u$ belongs to $I(Z) \cap B_{2}$. (10) implies that $v \notin P(Z)$. Since $v$ misses $z$, we have $v \in I(Z)$. By (10), together with the fact that $w$ is adjacent to $z$, it follows that $w \in T(Z)$. Now, however, $w, u, v$ contradict (13), and the conclusion follows.)
(14) now spells out the desired contradiction: $B$ is not p-connected. This completes the proof of Lemma 6.

Theorem 7. Let $G$ be an arbitrary graph and $B$ denote a separable p-component in $G$ with a partition $\left(B_{1}, B_{2}\right)$. The subgraph of $G$ (respectively, $\bar{G}$ ) induced by $B_{2}$ (respectively, $B_{1}$ ) is disconnected. Furthermore, every component of the subgraph of $G$ (respectively, $\bar{G}$ ) induced by $B_{2}$ (respectively, $B_{1}$ ) with at least two vertices is a homogeneous set in $G$.

Proof. To begin, we claim that

$$
\begin{equation*}
B_{2} \text { is not p-connected. } \tag{15}
\end{equation*}
$$

(Suppose, to the contrary, that $B_{2}$ is p-connected. Note that every vertex in $B_{1}$ belongs to exactly one of the sets $T\left(B_{2}\right), P\left(B_{2}\right), I\left(B_{2}\right)$, for otherwise some vertex in $B_{1}$ along with three vertices in $B_{2}$ induces a $P_{4}$ that violates the partition ( $B_{1}, B_{2}$ ).

By definition, no vertex in $T\left(B_{2}\right)$ (respectively, $I\left(B_{2}\right)$ ) can belong to a $P_{4}$ in $G$ involving vertices from $B_{2}$. Theorem 1 guarantees that $T\left(B_{2}\right)$ and $I\left(B_{2}\right)$ are empty. Hence, $B_{1} \subseteq P\left(B_{2}\right)$. However, Corollary 2.1 implies that no $P_{4}$ contains vertices from both $B_{i}$ 's, a contradiction. Thus (15) must be true.)

Next, we claim that

$$
\begin{equation*}
\text { the subgraph of } \bar{G} \text { induced by } B_{2} \text { is connected. } \tag{16}
\end{equation*}
$$

To justify (16), let $X$ and $Y$ be distinct connected components of the subgraph of $\bar{G}$ induced by $B_{2}$, and let $x, y$ be arbitrary vertices in $X$ and $Y$, respectively. By (0.2) and (0.3), $B$ induces a connected subgraph of $\bar{G}$. Consequently, we find a path

$$
(P) x=z_{0}, z_{1}, \ldots, z_{t}=y
$$

in $\bar{B}$ joining $x$ and $y$. By taking $t$ as small as possible, we ensure that the path ( $P$ ) is chordless.

Let $z_{i}(1 \leq i \leq t-1)$ be the first vertex on the path $(P)$ that belongs to $B_{1}$ : since $X$ and $Y$ are distinct components of $B_{2}$, such a vertex must exist. By our choice of $i, z_{i-1}$ belongs to $X \subset B_{2}$.

The fact that $(P)$ is chordless guarantees that if $i \leq t-2$, then the set $\left\{z_{i-1}, z_{i}, z_{i+1}, z_{i+2}\right\}$ induces crossing a $P_{4}$ in $G$ with at least one midpoint in $B_{2}$, a contradiction.

Thus, $i=t-1$. A similar argument shows that if $i \geq 2$, then the set $\left\{z_{i+1}, z_{i}, z_{i-1}\right.$, $\left.z_{i-2}\right\}$ induces a $P_{4}$ in $G$, violating the partition $\left(B_{1}, B_{2}\right)$. Consequently,

$$
t=2 \text { and } z_{1} \text { belongs to } B_{1}
$$

We claim that (in $\bar{G}$ )

$$
\begin{equation*}
z_{1} \text { misses no vertex in } X \cup Y . \tag{17}
\end{equation*}
$$

(Otherwise, without loss of generality, $z_{1}$ distinguishes adjacent (in $\bar{G}$ ) vertices $x^{\prime}$ and $x^{\prime \prime}$ in $X$. Now, however, $\left\{z_{1}, x^{\prime}, x^{\prime \prime}, y\right\}$ induces a $P_{4}$ with three vertices in $B_{2}$, contradicting that $B$ is separable.)

By Theorem $1, z_{1}$ belongs to a crossing $P_{4}$. In $\bar{G}$, this $P_{4}$ reads $z_{1} u v w$ with endpoints $z_{1}$ and $w$ in $B_{1}$ and midpoints $u$ and $v$ in $B_{2}$. Since $u$ and $v$ are adjacent in $\bar{G}$, they must belong to the same component $Z$ of the subgraph of $\bar{G}$ induced by $B_{2}$.

Since $z_{1}$ distinguishes $u$ and $v$, (17) guarantees that $Z$ is distinct from both $X$ and $Y$. Now, however, $\left\{x, z_{1}, u, v\right\}$ induces a $P_{4}$ that violates the partition $\left(B_{1}, B_{2}\right)$. Thus (16) must be true, as claimed.

We now continue with the proof of Theorem 7. If $B_{2}$ induces a connected subgraph of $B$, then by virtue of Theorem 3 applied to $B_{2}$, together with (15) and (16), it must be the case that

$$
\begin{equation*}
B_{2}=H \cup P(H) \tag{18}
\end{equation*}
$$

such that $H$ is a separable p-component of $B_{2}$, with a partition $\left(H_{1}, H_{2}\right)$, with $P(H) \neq$ $\emptyset$, and such that every vertex in $P(H)$ is adjacent to all the vertices in $H_{1}$ and misses all the vertices in $\mathrm{H}_{2}$.

Note further that every vertex in $B_{1}$ belongs to precisely one of the sets $T(H)$, $P(H), I(H)$; otherwise, some vertex in $B_{1}$ belongs to a crossing $P_{4}$ involving three vertices from $H \subset B_{2}$, which contradicts the fact that $B$ is separable. Clearly, $B_{1} \cap$ $(T(H) \cup I(H))$ is nonempty; otherwise by Corollary 2.1, every vertex in $B \backslash H$ is adjacent to the same vertices in $H$, which contradicts the fact that $B$ is p-connected.

Let $v$ be an arbitrary vertex in $B_{1} \cap(T(H) \cup I(H))$. Since $B$ is separable, Theorem 1 guarantees that $v$ belongs to a crossing $P_{4} u v w z$ with the endpoints $u, z$ in $B_{2}$ and the midpoints $v, w$ in $B_{1}$.

First, assume that

$$
v \text { belongs to } B_{1} \cap T(H) \text {. }
$$

Since $v$ misses $z, z$ cannot belong to $H$; by (18), $z$ belongs to $P(H)$. Now, however, by (1.4), $v, z$, together with two vertices from $H$, induce a crossing $P_{4}$ in $B$, which contradicts the fact that that $B$ is separable.

Next, assume that

$$
v \text { belongs to } B_{1} \cap I(H) \text {. }
$$

Note that $u$ must belong to $P(H)$ : by definition, $v$ is adjacent to no vertices in $H$. Now, however, (1.5) guarantees that the vertices $u$ and $v$, along with two vertices from $P(H)$, induce a crossing $p$, which contradicts the fact that $B$ is separable.

Therefore, $B_{2}$ must induce a disconnected subgraph of $G$. Lemma 6 guarantees that every component of $B_{2}$ containing at least two vertices is a homogeneous set in $B$. In addition, no vertex outside $B$ can distinguish vertices in such a component: this is trivially true for vertices in $T(B)$ and $I(B)$. By Corollary 2.1 , it is also true of vertices in $P(B)$.

A mirror argument shows that every component with at least two vertices of the subgraph of $\bar{G}$ induced by $B_{1}$ is a homogeneous set in $G$. With this, the proof of Theorem 7 is complete.

A graph $G=(V, E)$ is termed a split graph [5] if there is a partition of the vertex set $V$ into nonempty, disjoint sets $C$ and $S$ such that $S$ is stable and $C$ is a complete set. A homogeneous set $Y$ is maximal in a subgraph $H$ of $G$ if no homogeneous set of $H$ properly contains $Y$. Consider shrinking every maximal homogeneous set of a p-component $B$ to one representative vertex: the p-component $C(B)$ obtained in
this way is referred to as the characteristic p-component of $B$. Theorem 7 implies the following simple result, whose proof is trivial. Figure 2 features a separable pcomponent $B$ along with its characteristic p-component.


Fig. 2. Illustrating characteristic p-components.
Corollary 7.1. A p-component $B$ is separable if and only if the characteristic p-component $C(B)$ of $B$ induces a split graph.

To obtain the homogeneous decomposition of graphs, we augment the primeval decomposition discussed in $\S 5$ with two graph operations (3) and (4), which we define next.

Let $G_{0}=\left(V_{0} \cup\left\{y_{0}, y_{1}, \ldots, y_{t}\right\}, E_{0}\right), G_{1}=\left(V_{1}, E_{1}\right), \ldots$, and $G_{t}=\left(V_{t}, E_{t}\right)$ be arbitrary graphs. The graph $G=(V, E)$ is said to arise from $G_{0}$ and $\left(G_{1}, \ldots, G_{t}\right)$ by a (3) operation if the following are true:

- $V=\bigcup_{i=0}^{t} V_{i}$;
- $E=\left(E_{0} \backslash\left\{x y_{i} \mid x \in V_{0} \cup\left\{y_{0}, y_{1}, \ldots, y_{t}\right\}, i=1,2, \ldots, t\right\}\right) \cup \bigcup_{i=1}^{t} E_{i} \cup E^{\prime} \cup E^{\prime \prime}$ with $E^{\prime}$ obtained by making every vertex in $V_{i}(i=1,2, \ldots, t)$ adjacent to all vertices in $V_{0}$ adjacent to $y_{i}$ and $E^{\prime \prime}$ obtained by making every vertex in $V_{i}$ ( $i=1,2, \ldots, t)$ adjacent to all vertices in $V_{j}$ if and only if $y_{i} y_{j} \in E_{0}$.
Loosely speaking, $G$ is obtained by replacing every vertex $y_{i}(i=1,2, \ldots, t)$ in $G_{0}$ by the graph $G_{i}$. To make sure that the operation (3) admits a unique inverse, we need to make the technical assumption that every graph $G_{i}$ remembers the identity of the vertex $y_{i}$ it has replaced.

Similarly, Corollary 7.1 suggests a natural way of decomposing characteristic pcomponents. To see this, recall [5], [6] that a graph is a split graph if and only if both the graph and its complement are triangulated (chordal). In addition, it is well known (see [6, pp. 92-93]) that every triangulated graph admits a (not necessarily unique) tree representation $T$. The nodes of this tree are the maximal cliques of the graph; for every node $v$ in the graph, the subset of nodes corresponding to the maximal cliques that contain $v$ is a subtree of the tree $T$.

In the case of a split graph that is the characteristic p-component, as in Corollary 7.1, it is easy to exhibit a tree representation that is unique. To clarify this, let the vertices of the split graph partition into nonempty, disjoint sets $K$ and $S$, inducing a clique and a stable set, respectively. Note that $K$ is a maximal clique in the graph; for


Fig. 3. A graph $G$.
every vertex $s$ in $S, s \cup N(s)$ is a maximal clique as well. The unique tree representation is obtained by placing $K$ at the root and, for all $s$ in $S$, having the clique $s \cup N(s)$ as a child of the root. The operation described above is captured by a (4) operation in our overall decomposition.

To summarize our findings, we state a result that extends Theorem 5. (The proof is similar to that of Theorem 5 and therefore omitted.)

Theorem 8. Every graph $G$ can be obtained uniquely from its weak vertices and characteristic p-components by a finite sequence of operations (1), (1), (2), and (3).

Next, we describe the formal construction of the homogeneous tree of an arbitrary graph $G$ by the following recursive procedure.
Procedure Build_Homogeneous_Tree $(G)$;
\{Input: an arbitrary graph $G=(V, E)$;
Output: the homogeneous tree $H T(G)$ corresponding to $G$;\}
begin

## if $|V|=1$ then

return the tree $H T$ having $G$ as its unique vertex;
else if $G$ is p -connected then begin
let $C(G)$ be the characteristic p-component of $G$;
decompose $C(G)$ by a (4) operation and let $T^{\prime}$ be the corresponding tree rooted at a 4-node $\alpha$;
let $Y_{1}, Y_{2}, \ldots, Y_{t}$ be the maximal homogeneous sets of $G$;
let $T_{1}, T_{2}, \ldots, T_{p}$ be the homogeneous trees
corresponding to $Y_{1}, Y_{2}, \ldots, Y_{t}$, rooted at $r_{1}, r_{2}, \ldots, r_{p}$;
return the tree $H T(G)$ obtained by adding $\alpha, r_{1}, r_{2}, \ldots, r_{p}$ as
children of a 3 -node;
\{Comment: it is assumed that the root $r_{i}$ of the homogeneous tree
corresponding to $Y_{i}$ stores $\left.y_{i}\right\}$
end
else if $G$ is disconnected then begin
let $G_{1}, G_{2}, \ldots, G_{p}(2 \leq p)$ be the components of $G$;
let $T_{1}, T_{2}, \ldots, T_{p}$ be the corresponding homogeneous trees rooted at $r_{1}, r_{2}$, $\ldots, r_{p}$;
return the tree $H T(G)$ obtained by adding $r_{1}, r_{2}, \ldots, r_{p}$ as children of a
0 -node
end
else if $\bar{G}$ is disconnected then begin
let $\bar{G}_{1}, \bar{G}_{2}, \ldots, \bar{G}_{p}(2 \leq p)$ be the components of $\bar{G}$;
let $T_{1}, T_{2}, \ldots, T_{p}$ be the corresponding homogeneous trees rooted at $r_{1}, r_{2}$, $\ldots, r_{p}$;
return the tree $H T(G)$ obtained by adding $r_{1}, r_{2}, \ldots, r_{p}$ as children of a 1-node
end
else \{now $G$ satisfies condition (iv) in Theorem 3\} begin
write $G=G_{1}$ (2) $G_{2}$ as in (9);
let $T_{1}, T_{2}$ be the corresponding homogeneous trees rooted at $r_{1}$ and $r_{2}$; return the tree $H T(G)$ obtained by adding $r_{1}, r_{2}$ as children of a 2 -node
end \{if\};
end; \{Build_Homogeneous_Tree\}
By Theorems 3,5, and 8 and the previous discussion combined, it follows that the homogeneous tree associated with a graph $G$ is unique up to labeled tree isomorphism. Furthermore, just as the primeval tree, the homogeneous tree of an arbitrary graph $G$ can be obtained in polynomial time in the number of vertices in $G$.

To illustrate the differences between the modular decomposition and the proposed homogeneous decomposition the reader is referred to Figs. 3-5. To wit, the graph featured in Fig. 3 is prime with respect to modular decomposition, and this is reflected in the corresponding modular decomposition tree (see Fig. 4): it consists of the root and has every vertex in the graph as a leaf.

In contrast, the homogeneous decomposition starts by identifying $a, a^{\prime}, b, b^{\prime}, c, c^{\prime}$ as a separable p-component $B$ of the graph and the vertex $d$ as belonging to $P(B)$. Furthermore, the graph induced by $a, a^{\prime}, b, b^{\prime}, c, c^{\prime}$ is a split graph, and thus we decompose it again as discussed above. The net result is demonstrated in Fig. 5.


Fig. 4. The modular decomposition of $G$.


Fig. 5. The homogeneous decomposition of $G$.
7. Conclusions and open problems. In this paper, we have introduced and investigated the notion of p-connectedness of a graph. As it turns out, this concept leads naturally to a unique tree representation for arbitrary graphs: the leaves of this tree are the p-connected components along with weak vertices, that is, vertices of the graph that belong to no p-connected component.

We then showed how to refine this first decomposition to obtain a graph decomposition that constitutes a natural extension of the well-known modular decomposition. We argued that both of decompositions can be obtained in polynomial time in the size of the graph. Given the efficient algorithm to obtain the modular decomposition [11], it is natural to ask for a similar algorithm for the homogeneous decomposition. We pose this as an open problem.
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# THE COMPLEXITY OF THE HAJÓS CALCULUS* 
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#### Abstract

The Hajós calculus is a simple, nondeterministic procedure that generates the class of non-3-colorable graphs. Mansfield and Welsch posed the question of whether there exist graphs that require exponential-sized Hajós constructions. Unless NP $\neq$ coNP, there must exist graphs that require exponential-sized constructions, but to date, little progress has been made on this question, despite considerable effort. In this paper, we prove that the Hajós calculus generates polynomial-sized constructions for all non-3-colorable graphs if and only if extended Frege systems are polynomially bounded. Extended Frege systems are a very powerful family of proof systems for proving tautologies, and proving superpolynomial lower bounds for these systems is a long-standing, important problem in logic and complexity theory. We also establish a relationship between a complete subsystem of the Hajós calculus and bounded-depth Frege systems; this enables us to prove exponential lower bounds on this subsystem of the Hajós calculus.
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1. Introduction. The Hajós calculus (or Hajós construction) is a simple, nondeterministic procedure for generating the class of graphs that are not $k$-colorable [Haj]. ${ }^{1}$ Mansfield and Welsh [MW] posed the problem of determining the complexity of this procedure; in particular, it is an open problem whether or not there exists a polynomial-sized Hajós construction for every non-3-colorable graph. Because graph 3-colorability is NP-complete, if there were polynomial-sized Hajós constructions of all non-3-colorable graphs, then $\mathrm{NP}=\mathrm{coNP}$, so we expect that the Hajós calculus is not polynomially bounded. However, there has been very little progress toward a proof of this conjecture, despite considerable effort.

The main result of this paper is a proof that the Hajós calculus is polynomially bounded if and only if extended Frege proof systems are polynomially bounded. This result links an open problem in graph theory to an important open problem in the complexity of propositional proof systems. It also shows that the complexity problem for the Hajós calculus is very difficult, since extended Frege systems are a very powerful class of proof systems for the propositional calculus and no techniques that appear adequate to prove superpolynomial lower bounds for them currently exist. In addition, we study a subsystem of the Hajós calculus, which is still powerful enough to generate all non-3-colorable graphs. Our results, together with recent lower bounds for bounded-depth Frege proofs [Ajt1], [PBI], [KPW], enable us to prove an exponential lower bound for this subsystem of the Hajós calculus.

In $\S 2$, we introduce graph calculus terminology and prove some facts about the Hajós calculus. In $\S 3$, we introduce propositional proof system terminology and prove some lemmas about extended Frege proof systems. In §4, we show how to transform

[^42]the rules of the Hajós calculus to obtain a propositional proof system and, analogously, how to transform the extended Frege system into a graph calculus. We then show that there are efficient simulations between these two systems. In $\S 5$, we prove the main theorems, and finally in $\S 6$, we discuss the implications of these results for the graph-theoretical complexity problem.

## 2. Graph calculi and the Hajós calculus.

2.1. Graph calculi. The graphs in this paper are finite simple undirected graphs, that is, they contain no loops or multiple edges. The descriptions of the Hajós construction in the graph-theoretic literature assume that the construction operates on graphs where isomorphic copies of a graph are considered to be the same graph. However, it is more natural to think of operating on standard graphs, where each vertex is labeled with a particular positive integer, and therefore we view isomorphic graphs with different labels as different graphs. Accordingly, we define a graph $G$ to be a pair $(V, E)$, where $V$ is a finite set of positive integers and $E$ is a set of unordered pairs of elements of $V$; we write $e(G)$ for $E$ and $v(G)$ for $V$. Two graphs will be said to be disjoint if their vertex sets are disjoint. A $k$-coloring of a graph is an assignment of one of $k$ distinct colors to each of the vertices of the graph; the coloring is proper if no two adjacent vertices receive the same color, otherwise improper.

A graph calculus is a collection of initial graphs, together with a finite collection of rules that allow us to derive new graphs. We shall restrict our attention to calculi for the class of non-3-colorable graphs. Let $\mathcal{C}$ be a particular graph calculus. A construction of a graph $G$ in $\mathcal{C}$ is a sequence of graphs, ending with $G$, such that every graph in the sequence is either an initial graph or follows from previous graphs by one of the rules of $\mathcal{C} . \mathcal{C}$ is sound if every graph constructed by $\mathcal{C}$ is non-3-colorable. $\mathcal{C}$ is complete if every non-3-colorable graph can be constructed in $\mathcal{C}$. The Hajós calculus is an example of a sound and complete graph calculus. Let $\Gamma=\left\{G_{1}, G_{2}, \ldots, G_{k}\right\}$ be a set of graphs, and let $G$ be another graph, all with underlying vertex set $V$. Then $\Gamma$ implies $G$, written $\Gamma \Rightarrow G$, if for all 3 -colorings of $V$, if $c$ is an improper 3 -coloring of every graph in $\Gamma$, then $c$ is also an improper 3-coloring of $G$. A graph calculus $\mathcal{C}$, is said to be implicationally sound if for all $\Gamma=\left\{G_{1}, G_{2}, \ldots, G_{k}\right\}, G$, if $G$ can be constructed in $\mathcal{C}$ from $\Gamma$, then $\Gamma \Rightarrow G$. A graph calculus $\mathcal{C}$, is said to be implicationally complete if for all $\Gamma=\left\{G_{1}, G_{2}, \ldots, G_{k}\right\}, G$ if $\Gamma \Rightarrow G$, then there is a construction in $\mathcal{C}$ of $G$ from the graphs in $\Gamma$. We will see in the subsequent section that the Hajós calculus is not implicationally sound but is implicationally complete. We will also define a complete subsystem of the Hajós calculus, $\mathcal{H C}^{-}$, which is implicationally sound.

The size of a graph $G$ is the number of its edges, that is, $|e(G)|$. The size of a graph calculus construction is the sum of the sizes of all graphs in the construction. The length of a graph calculus construction is the number of applications of rules in it. A graph calculus $\mathcal{C}$ is polynomially bounded if there exists a polynomial $p$ such that every non-3-colorable graph $G$ can be constructed in $\mathcal{C}$ with a construction of size at most $p(|e(G)|)$.

Let $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ be two graph calculus systems. Then $\mathcal{C}_{1} p$-simulates $\mathcal{C}_{2}$ if there is a polynomial-time computable function $f$ so that for all graphs $G$, if $s$ is a graph construction of $G$ in $\mathcal{C}_{2}$, then $f(s)$ is a graph construction of $G$ in $\mathcal{C}_{1} . \mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are p-equivalent if $\mathcal{C}_{1} p$-simulates $\mathcal{C}_{2}$ and if $\mathcal{C}_{2} p$-simulates $\mathcal{C}_{1}$.
2.2. The Hajós calculus. In this section, we will describe the Hajós calculus for $k=3$; to obtain the Hajós calculus for a different value of $k$, simply substitute the complete graph, $K_{k+1}$, for the initial graph, $K_{4}$. The set of initial graphs in the Hajós
calculus contains all graphs isomorphic to $K_{4}$. There are three rules for generating new graphs:
(1) (Vertex/edge introduction) Add (any number of) vertices and edges.
(2) (Join rule) Let $G_{1}$ and $G_{2}$ be disjoint graphs, $a_{1}$ and $b_{1}$ adjacent vertices in $G_{1}$, and $a_{2}$ and $b_{2}$ adjacent vertices in $G_{2}$. Construct the graph $G_{3}$ from $G_{1} \cup G_{2}$ as follows. First, remove edges $\left[a_{1}, b_{1}\right]$ and $\left[a_{2}, b_{2}\right]$; then add an edge [ $b_{1}, b_{2}$ ]; last, contract vertices $a_{1}$ and $a_{2}$ into a single vertex, named $a_{1}$.
(3) (Contraction rule) Contract two nonadjacent vertices into a single vertex, and remove any resulting duplicated edges; the single vertex can be either of the two original vertices.
Since we are using labeled rather than unlabeled graphs, it might seem necessary to include a duplication rule that allows the generation of any graph isomorphic to an already constructed graph. However, the duplication rule applied to a graph $G$ can be simulated by repeated applications of the contraction rule, applied to $G$ and a collection of isolated vertices. The simulating construction that results has size $O\left(|v(G)|^{2}\right)$, so the systems with and without the duplication rule are $p$-equivalent.

It is not too hard to see that any graph constructed by means of the above Hajós calculus procedure is not 3 -colorable. Moreover Hajós showed [Haj] that the Hajós calculus is complete. The proof of this completeness theorem yields an algorithm that generates a Hajós construction for any non-3-colorable graph. The length of the construction, in the worst case, is exponential in the size of the graph. Mansfield and Welsh [MW] show that for a graph with less than $n^{2} / 3$ edges, there is a Hajós construction of the graph with length at most $2^{n^{2} / 3-|e(G)|+1}-1$.

In earlier papers on the complexity of the Hajós calculus [MW], [HRT], a different definition of Hajós calculus is given. There, a Hajós construction of a graph $G$ is defined to be a construction of a subgraph of $G$ using only the rules (2) and (3). However, this alternative definition results in essentially the same complexity measure. (The unwritten proof of this result is due to Jason Brown.) Additionally, in earlier formulations, the size is taken to be the length rather than the size. However, the two measures are polynomially related for the formulation of the Hajós calculus employed here.

It will be convenient for our purposes to reformulate the Hajós calculus. The system $\mathcal{H C}$ has the same set of initial graphs as well as rules (1) and (3) of the Hajós calculus, but now rule (2) of the Hajós calculus is replaced by the following rule:
(2') (Edge elimination rule) Let $G_{1}$ and $G_{2}$ be two graphs with common vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$ that are identical except that $G_{1}$ contains edges $\left[v_{1}, v_{2}\right]$ and [ $v_{2}, v_{3}$ ] and not $\left[v_{1}, v_{3}\right.$ ], whereas $G_{2}$ contains edges $\left[v_{1}, v_{2}\right]$ and $\left[v_{1}, v_{3}\right]$ and not $\left[v_{2}, v_{3}\right]$. Then from $G_{1}$ and $G_{2}$, we can construct the graph $G_{3}$, which is graph $G_{1}$ with edge $\left[v_{2}, v_{3}\right]$ removed.
Claim 1. $\mathcal{H C}$ is p-equivalent to the Hajós calculus.
Proof. Because the only rule that differs is rule (2), it suffices to show that the join rule of the Hajós calculus can be simulated by a construction in $\mathcal{H C}$, that the edge elimination rule ( $2^{\prime}$ ) of $\mathcal{H C}$ can be simulated by a construction in the Hajós calculus, and that in each case the series of simulating steps can be constructed in polynomial time.

Let $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ be two disjoint graphs, where $G_{1}$ has a distinguished edge $\left[a_{1}, b_{1}\right], G_{2}$ has a distinguished edge $\left[a_{2}, b_{2}\right]$, and $G$ is the graph obtained from $G_{1}$ and $G_{2}$ by applying the join rule. To derive $G$ in $\mathcal{H C}$, we first apply rules (1) and (3) to obtain an isomorphic copy, $G_{2}^{*}$, of $G_{2}$ in which $a_{2}$ is replaced by
$a_{1}$. Then we apply rule (1) to $G_{1}$ to obtain a new graph, $G_{1}^{\prime}$ with underlying vertex set $\left(V_{1} \cup V_{2}\right)-\left\{a_{2}\right\}$; the edges of $G_{1}^{\prime}$ are the edges of $G_{1}$ except for $\left[a_{1}, b_{2}\right]$, the edges of $G_{2}^{*}$, and the edge $\left[b_{1}, b_{2}\right]$. Similarly, we apply (1) to $G_{2}^{*}$ to obtain the new graph $G_{2}^{\prime}$ where $G_{2}^{\prime}$ has the same vertex set as $G_{1}^{\prime}$, and the edge set is the same except that edge $\left[a_{1}, b_{1}\right]$ is replaced by edge $\left[a_{1}, b_{2}\right]$. We can now apply rule (2) of $\mathcal{H C}$ to $G_{1}^{\prime}$ and $G_{2}^{\prime}$ to obtain the desired graph, $G$.

Conversely, let $G_{1}$ and $G_{2}$ be two graphs that are identical except that $G_{1}$ contains edges $\left[v_{1}, v_{2}\right]$ and $\left[v_{1}, v_{3}\right]$ whereas $G_{2}$ contains edges $\left[v_{1}, v_{2}\right]$ and $\left[v_{2}, v_{3}\right]$. Let $G$ be the graph obtained by applying the edge elimination rule ( $2^{\prime}$ ). To derive $G$ in the Hajós calculus, first apply rules (1) and (3) to generate an isomorphic copy, $G_{2}^{*}$, of $G_{2}$ disjoint from $G_{1}$; if $v$ is a vertex of $G_{2}$, then $v^{*}$ is the corresponding vertex of $G_{2}^{*}$. Second, apply the join rule to $G_{1}$ and $G_{2}^{*}$ to obtain a new graph, $G^{\prime}$, where vertices $v_{3}$ and $v_{3}^{*}$ are contracted to a single vertex, $v_{3}$, and that contains the edge $\left[v_{1}, v_{2}^{*}\right]$ but does not contain edges $\left[v_{2}^{*}, v_{3}^{*}\right]$ or $\left[v_{1}, v_{3}\right]$. $G^{\prime}$ contains two copies of each vertex other than vertex $v_{3}$; by contracting vertices $v$ and $v^{*}$ (using rule (3)), we obtain the desired graph, $G$.

Definition. Let the graph system $\mathcal{H C}^{-}$be the system $\mathcal{H C}$ without the contraction rule (3).

In [Be, pp. 352-353], it is shown that $\mathcal{H C}$ is complete. The proof actually shows the stronger result that $\mathcal{H C}^{-}$is complete. The following theorem is a new and stronger form of completeness for $\mathcal{H C}$ than in the earlier proof by Hajós. The proof of this theorem follows from our more general Theorem 3 by setting $V^{\prime}$ equal to $V$.

Theorem 2. $\mathcal{H C}^{-}$is implicationally complete.
Definition. Let $\Gamma=\left\{G_{1}, \ldots, G_{q}\right\}$, and let $G_{1}, \ldots, G_{q}$ and $G$ be graphs over vertices $V,|V|=n$. For $V^{\prime} \subseteq V$, let $G^{V^{\prime}}$ denote the subgraph of $G$ over the vertices in $V^{\prime}$. The implication $\Gamma \Rightarrow G$ is $V^{\prime}$-local if there exists a subset $V^{\prime} \subseteq V$ such that (1) for all $i \leq q$, the set of edges in $G_{i}$ that do not lie inside $V^{\prime}$ equals the set of edges of $G$ that do not lie inside $V^{\prime}$, and (2) if $c$ is a 3 -coloring to $V^{\prime}$ and $c$ is a proper 3 -coloring of $G^{V^{\prime}}$, then $c$ is also a proper 3 -coloring of $G_{j}^{V^{\prime}}$, for some $j \leq q$. The implication will be called $V^{\prime}$-local when the underlying vertex set is $V^{\prime}$.

Theorem 3. Let $\Gamma=\left\{G_{1}, \ldots, G_{q}\right\}$, and let $G_{1}, \ldots, G_{q}$ and $G$ be graphs over vertices $V,|V|=n$. If there exists $V^{\prime} \subseteq V,\left|V^{\prime}\right| \geq 4$, such that $\Gamma \Rightarrow G$ is $V^{\prime}$-local, then there is a $\mathcal{H C}^{-}$construction of $G$ from $\Gamma$ with size at most $O\left(2^{\left|V^{\prime}\right|} n^{2}\right)$.

Proof. Let $G_{1}, G_{2}, \ldots, G_{q}$ and $G$ be graphs over vertex set $V$, and let $G_{1}, \ldots, G_{q} \Rightarrow$ $G$. A triplet is a subgraph consisting of three vertices and a single edge between two of the three vertices. For a fixed $V, V^{\prime} \subseteq V,\left|V^{\prime}\right| \geq 4, G_{1}, \ldots, G_{q}$, we will show that if $G$ is a graph over $V$ such that $G_{1}, \ldots, G_{q} \Rightarrow G$ and the implication is $V^{\prime}$-local, then there exists a construction (in $|V|$ ) of $G$ from $G_{1}, \ldots, G_{q}$ of size $O\left(2^{\left|V^{\prime}\right|} n^{2}\right)$.

The proof is by downward induction on the number of edges in $G^{V^{\prime}}$. If all edges are present in $G^{V^{\prime}}$, then $G^{V^{\prime}}$ and, hence, $G$ must contain a $K_{4}$ subgraph and thus, can be constructed from $K_{4}$ by application of rule (1). For the inductive step, assume that we have proven the theorem for all graphs, $H$, with underlying vertices $V$, such that (1) $G_{1}, \ldots, G_{q} \Rightarrow H$, and the implication is $V^{\prime}$-local, and (2) the number of edges in $H^{V^{\prime}}$ is greater than $m$. Now fix $G$ such that $G_{1}, \ldots, G_{q} \Rightarrow G$, the implication is $V^{\prime}$-local, and $G^{V^{\prime}}$ has $m$ edges. There are two cases to consider: either $G^{V^{\prime}}$ contains a triplet, or there are no triplets in $G^{V^{\prime}}$. If $G^{V^{\prime}}$ does not contain any triplets, then $G^{V^{\prime}}$ is a complete $k$-partite graph, for some $k$. (This follows because if there are no triplets, then the relation "is not adjacent" is an equivalence relation.) If $k>3$, then $G^{V^{\prime}}$, and hence also $G$, contain a $K_{4}$ subgraph and can therefore be constructed
from $K_{4}$ by rule (1). Otherwise $k \leq 3$. In this case, we will show that $G$ contains some $G_{i}$ as a subgraph. Label the maximal independent sets of $G^{V^{\prime}}$ by $X, Y$, and Z. Assume for the sake of contradiction that $G$ does not contain any of $G_{1}, \ldots, G_{q}$ as subgraphs. Then each $G_{i}$ must contain some edge that is contained in either $X, Y$, or $Z$. Now consider the 3 -coloring of $G^{V^{\prime}}$ that assigns to all vertices of $X$ the color red, to all vertices of $Y$ the color blue, and to all vertices of $Z$ the color green. Then this coloring properly colors $G^{V^{\prime}}$ but does not properly color any of $G_{1}^{V^{\prime}}, \ldots, G_{q}^{V^{\prime}}$. But this contradicts our assumption that $G_{1}, \ldots, G_{q} \Rightarrow G$ is $V^{\prime}$-local. Thus, some $G_{i}$ must be contained within $G$, and it follows that $G$ can be constructed from $G_{i}$ by adding edges.

The second case is when $G^{V^{\prime}}$ contains at least one triplet. Consider a triplet, $T$, of $G^{V^{\prime}}$, with vertices $v_{1}, v_{2}, v_{3}$ and edge ( $v_{1}, v_{2}$ ). Let $G^{a}$ be the graph $G$ plus the additional edge ( $v_{2}, v_{3}$ ), and let $G^{b}$ be the graph $G$ plus the additional edge ( $v_{1}, v_{3}$ ). Because $G_{1}, \ldots, G_{q} \Rightarrow G$ and $G \Rightarrow G^{a}$, it follows that $G_{1}, \ldots, G_{q} \Rightarrow G^{a}$. By this fact, and because $G^{a}$ has more than $m$ edges, we can apply the inductive hypothesis to obtain a construction of $G^{a}$ from $G_{1}, \ldots, G_{q}$. Similarly, we can construct $G^{b}$ from $G_{1}, \ldots, G_{q}$. Now, by the edge elimination rule ( $2^{\prime}$ ), we can construct $G$ from $G^{a}$ and $G^{b}$.

The number of intermediate graphs constructed is $O\left(2^{\left|V^{\prime}\right|}\right)$, and each is of size at most $O\left(|V|^{2}\right)$. Thus, the total size of the construction is $O\left(2^{\left|V^{\prime}\right|} n^{2}\right)$.

It is interesting to note that $\mathcal{H C}$ is not implicationally sound because rule (3) is not sound. However, $\mathcal{H C}^{-}$is implicationally sound.
3. Propositional proof systems. A propositional proof system is a collection of initial propositional formulas (axioms), together with a set of rules that allow us to derive new propositional formulas. The propositional proof systems we consider are systems for showing formulas to be tautologies. A propositional proof system is a Frege system if its axioms consist of all instances of a finite number of tautologies, and it has a finite number of inference rules of a certain form that are sound (i.e., preserve truth). We shall also consider extended Frege systems, in which it is possible to introduce new sentence letters as abbreviations for complex formulas. For a more in depth treatment of propositional proof systems and their relative efficiency, see [CR].

Let $\mathcal{P}$ be a fixed propositional proof system. We say that $\mathcal{P}$ is sound if all of its axioms are tautologies and its rules of inference preserve truth (for each truth assignment). If $\mathcal{P}$ is sound and $A_{1}, \ldots, A_{n}$ and $B$ are formulas of $\mathcal{P}$, then a proof of $B$ from $A_{1}, \ldots, A_{n}$ in $\mathcal{P}$ is a sequence of formulas, each of which is either an axiom of $\mathcal{P}$, one of the formulas $A_{1}, \ldots, A_{n}$, or derived from earlier formulas in the sequence by one of the rules of $\mathcal{P}$ and in which the last formula is $B$. We write $A_{1}, \ldots, A_{n} \vdash_{\mathcal{P}} B$ if there is a proof of $B$ from $A_{1}, \ldots, A_{n}$ in $\mathcal{P}$. The size of a proof is defined to be the number of occurrences of symbols in it. If $\Gamma \cup\{A\}$ is a set of formulas, then we write $\Gamma \models A$ if $A$ is a logical consequence of the set of formulas $\Gamma$. A proof system $\mathcal{P}$ is complete if every tautology has a proof in $\mathcal{P} ; \mathcal{P}$ is implicationally complete if $\Gamma \vdash_{\mathcal{P}} B$ whenever $\Gamma \models B$.

Let $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ be two propositional proof systems that share a common language. The system $\mathcal{P}_{1} p$-simulates $\mathcal{P}_{2}$ if there is a polynomial-time computable function $f$ so that for all formulas $A$, if $P$ is a proof in $\mathcal{P}_{2}$ of $A$, then $f(P)$ is a proof of $A$ in $\mathcal{P}_{1}$. If $\mathcal{P}_{1} p$-simulates $\mathcal{P}_{2}$, then there is a polynomial $p$ so that if there is a proof of $A$ in $\mathcal{P}_{2}$ of size $m$, then there is also a proof of $A$ in $\mathcal{P}_{1}$ of size at most $p(m)$. Two proof systems are $p$-equivalent if they $p$-simulate each other.

Several of the proof systems we consider in this paper operate with formulas in disjunctive normal form. A $D N F$ formula is a finite disjunction of a set of terms, each of which is a conjunction of a set of literals (variables or their negations). The complement of a literal $l$ is written as $\bar{l}$. A term will be written in the form $\Lambda X$ where $X$ is a set of literals, or by juxtaposing literals, as in $l_{1} l_{2} \ldots l_{k}$. Disjunctions are written as $\bigvee X$, or in the form $l_{1} \vee \cdots \vee l_{k}$. If $X$ is a set of terms and $l$ a literal, then $X l$ will stand for the set of all terms $A l$, where $A$ is a term in $X$.

If $A$ is a formula in conjunctive normal form, then $\sim A$ is defined to be the formula in disjunctive normal form equivalent to the negation of $A$, that is, the formula resulting from $A$ by replacing $\vee$ by $\wedge, \wedge$ by $\vee$, and literals by their complements. If $l, m, n$ are literals, then the notation $l \leftrightarrow(m \vee n)$ will be used as an abbreviation for $(\bar{l} \vee m \vee n) \wedge(\bar{m} \vee l) \wedge(\bar{n} \vee l)$ and $\left(A_{1}, \ldots, A_{k}\right) \supset B$ as an abbreviation for $\sim A_{1} \vee \cdots \vee \sim A_{k} \vee B$.

If $A, B$ are formulas, then $A[B / p]$ is defined to be the formula that results from $A$ by substituting $B$ for every occurrence of the variable $p$ in $A$. If $\Gamma$ is a set of formulas, then $\Gamma[B / p]$ is the set of all formulas $A[B / p]$ for $A$ in $\Gamma$.

Let $f$ be a DNF formula. Then the formula $f[1 / p]$ denotes the formula obtained from $f$ by removing all terms that contain $\bar{p}$ and then removing all occurrences of $p$. If the resulting formula is the empty disjunction, then $f[1 / p]$ is defined to be ( $p \wedge \bar{p}$ ); if the resulting formula contains an empty conjunction, then $f[1 / p]$ is defined to be $(p \vee \bar{p})$. Similarly, the formula $f[0 / p]$ denotes the formula obtained from $f$ by removing all terms that contain $p$ and then removing all occurrences of $\bar{p}$. If the resulting formula is the empty disjunction, then $f[0 / p]$ is defined to be ( $p \wedge \bar{p}$ ); if the resulting formula contains an empty conjunction, then $f[0 / p]$ is $(p \vee \bar{p})$. If $f$ is a $C N F$ formula, then $f[1 / p]$ and $f[0 / p]$ are defined similarly. Last, if $\Gamma$ is a set of formulas, then $\Gamma[0 / p](\Gamma[1 / p])$ is the set of all formulas $A[0 / p](A[1 / p])$, for $A \in \Gamma$.
3.1. A depth-2 Frege system. The system $\mathcal{F}_{2}$ is a proof system for DNF formulas, where a term in a DNF formula will be viewed as an AND of an ordered set of literals. The proof system $\mathcal{F}_{2}$ has a single axiom schema, $p \vee \bar{p}$, and the following five rules. In applying the rules of $\mathcal{F}_{2}$ and the other systems that we consider the associative and commutative laws for disjunction will be applied tacitly. We will also assume the following generalized commutativity rule for conjunction: $\left(l_{1} \wedge l_{2} \wedge \cdots \wedge\right.$ $\left.l_{q}\right) \vee B \Rightarrow\left(\pi\left(l_{1}\right) \wedge \pi\left(l_{2}\right) \wedge \cdots \wedge \pi\left(l_{q}\right)\right) \vee B$, where $\pi$ is a bijection from $\left\{l_{1}, \ldots, l_{q}\right\}$ to $\left\{l_{1}, \ldots, l_{q}\right\}$.
(R0) $A \vee A \vee B \Rightarrow A \vee B$ and $A \vee A \Rightarrow A$,
(R1) $A \Rightarrow A \vee B$,
(R2) $A B \vee C \Rightarrow A \vee C$,
(R3) $(A \vee C),(B \vee C) \Rightarrow A B \vee C$,
(R4) $A \vee l, B \vee \bar{l} \Rightarrow A \vee B$.
Theorem 4. $\mathcal{F}_{2}$ is implicationally complete for DNF formulas.
Proof. We prove that if $\Gamma \models A$, then $\Gamma \vdash_{\mathcal{F}_{2}} A$ by induction on the number of variables in $\Gamma \cup\{A\}$. We will need the following claim, which is proven by induction on the length of the derivation of $B$ from $\Gamma \cup\{A\}$.

Claim 4A. If $\Gamma, A \vdash_{\mathcal{F}_{2}} B$, then $\Gamma, A \vee C \vdash_{\mathcal{F}_{2}} B \vee C$.
If there is exactly one variable in $\Gamma \cup\{A\}$ and if $\Gamma \models A$, then there are two cases to consider. (1) If $A$ is equivalent to $0, p$, or $\neg p$, then it can be checked that in all cases, we can derive $A$ from $\Gamma$. (2) Otherwise, $A$ is equivalent to 1 , in which case it is of the form $(p p \ldots p) \vee(\overline{p p} \ldots \bar{p}) \vee B$ and therefore follows from the axiom plus rules (R1) and (R3).

Assume that the theorem holds for $n$ variables, that $\Gamma \cup\{A\}$ contains $n+1$ variables, and $\Gamma \models A$. Let $p$ be a variable occurring in $A$. Then without loss of generality, $A$ can be written in the form $\bigvee X p p \ldots p \vee \bigvee Y \bar{p} \ldots \ldots \bar{p} \vee \bigvee Z$, where $p$ and $\bar{p}$ do not occur in $X, Y$, or $Z$. By assumption,

$$
\Gamma[1 / p] \vdash_{\mathcal{F}_{2}} \bigvee X \vee \bigvee Z ; \quad \Gamma[0 / p] \vdash_{\mathcal{F}_{2}} \bigvee Y \vee \bigvee Z
$$

By applying the rules (R2) and (R4), the set of formulas $\Gamma[1 / p]$ can be deduced from $\Gamma \cup\{p\}$; similarly, $\Gamma[0 / p]$ can be deduced from $\Gamma \cup\{\bar{p}\}$. Thus, by (R1) and (R3),

$$
\Gamma, p \vdash_{\mathcal{F}_{2}} \bigvee X p \vee \bigvee Z ; \quad \Gamma, \bar{p} \vdash_{\mathcal{F}_{2}} \bigvee Y \bar{p} \vee \bigvee Z
$$

Hence, by the preceding claim,

$$
\Gamma, p \vee \bar{p} \vdash_{\mathcal{F}_{2}} \bigvee X p \vee \bigvee Z \vee \bar{p} ; \quad \Gamma, p \vee \bar{p} \vdash_{\mathcal{F}_{2}} \bigvee Y \bar{p} \vee \bigvee Z \vee p
$$

Since $p \vee \bar{p}$ is an axiom, $\Gamma \vdash_{\mathcal{F}_{2}} \bigvee X p \vee \bigvee Y \bar{p} \vee \bigvee Z$ by (R4) and (R0). Then by repeated application of (R0), (R2), and (R3), we have $\Gamma \vdash_{\mathcal{F}_{2}} A$.
3.2. A depth- $d$ Frege system. By adding a few more rules to the depth-2 Frege system, $\mathcal{F}_{2}$, we can define a more general Frege system, $\mathcal{F}$, over the basis AND, OR and NOT. We define the rules of this system to be the rules (R0)-(R4) of $\mathcal{F}_{2}$, plus the following rules (R5)-(R9). The symbol $\Leftrightarrow$ indicates that the rule may be applied either from left to right $(\Rightarrow)$ or from right to left $(\Leftarrow)$. In all rules (R0)-(R9), the formulas $A, B$, and $C$ are arbitrary formulas over the basis $\vee, \wedge$, and $\neg$, where AND and OR are unbounded-fanin boolean functions and NOT is defined as usual.
(R5) $A \wedge\left(B_{1} \vee \cdots \vee B_{k}\right) \Leftrightarrow\left(A \wedge B_{1}\right) \vee \cdots \vee\left(A \wedge B_{k}\right)$,
(R6) $A \vee\left(B_{1} \wedge \cdots \wedge B_{k}\right) \Leftrightarrow\left(A \vee B_{1}\right) \wedge \cdots \wedge\left(A \vee B_{k}\right)$,
(R7) $\neg\left(A_{1} \vee \cdots \vee A_{k}\right) \Leftrightarrow \neg A_{1} \wedge \cdots \wedge \neg A_{k}$,
(R8) $\neg\left(A_{1} \wedge \cdots \wedge A_{k}\right) \Leftrightarrow \neg A_{1} \vee \cdots \vee \neg A_{k}$,
(R9) $\neg \neg A \Leftrightarrow A$.
The depth of a formula is the depth of the boolean tree that represents the formula. We define a depth- $d$ proof of a formula, $A$, to be a proof in the above Frege system, where each formula occurring in the proof has depth at most $d$. Alternatively, the depth-d Frege system, $\mathcal{F}_{d}$, is the system $\mathcal{F}$, where each formula is restricted to have depth at most $d$.
3.3. Proof systems with extension. Given a proof system, a natural and powerful way to extend it is to add a rule by which a complex formula can be abbreviated by a single variable.

Let $\mathcal{S}$ be any standard Frege system where no restrictions are placed on the depth of formulas (i.e., the system $\mathcal{F}$ ). The extended version of $\mathcal{S}$, or $\mathcal{E S}$, is the system that results from $\mathcal{S}$ by allowing as steps in derivations lines of the form $p \leftrightarrow A$, where $p$ is a variable that does not appear in $A$, nor does $p$ appear in earlier lines, in the assumptions, or the conclusion of the derivation. Such a system is an extended Frege system. Cook and Reckhow [CR] show that any two extended Frege systems are $p$-equivalent, so the results of this paper do not depend on the formal details of a particular system.

In the case of the system $\mathcal{F}_{2}$, it is more convenient to introduce a form of the extension rule similar to that originally used by Tseitin [Tse] in the context of resolution systems. Let $V$ be a set of variables and $p_{1}, \ldots, p_{k}$ a set of new variables
disjoint from those in $V$. Then $D_{1}, \ldots, D_{k}$ is an extension sequence for $V$ if for each i, $D_{i}$ is $p_{i} \leftrightarrow\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$, where $l_{1}, \ldots, l_{q}$ are literals that involve variables from $V \cup\left\{p_{1}, \ldots, p_{i-1}\right\}$. We define an $\mathcal{E} \mathcal{F}_{2}$ proof of a DNF formula $A$ to be a proof in $\mathcal{F}_{2}$ of the formula $\left(D_{1}, \ldots, D_{k}\right) \supset A$, where $D_{1}, \ldots, D_{k}$ is an extension sequence for the variables occurring in $A$.

Although $\mathcal{E} \mathcal{F}_{2}$ only allows proofs of formulas in DNF, $\mathcal{E} \mathcal{F}_{2}$ can be considered as a general proof system for propositional formulas by using the idea of extension. Let $A$ be a propositional formula; for definiteness, let us take $A$ to contain only the connectives $\neg$ and $\vee$. Associate a literal $l_{B}$ with each subformula $B$ of $A$ so that (1) the variables in $A$ are associated with themselves; (2) if $B$ has the associated literal $l_{B}$, then $\neg B$ has $\overline{l_{B}}$ as its associated literal; and (3) distinct subformulas are associated with distinct literals. Then the definitional set for $A, \operatorname{Def}(A)$, is the set of all formulas of the form $l_{B \vee C} \leftrightarrow\left(l_{B} \vee l_{C}\right)$, where $B \vee C$ is a subformula of $A$. Then we define an $\mathcal{E} \mathcal{F}_{2}$ proof of the formula $A$ to be a proof in $\mathcal{E} \mathcal{F}_{2}$ of $\left(\bigwedge \operatorname{Def}(A) \supset l_{A}\right)$.

Lemma 5. The system $\mathcal{E} \mathcal{F}_{2} p$-simulates any extended Frege system.
Proof. Let $\mathcal{E S}$ be a fixed extended Frege system, $d$ a derivation of $A$ in $\mathcal{E S}$, and $\operatorname{Def}(d)$ the union of all the definitional sets $\operatorname{Def}(B)$, where $B$ is a line of $d$. It can be shown by induction on the length of $d$ that for every line $B$ in $d$, there is a derivation in $\mathcal{F}_{2}$ of $\operatorname{Def}(d) \supset l_{B}$; hence there is a derivation $d^{\prime}$ in $\mathcal{E F}_{2}$ of $A$. The new derivation $d^{\prime}$ can be constructed in polynomial time from the old derivation $d$, so that $\mathcal{E} \mathcal{F}_{2} p$ simulates $\mathcal{E S}$. This proof is essentially the same as the proof by Cook and Reckhow [CR] of the corresponding result for extended resolution.
3.4. Systems with substitution rules. Another natural and powerful rule used in many propositional proof systems is the rule of substitution: Given $A$ derive $A[B / p]$, where $p$ is a variable, $B$ any formula. This rule is unsound (except if $A$ is required to be a tautology), so systems including this rule no longer qualify as Frege systems. If $\mathcal{G}$ is a Frege system, then we write $\mathcal{S G}$ for the system which results from $\mathcal{G}$ by adding the rule of substitution. Such systems are called Frege systems with substitution by Cook and Reckhow [CR], who prove that any such system can $p$-simulate any extended Frege system. ${ }^{2}$

A weak form of the substitution rule is the rule that allows the substitution of the constants 0 and 1 for all occurrences of a propositional variable. This form of the rule we shall call the $\{0,1\}$-substitution rule. If $\mathcal{G}$ is a Frege system, we write $\mathcal{S}_{0,1} \mathcal{G}$ for the system that results by adding the rules: $A \Rightarrow A[0 / p]$ and $A \Rightarrow A[1 / p]$ to $\mathcal{G}$. If we do not have the constants 0 and 1 in our system, then $A[0 / p]$ and $A[1 / p]$ denote the formulas obtained from $A$ as defined earlier. The following lemma, due to Buss [ Bu ], states that in the context of a Frege system this weak form of the rule is (up to a polynomial) as strong as the unrestricted form of the rule. For completeness, we provide a proof of this lemma.

Lemma 6. The system $\mathcal{S}_{0,1} \mathcal{F}_{2} p$-simulates $\mathcal{E F}_{2}$.
Proof. By definition, an $\mathcal{E} \mathcal{F}_{2}$ proof of a formula $A$ is a proof in $\mathcal{F}_{2}$ of $\left(D_{1}, \ldots, D_{k}\right) \supset$ $A$, where $D_{1}, \ldots, D_{k}$ is an extension sequence for the set of variables in $A$. Thus it is sufficient to prove that if we are given a proof in $\mathcal{F}_{2}$ of $\left(D_{1}, \ldots, D_{k}\right) \supset A$, we can eliminate the antecedent of the conditional efficiently, using the $\{0,1\}$-substitution rule.

Let $D_{k}$ be $p_{k} \leftrightarrow\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$. Then from $\left(D_{1}, \ldots, D_{k}\right) \supset A$ by substituting

[^43]1 for $p_{k}$ we can derive the formula $\left(D_{1}, \ldots, D_{k-1},\left(l_{1} \vee \cdots \vee l_{q}\right)\right) \supset A$; similarly, by substituting 0 for $p_{k}$ we obtain the formula $\left(D_{1}, \ldots, D_{k-1},\left(\overline{l_{1}} \wedge \cdots \wedge \overline{l_{q}}\right)\right) \supset A$. By repeated application of (R2), (R0), and (R4), we can then derive $\left(D_{1}, \ldots, D_{k-1}\right) \supset A$. The elimination of the hypothesis $D_{k}$ takes steps of total size $O(r)$, where $r$ is the length of the formula $\left(D_{1}, \ldots, D_{k}\right) \supset A$, so that the formula $A$ can be derived in $\mathcal{S}_{0,1} \mathcal{F}_{2}$ by adding extra steps of total size $O(k r)$.

Another restricted form of the substitution rule is the renaming rule: given $A$ derive $A[p / q]$, where $p, q$ are propositional variables. If $\mathcal{G}$ is a Frege system, the system that results from $\mathcal{G}$ by adding the renaming rule will be denoted by $\mathcal{R G}$. It is a surprising result of Buss [Bu4] that in the context of Frege systems the renaming rule is as powerful as the $\{0,1\}$-substitution rule (up to a polynomial).

Lemma 7. The system $\mathcal{R} \mathcal{F}_{2} p$-simulates $\mathcal{S}_{0,1} \mathcal{F}_{2}$.
Proof. The proof presented here is due to Steve Cook. We show how, given a proof of $A$ in $\mathcal{F}_{2}$ and $p$ a variable in $A$, we can derive $A[0 / p]$ in $\mathcal{R} \mathcal{F}_{2}$ in a relatively efficient way. Let $p_{1}, \ldots, p_{k}$ be the variables in $A$, and let $p_{i}$ be the variable to be eliminated. Let the length of $A$ be $r$. Then from $A$ we can derive $p_{i} \vee A\left[0 / p_{i}\right]$ by (R0), (R1), and (R2); hence by $k-1$ applications of renaming we obtain the formulas $p_{1} \vee A\left[0 / p_{i}\right], p_{2} \vee A\left[0 / p_{i}\right], \ldots, p_{k} \vee A\left[0 / p_{i}\right]$. Since $A$ is a tautology, we can derive the formula $\neg p_{1} \vee \neg p_{2} \vee \cdots \vee \neg p_{k} \vee A\left[0 / p_{i}\right]$ by a subsidiary derivation of length $O(k r)$. Now by $k$ applications of rule (R4), we obtain $A\left[0 / p_{i}\right]$, as desired. The derivation of $A\left[0 / p_{i}\right]$ from $A$ has size $O\left(r^{2}\right)$. An exactly similar process allows the derivation of the formula $A\left[1 / p_{i}\right]$, so the proof of simulation is complete.

Note. In this section, we have defined all of our proof systems to be depth-2 systems for proving DNF tautologies. However, in the following sections it is more convenient to think in terms of unsatisfiable formulas in CNF. It is easy to interpret our systems as refutation systems for CNF formulas by simply replacing each AND by an OR and each OR by an AND in each rule and axiom of the system. In what follows, we will view $\mathcal{E} \mathcal{F}_{2}, \mathcal{R} \mathcal{F}_{2}, \mathcal{F}$, and $\mathcal{F}_{2}$ as refutation systems for CNF formulas. In particular, the depth-2 refutation system, $\mathcal{F}_{2}$, for deriving unsatisfiable CNF formulas consists of one axiom, $p \wedge \bar{p}$, and the following rules:
( $\left.\mathrm{Ro}^{\prime}\right) A \wedge A \wedge B \Rightarrow A \wedge B ;$
(R1') $A \Rightarrow A \wedge B$;
$\left(\mathrm{R}^{\prime}\right)(A \vee B) \wedge C \Rightarrow A \wedge C$;
$\left(\mathrm{R}^{\prime}\right)(A \wedge C),(B \wedge C) \Rightarrow(A \vee B) \wedge C ;$
$\left(\mathrm{R} 4^{\prime}\right) A \wedge l, B \wedge \bar{l} \Rightarrow A \wedge B$.
In addition, we have the associativity and commutativity rules for AND as well as the following generalized rule of commutativity for OR: $\left(l_{1} \vee \cdots \vee l_{q}\right) \wedge A \Rightarrow\left(\pi\left(l_{1}\right) \vee\right.$ $\left.\cdots \vee \pi\left(l_{q}\right)\right) \wedge A$, where $\pi$ is a bijection from $\left\{l_{1}, \ldots, l_{q}\right\}$ to $\left\{l_{1}, \ldots, l_{q}\right\}$.
4. Simulation results. Using the well-known reductions between CNF unsatisfiability and graph non-3-colorability, we can translate the rules and axioms of the Hajós calculus to obtain a propositional refutation system, and similarly, we can translate the rules and axioms of $\mathcal{E \mathcal { F }} \mathcal{F}_{2}$ to obtain a graph calculus. We will first review the translations between propositional formulas and graphs. Then we show that the Hajós calculus can $p$-simulate $\mathcal{E} \mathcal{F}_{2}$, translated into a graph calculus, and conversely, that $\mathcal{E} \mathcal{F}_{2}$ can $p$-simulate the Hajós calculus, translated into a propositional refutation system.
4.1. Translation from propositional formulas to graphs. We use a reduction from the theory of NP-completeness to show the similarity between graph calculus systems and propositional refutation systems. Garey, Johnson, and Stockmeyer


Fig. 1. The subgraph $G_{C_{i}}$ corresponding to $C_{i}$.
[GJS] showed that 3SAT is reducible to 3-colorability, by obtaining a polynomialtime, many-one transformation from 3 CNF formulas to graphs. Here, we slightly modify their construction so that it is a transformation from arbitrary CNF formulas to graphs. Let $f$ be a CNF formula, $f=C_{1} \wedge C_{2} \wedge \cdots \wedge C_{p}$, with underlying variables $x_{1}, \ldots, x_{n}$. For notational convenience, let $C_{i}=\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$. Then $\operatorname{Graph}(f)$ consists of the following nodes, $N$ :

$$
\begin{aligned}
N= & \{v 1, v 2, v 3\} \cup\{x i, \overline{x i} \mid 1 \leq i \leq n\} \\
& \cup\left\{a_{j}^{i}, b_{j}^{i}, c_{j}^{i} \mid 1 \leq i \leq p, 1 \leq j \leq q-1\right\} .
\end{aligned}
$$

The set $E$ of edges for $\operatorname{Graph}(f)$ is given by

$$
\begin{aligned}
E= & \{[v 1, v 2],[v 2, v 3],[v 1, v 3]\} \cup\{[x i, \overline{x i}] \mid 1 \leq i \leq n\} \\
& \cup\{[v 3, x i],[v 3, \overline{x i}] \mid 1 \leq i \leq n\} \\
& \cup\left\{G_{C_{i}} \mid 1 \leq i \leq q\right\},
\end{aligned}
$$

where for a particular clause, $C_{i}=\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$ in $f$, the subgraph $G_{C_{i}}$ is shown in Fig. 1. The superscript $i$ has been omitted for simplicity. When $C_{i}$ is just a single literal, $l$, then the construction for $G_{C_{i}}$ simply puts $l$ in place of $c_{q-1}$.

A key property of the graph $G$ is: for each $C_{i}=\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$, a proper 3coloring to $l_{1}, \ldots, l_{q}$ can be extended to a proper 3-coloring to the underlying vertices of $G_{C_{i}}$ if and only if at least one of $l_{1}, \ldots, l_{q}$ has the same color as $v 1$. The observation leads to the following lemma, which was proven in [GJS].

Theorem 8. $f$ is satisfiable if and only if $\operatorname{Graph}(f)$ is 3 -colorable.
4.2. Translation from graphs to propositional formulas. Conversely, if $G$ is any graph, then there exists a propositional CNF formula, Form $(G)$ with the property that $G$ is 3-colorable if and only if $\operatorname{Form}(G)$ is satisfiable. Let $G=(V, E)$ be a graph. We define a propositional statement, Form $(G)$, with underlying variables $\left\{R_{x}, B_{x}, G_{x} \mid x \in V\right\}$, which expresses " $G$ is 3 -colorable" as follows:

$$
\begin{aligned}
& \bigwedge_{x \in V}\left(\bar{R}_{x} \vee \bar{B}_{x} \vee \bar{G}_{x}\right) \cdot\left(R_{x} \vee B_{x} \vee G_{x}\right) \\
& \quad\left(R_{x} \vee \bar{B}_{x} \vee \bar{G}_{x}\right) \cdot\left(\bar{R}_{x} \vee \bar{B}_{x} \vee G_{x}\right) \cdot\left(\bar{R}_{x} \vee B_{x} \vee \bar{G}_{x}\right) \\
& \bigwedge_{[x, y] \in E}\left(\bar{R}_{x} \vee \bar{R}_{y}\right) \cdot\left(\bar{G}_{x} \vee \bar{G}_{y}\right) \cdot\left(\bar{B}_{x} \vee \bar{B}_{y}\right) .
\end{aligned}
$$

Lemma 9. $G$ is 3 -colorable if and only if $\operatorname{Form}(G)$ is satisfiable.
4.3. The simulation lemmas. By using the translations between propositional formulas and graphs described above, we can translate the Hajós calculus to obtain a new propositional refutation system. Define $\operatorname{Form}(\mathcal{H C})$ to be the propositional refutation system obtained by translating the rules and axioms of $\mathcal{H C}$. Specifically, Form $(\mathcal{H C})$ has one axiom, Form $\left(K_{4}\right)$, and three rules, obtained by translating the three rules of $\mathcal{H C}$. Similarly, define Form $\left(\mathcal{H C}^{-}\right)$to be the propositional refutation system obtained by translating the rules and axioms of $\mathcal{H C}^{-}$. Analogously, let $\operatorname{Graph}\left(\mathcal{F}_{2}\right)$ and $\operatorname{Graph}\left(\mathcal{E} \mathcal{F}_{2}\right)$ be the graph calculus system obtained by translating the rules and axioms of $\mathcal{F}_{2}$ and $\mathcal{E} \mathcal{F}_{2}$, respectively. Then we have the following simulation lemmas.

Lemma 10. $\mathcal{F}_{2} p$-simulates $\operatorname{Form}\left(\mathcal{H C}^{-}\right)$.
Proof. Form $\left(\mathcal{H C}^{-}\right)$has one axiom, Form $\left(K_{4}\right)$, and two rules. Because all rules and axioms of Form $\left(\mathcal{H C}^{-}\right)$are sound, by the implicational completeness of $\mathcal{F}_{2}$ (Theorem 4), there exist $\mathcal{F}_{2}$ proofs of Form $\left(K_{4}\right)$ as well as the two rules of Form $\left(\mathcal{H C}^{-}\right)$. Furthermore, because each axiom and rule of Form $\left(\mathcal{H C}^{-}\right)$involves only a constant number of symbols, the size of the proofs in $\mathcal{F}_{2}$ are polynomial in the size of the original axiom or rule instance in Form $\left(\mathcal{H C}^{-}\right)$.

Lemma 11. $\mathcal{E F}_{2}$ p-simulates $\operatorname{Form}(\mathcal{H C})$.
Proof. We will show that $\mathcal{R} \mathcal{F}_{2} p$-simulates Form $(\mathcal{H C})$. Then because $\mathcal{E} \mathcal{F}_{2} p$ simulates $\mathcal{E F}$ and $\mathcal{E F} p$-simulates $\mathcal{R} \mathcal{F}_{2}$, it follows that $\mathcal{E} \mathcal{F}_{2} p$-simulates Form $(\mathcal{H C})$. Because $\operatorname{Form}\left(\mathcal{H C}^{-}\right)$is a subsystem of $\operatorname{Form}(\mathcal{H C})$ and $\mathcal{F}_{2}$ is a subsystem of $\mathcal{R} \mathcal{F}_{2}$, we only need to show how the one additional rule of $\mathcal{H C}$, the contraction rule, can be simulated by $\mathcal{R} \mathcal{F}_{2}$. Since the contraction rule is just the renaming of the variables, it can be simulated by the renaming rule.

Lemma 12. $\mathcal{H C}$ p-simulates $\operatorname{Graph}\left(\mathcal{E F}_{2}\right)$.
Proof. We will show that $\mathcal{H C} p$-simulates $\operatorname{Graph}\left(\mathcal{R} \mathcal{F}_{2}\right)$. By Lemmas 6 and $7, \mathcal{R} \mathcal{F}_{2}$ $p$-simulates $\mathcal{E} \mathcal{F}_{2}$; therefore $\operatorname{Graph}\left(\mathcal{R} \mathcal{F}_{2}\right) p$-simulates $\operatorname{Graph}\left(\mathcal{E} \mathcal{F}_{2}\right)$, and it follows that $\mathcal{H C} p$-simulates $\operatorname{Graph}\left(\mathcal{E} \mathcal{F}_{2}\right)$. Let $P$ be a construction of some non-3-colorable graph, $G$, in $\operatorname{Graph}\left(\mathcal{R} \mathcal{F}_{2}\right)$. We will prove that there exists a polynomial-sized construction of $G$, by induction on the number of graphs in $P$. If $P$ contains just one graph, then $P=G$, and $G$ must be the graph $\operatorname{Graph}(p \wedge \bar{p})$. In this case, it is easy to see that this graph contains a $K_{4}$ subgraph on the vertices $p, \bar{p}, v 2$, and $v 3$ and, hence, can be constructed easily in $\mathcal{H C}$. Otherwise, assume that we can simulate the first $k$ lines of $P$, by a polynomial-sized construction in $\mathcal{H C}$. The next $\operatorname{graph}, \operatorname{Graph}\left(f^{\prime}\right)$, is either an axiom, or it follows from previous graphs by a rule. If $\operatorname{Graph}\left(f^{\prime}\right)$ is an axiom, then it can be constructed in $\mathcal{H C}$ as in the base case.

Otherwise, $\operatorname{Graph}\left(f^{\prime}\right)$ follows from previous graphs by a rule. We will show that in all cases, $\operatorname{Graph}\left(f^{\prime}\right)$ can be constructed efficiently in $\mathcal{H C}$. If $f^{\prime}$ follows from $f$ by renaming, then $\operatorname{Graph}\left(f^{\prime}\right)$ can be constructed from $\operatorname{Graph}(f)$ by rules (1) and (3). If $f^{\prime}=A \wedge B$ follows from $f=A \wedge A \wedge B$ by ( $\left.\mathrm{R}^{\prime}\right)$, then $\operatorname{Graph}\left(f^{\prime}\right)$ can be constructed from $\operatorname{Graph}(f)$ by repeated application of the contraction rule. (When $A$ is a single literal $l$, then $\operatorname{Graph}\left(f^{\prime}\right)$ is equal to $\operatorname{Graph}(f)$, so there is nothing to do.) If $f^{\prime}$ follows from a previous formula, $f$ by $\left(\mathrm{R} 1^{\prime}\right)$, then $\operatorname{Graph}\left(f^{\prime}\right)$ can be constructed from $\operatorname{Graph}(f)$ by adding additional vertices and edges. Also, the associativity and commutativity laws for AND hold because $\operatorname{Graph}((A B) C)=\operatorname{Graph}(A(B C))$, and also $\operatorname{Graph}(A B)=\operatorname{Graph}(B A)$, up to renaming of vertices. The remaining cases $\left(\mathrm{R} 2^{\prime}\right),\left(\mathrm{R} 3^{\prime}\right),\left(\mathrm{R} 4^{\prime}\right)$, and the commutativity laws for OR are more complicated. The following definition and lemmas facilitate the proof of these cases.

Definition. Let $G$ be a graph with underlying vertices $V \cup\left\{l_{1}, l_{2}, \ldots, l_{k}\right\} \cup$ $\{v 1, v 2, v 3\}$. Then we define the graph $G\left[l_{i}=1\right]$ to be the graph $G$ plus the additional
edges $\left[l_{i}, v 2\right]$ and $\left[l_{i}, v 3\right]$. Any proper 3 -coloring of $G\left[l_{i}=1\right]$ must color $l_{i}$ the same color as $v 1$. Similarly, the graph $G\left[l_{i}=2\right]$ equals $G$ plus the edges $\left[l_{i}, v 1\right]$ and $\left[l_{i}, v 3\right]$; and $G\left[l_{i}=3\right]$ is $G$ plus the edges $\left[l_{i}, v 1\right]$ and $\left[l_{i}, v 2\right]$. More generally, the graph $G\left[l_{1}=c_{1}, l_{2}=c_{2}, \ldots, l_{k}=c_{k}\right]$ is equal to the graph $G^{\prime}\left[l_{k}=c_{k}\right]$, where $G^{\prime}=G\left[l_{1}=\right.$ $\left.c_{1}, \ldots, l_{k-1}=c_{k-1}\right]$. In what follows, setting $l_{i}=2$ codes setting $l_{i}$ to false and setting $l_{i}=1$ codes setting $l_{i}$ to true.

Lemma 13. Let $f=A C$ be a $C N F$ formula, where $A=\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$, and let $G=\operatorname{Graph}(f)$. Then $G\left[l_{1}=2, l_{2}=2, \ldots, l_{q}=2\right]$ has a polynomial-sized $\mathcal{H C}$ construction.

Proof. The lemma is obvious when $q=1$. For $q \geq 2$, recall that the graph $G=\operatorname{Graph}(f)$ contains a subgraph, $G_{C}$, for each clause $C$ in $G$. In particular, the underlying subgraph corresponding to clause $A, G_{A}$ contains a "rail" of triangle graphs, with underlying vertices $\left\{l_{1}, \ldots, l_{q}\right\} \cup\{v 1, v 2, v 3\} \cup\left\{a_{i}, b_{i}, c_{i} \mid 1 \leq i \leq q-1\right\}$. (See Fig. 1.)

Let $G^{\prime}=G\left[l_{1}=2, l_{2}=2, \ldots, l_{q}=2\right]$. First, we will generate the set of graphs $\left\{G^{\prime}\left[c_{1}=2, c_{2}=2, \ldots, c_{k-1}=2, c_{k}=1\right], G^{\prime}\left[c_{1}=2, c_{2}=2, \ldots, c_{k-1}=2, c_{k}=3\right] \mid 1 \leq\right.$ $k \leq q-1\}$, and also the graph $G^{\prime}\left[c_{1}=2, c_{2}=2, \ldots, c_{q-1}=2\right]$. Because each of these graphs is non-3-colorable, we have $(\emptyset \Rightarrow H)$, for all graphs $H$ described above. Further, the implication is $V^{\prime}$-local, where $\left|V^{\prime}\right| \leq 8$. Therefore, by Theorem 3, there exist polynomial-sized constructions for each of these graphs.

Second, we will construct the desired graph, $G^{\prime}$, from the above graphs. We will show by downward induction on $k(1 \leq k \leq q-1)$ that we can construct the graph $G^{\prime}\left[c_{1}=2, c_{2}=2, \ldots, c_{k}=2\right]$ from the previous graphs. The base case holds because the graph $G^{\prime}\left[c_{1}=2, \ldots, c_{q-1}=2\right]$ is in our initial set of graphs. Now fix $k<q-1$; then we want to construct the graph $H=G^{\prime}\left[c_{1}=2, \ldots, c_{k}=2\right]$. By the inductive hypothesis, assume that we have constructed the graph $H\left[c_{k+1}=2\right]$. Additionally, we have the graphs $H\left[c_{k+1}=1\right]$ and $H\left[c_{k+1}=3\right]$ in our initial set of graphs. Applying the edge elimination rule three times, we can construct $H$ from $H\left[c_{k+1}=1\right], H\left[c_{k+1}=2\right]$, and $H\left[c_{k+1}=3\right]$.

Lemma 14. Let $f=A C, f^{\prime}=A^{\prime} C, A=\left(l_{1} \vee \cdots \vee l_{q}\right)$, and $A^{\prime}=\left(\pi\left(l_{1}\right) \vee\right.$ $\left.\cdots \vee \pi\left(l_{q}\right)\right)$, where $\pi$ is a permutation of $\left\{l_{1}, \ldots, l_{q}\right\}$. Then for each $k, 1 \leq k \leq q$, there exists a polynomial-sized construction of $G^{\prime}\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$ from $G$, where $G=\operatorname{Graph}(f)$, and $G^{\prime}=\operatorname{Graph}\left(f^{\prime}\right)$.

Proof. Again, the lemma is obvious when $q=1$. For $q \geq 2$, we first construct the graph $G\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$ from $G$ by adding edges. Because there exists a proper 3-coloring of $G_{A}$ consistent with $c\left(l_{1}\right)=c(v 2), c\left(l_{2}\right)=c(v 2), \ldots, c\left(l_{k}\right)=c(v 1)$, and with $b_{i}$ colored $c(v 3)$ for $i \geq k$, we can apply the contraction rule to rename the vertices labeled $a_{i}, b_{i}, c_{i}, 1 \leq i \leq q-1$, to either $v 1, v 2$, or $v 3$ to obtain the graph $G^{\prime \prime}\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$, where $G^{\prime \prime}=G \backslash e\left(G_{A}\right)$. (By contracting $b_{i}$ to $v 3$ for all $i \geq k$, we are assured that we introduce no new edges from $l_{i}$ for $i>k$ to $v 1$ or $v 2$.) Now by adding edges and vertices to $G^{\prime \prime}\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$, we can construct the desired graph $G^{\prime}\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$.

Lemma 15. Let $f=A C$, where $A=\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$, and let $G=\operatorname{Graph}(f)$. Then there exists a polynomial-sized $\mathcal{H C}$ construction of $G$ from the set of graphs $\mathcal{G}=\left\{G\left[l_{1}=1\right], G\left[l_{1}=2, l_{2}=1\right], \ldots, G\left[l_{1}=2, \ldots, l_{q-1}=2, l_{q}=1\right], G\left[l_{1}=2, \ldots, l_{q}=\right.\right.$ 2] $\}$.

Proof. We will prove by downward induction on $k, 0 \leq k \leq q$, that we can construct the graph $G\left[l_{1}=2, \ldots, l_{k}=2\right]$. The base case $(k=q)$ holds because $G\left[l_{1}=2, \ldots, l_{q}=2\right]$ is an initial graph. Now fix $k<q$. By the inductive hypothesis,
assume that we have constructed the graph $G\left[l_{1}=2, \ldots, l_{k}=2, l_{k+1}=2\right]$; also, $G\left[l_{1}=\right.$ $\left.2, \ldots, l_{k}=2, l_{k+1}=1\right]$ is an initial graph. Therefore, by the edge elimination rule, the graph $G\left[l_{1}=2, \ldots, l_{k}=2\right]$ can be constructed from the graphs $G\left[l_{1}=2, \ldots, l_{k}=\right.$ $\left.2, l_{k+1}=2\right]$ and $G\left[l_{1}=2, \ldots, l_{k}=2, l_{k+1}=1\right]$. The number of intermediate graphs generated is $O(q)$; therefore the construction of $G$ is polynomial sized.

The following four claims complete the proof of Lemma 12.
Claim 16 (commutativity). Let $f=A C, A=\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$, and let $f^{\prime}=A^{\prime} C$, $A^{\prime}=\left(\pi\left(l_{1}\right) \vee \pi\left(l_{2}\right) \vee \cdots \vee \pi\left(l_{q}\right)\right)$, where $\pi$ is a permutation of $\left\{l_{1}, \ldots, l_{q}\right\}$. Then there exists a polynomial-sized $\mathcal{H C}$ construction of $G^{\prime}=\operatorname{Graph}\left(f^{\prime}\right)$ from $G=\operatorname{Graph}(f)$.

Proof. By Lemma 13, there exists a polynomial-sized construction of $G^{\prime}\left[l_{1}=\right.$ $\left.2, l_{2}=2, \ldots, l_{q}=2\right]$. By Lemma 14, there exists a polynomial-sized construction of $G^{\prime}\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$ for all $1 \leq k \leq q$. Therefore, by Lemma 15 , there exists a polynomial-sized construction of $G^{\prime}$.

Claim 17 (rule $\left.\left(\mathrm{R2}^{\prime}\right)\right)$. Let $f=(A \vee B) C$, and let $f^{\prime}=A C$. Then there exists a polynomial-sized $\mathcal{H C}$ construction of $G^{\prime}=\operatorname{Graph}\left(f^{\prime}\right)$ from $G=\operatorname{Graph}(f)$.

Proof. Let $A=\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$. Then by Lemma 13, there exists a polynomialsized $\mathcal{H C}$ construction of $G^{\prime}\left[l_{1}=2, l_{2}=2, \ldots, l_{q}=2\right]$. By the same argument as in the proof of Lemma 14, there exists a polynomial-sized $\mathcal{H C}$ construction of $G^{\prime \prime}\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$ for all $1 \leq k \leq q$, where $G^{\prime \prime}=G \backslash e\left(G_{A \vee B}\right)$ from $G$. Now by adding edges and vertices to $G^{\prime \prime}\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$, we can construct the graphs $G^{\prime}\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$, for all $1 \leq k \leq q$. Therefore, by Lemma 15 , there exists a polynomial-sized $\mathcal{H C}$ construction of $G^{\prime}$.

Claim 18 (rule ( $\left.\mathrm{R}^{\prime}\right)$ ). Let $f_{1}=A C, f_{2}=B C, f^{\prime}=(A \vee B) C$. Then there exists a polynomial-sized $\mathcal{H C}$ construction of $G^{\prime}=\operatorname{Graph}\left(f^{\prime}\right)$ from $G_{1}=\operatorname{Graph}\left(f_{1}\right)$ and $G_{2}=\operatorname{Graph}\left(f_{2}\right)$.

Proof. Let $A=\left(l_{1} \vee l_{2} \vee \cdots \vee l_{m}\right)$, and let $B=\left(l_{m+1} \vee \cdots \vee l_{q}\right)$. By Lemma 13 , there exists a polynomial-sized $\mathcal{H C}$ construction of $G^{\prime}\left[l_{1}=2, \ldots, l_{q}=2\right]$. By the argument in the proof of Lemma 14, for all $k, 1 \leq k \leq m$, there exists a polynomialsized $\mathcal{H C}$ construction of $G^{\prime}\left[l_{1}=2, \ldots, l_{k-q}=2, l_{k}=1\right]$ from $G_{1}$. Also, from $G_{2}$, we can easily construct $G_{2}\left[l_{1}=2, \ldots, l_{m}=2\right]$ by adding edges; and then again by the proof of Lemma 14 , for all $k, m+1 \leq k \leq q$, there exists a polynomial-sized $\mathcal{H C}$ construction of $G^{\prime}\left[l_{1}=2, \ldots, l_{k-1}=2, l_{k}=1\right]$ from $G_{2}\left[l_{1}=2, \ldots, l_{m}=2\right]$. Thus, by Lemma 15 , there exists a polynomial-sized $\mathcal{H C}$ construction of $G^{\prime}$.

Claim 19 (rule ( $\left.\mathrm{R}^{\prime}\right)$ ). Let $f_{1}=A \bar{l}, f_{2}=B l, f^{\prime}=A B$. Then there exists a polynomial-sized $\mathcal{H C}$ construction of $G^{\prime}=\operatorname{Graph}\left(f^{\prime}\right)$ from $G_{1}=\operatorname{Graph}\left(f_{1}\right)$ and $G_{2}=\operatorname{Graph}\left(f_{2}\right)$.

Proof. Given $G_{1}=\operatorname{Graph}(A \bar{l})$, we can construct the graph $G_{1}^{\prime}=\operatorname{Graph}(A B \bar{l})$ by adding vertices and edges. Similarly, from $G_{2}=\operatorname{Graph}(B l)$, we can construct the graph $G_{2}^{\prime}=\operatorname{Graph}(A B l)$ by adding vertices and edges. Because $\left\{G_{1}^{\prime}, G_{2}^{\prime}\right\} \Rightarrow G^{\prime}$ and the implication is $V^{\prime}$-local where $\left|V^{\prime}\right|$ is constant, by Theorem 3 , there exists a polynomial-sized construction of $G^{\prime}$ from $G_{1}^{\prime}$ and $G_{2}^{\prime}$.
5. The main theorem. In this section, we will prove that $\mathcal{E F} \mathcal{F}_{2}$ is polynomially bounded if and only if $\mathcal{H C}$ is polynomially bounded. We will first state and prove that if $\mathcal{H C}$ is polynomially bounded, then so is $\mathcal{E} \mathcal{F}_{2}$ (Theorem 20). In order to prove this theorem, we begin with an unsatisfiable CNF formula $f$ and, using the fact that $\mathcal{H C}$ is polynomially bounded, obtain a short refutation of Form $(\operatorname{Graph}(f))$. Since this doubly translated formula is not the same as the original formula $f$, we still need to show (Lemma 21) how to derive $f$ efficiently from Form $(\operatorname{Graph}(f))$. Similarly, to prove the other direction of the equivalence, we need to show how to derive $G$
efficiently from $\operatorname{Graph}(\operatorname{Form}(G))$; this is accomplished by Lemma 26 .
Theorem 20. If $\mathcal{H C}$ is polynomially bounded, then so is $\mathcal{E F}_{2}$.
Proof. Let $f$ be an unsatisfiable CNF formula, and assume that $\mathcal{H C}$ is polyno-mially-bounded. Then $\operatorname{Graph}(f)$ is a non-3-colorable graph, and therefore, $\operatorname{Graph}(f)$ has a polynomial-sized $\mathcal{H C}$ construction. Thus, there is also a short refutation of Form $(\operatorname{Graph}(f))$ in Form $(\mathcal{H C})$. By Lemma 11, this implies that there are polynomial-sized $\mathcal{E} \mathcal{F}_{2}$ refutations of Form $(\operatorname{Graph}(f))$. Because $\mathcal{E} \mathcal{F}_{2} p$-simulates $\mathcal{F}$ (by Lemma 5), it follows by the lemma below that we can derive a polynomial-sized refutation of $f$ in $\mathcal{E} \mathcal{F}_{2}$.

Lemma 21. Let $f$ be a CNF formula. Then from $\operatorname{Form}(\operatorname{Graph}(f))$, we can derive a depth-5 refutation of $f$ in $\mathcal{F}$, of size polynomial in the length of $f$.

Proof. First we will obtain a polynomial-sized extended Frege proof of $f$; then we will see how to remove the extensions. Let $f=C_{1} \wedge C_{2} \wedge \cdots \wedge C_{q}$ be a CNF formula, with underlying variables $\left\{x_{1}, \ldots, x_{n}\right\}$. The proof follows the basic idea behind the [GJS] proof that if $\operatorname{Graph}(f)$ is non- 3 -colorable, then $f$ is unsatisfiable. We will define a particular coloring for $\operatorname{Graph}(f)$, based on the propositional variables $\left\{x_{1}, \ldots, x_{n}\right\}$.

Let $C_{i}=\left(l_{1} \vee l_{2} \vee \cdots \vee l_{q}\right)$ be a clause in $f$, where each $l_{k}$ is a literal over $\left\{x_{1}, \ldots, x_{n}\right\}$. We define the following extensions for all $1 \leq j \leq q-1$ and $1 \leq k \leq q$ :

$$
\begin{aligned}
& R_{l_{k}} \leftrightarrow l_{k} ; B_{l_{k}} \leftrightarrow \overline{l_{k}} ; G_{l_{k}} \leftrightarrow 0 ; \\
& R_{\overline{l_{k}}} \leftrightarrow \overline{l_{k}} ; B_{\overline{l_{k}} \leftrightarrow l_{k}} ; G_{\overline{l_{k}}} \leftrightarrow 0 ; \\
& R_{a_{j}^{i}} \leftrightarrow\left(\overline{l_{1}} \wedge \cdots \wedge \overline{l_{j+1}}\right) ; B_{a_{j}^{i}} \leftrightarrow\left(l_{1} \vee \cdots \vee l_{j}\right) \wedge \overline{l_{j+1}} ; \\
& G_{a_{j}^{i}} \leftrightarrow l_{j+1} ; \\
& R_{b_{j}^{i}} \leftrightarrow 0 ; B_{b_{j}^{i}} \leftrightarrow l_{j+1} ; G_{b_{j}^{i}} \leftrightarrow \overline{l_{j+1}} ; \\
& R_{c_{j}^{i}} \leftrightarrow\left(l_{1} \vee \cdots \vee l_{j+1}\right) ; B_{c_{j}^{i}} \leftrightarrow\left(\overline{l_{1}} \wedge \cdots \wedge \overline{l_{j+1}}\right) ; \\
& G_{c_{j}^{i}} \leftrightarrow 0 ; \\
& R_{v 1} \leftrightarrow 1 ; B_{v 1} \leftrightarrow 0 ; G_{v 1} \leftrightarrow 0 ; \\
& R_{v 2} \leftrightarrow 0 ; B_{v 2} \leftrightarrow 1 ; G_{v 2} \leftrightarrow 0 ; \\
& R_{v 3} \leftrightarrow 0 ; B_{v 3} \leftrightarrow 0 ; G_{v 3} \leftrightarrow 1 .
\end{aligned}
$$

Now consider each clause in Form $(\operatorname{Graph}(f))$ after applying the above extensions. It can be checked that all clauses with the exception of clauses of the form ( $\overline{B_{c_{q-1}^{i}}} \vee \bar{B}_{v 2}$ ) can be simplified to "true." For each $i, 1 \leq i \leq q$, the only clause remaining is $\left(\overline{B_{c_{q-1}^{i}}} \vee \bar{B}_{v 2}\right.$ ), which becomes $\overline{B_{c_{q-1}^{i}}}=C_{i}$ after applying the substitution. Combining all of the $C_{i}$ 's, we can then derive $f$. Furthermore, it is not too hard to see that this derivation has depth 5 and is polynomial sized.

The following lemma shows that we can remove all extensions in the above proof, without increasing the size or depth by more than a constant factor. The main idea behind the lemma is that any logarithmic-depth, polynomial-sized circuit can be converted into a polynomial-sized formula.

Definition. Let $P$ be an extended Frege proof. Let the variables introduced by extension axioms be $A_{1}, \ldots, A_{m}$, and assume that they are introduced in $P$ in this order. Each extension variable has an associated recursion depth, defined as follows. The recursion depth of $A_{1}$ is depth $\left(A_{1}\right)$. Suppose that $A_{k}$ is defined based on extension variables $A_{1}, \ldots, A_{k-1}$. Let max be the maximum recursion depth of $A_{1}, \ldots, A_{k-1}$. Then the recursion depth of $A_{k}$ is $\max +\operatorname{depth}\left(A_{k}\right)$.

Lemma 22. Let $P$ be a depth-d extended Frege proof of $f$ such that each extension variable has recursion depth that is no greater than $\lceil\log (|P|)\rceil$. Then there exists a Frege proof $P^{\prime}$ of $f$ such that $\left|P^{\prime}\right| \leq p(|P|)$, where $p$ is a fixed polynomial, independent of $f, P$, and $P^{\prime}$.

Because the recursion depth of the extension sequence defined above is 3 , the above lemma implies that from Form $(\operatorname{Graph}(f))$ there exists a constant-depth, poly-nomial-sized refutation in $\mathcal{F}$ of $f$. This completes the proof of Lemma 21.

Corollary 23. If $\mathcal{H C}^{-}$is polynomially bounded, then so is $\mathcal{F}_{5}$.
Proof. The proof of this corollary is almost identical to the proof of Theorem 20, with $\mathcal{E F} \mathcal{F}_{2}$ replaced by $\mathcal{F}_{5}, \mathcal{H C}$ replaced by $\mathcal{H C}^{-}$, and Lemma 11 replaced by Lemma 10.

Recently, it has been shown in [PBI], [KPW] that any depth- $d$ proof in $\mathcal{F}$ of the propositional pigeonhole principle, $P H P_{n}$, must have size at least $2^{\Omega\left(n^{6^{-d}}\right)}$. This lower bound together with the above results give us the following corollary.

Corollary 24. There exists a family of non-3-colorable graphs $\left\{G_{n} \mid n \in N\right\}$ such that for $n$ sufficiently large, any $\mathcal{H C}{ }^{-}$construction of $G_{n}$ has size at least $2^{n^{e}}$, for some $\epsilon, 0<\epsilon<1$.

The converse to Theorem 20 is much more surprising, because $\mathcal{H C}$ is quite simple compared to the formulation of an extended Frege proof system.

Theorem 25. If $\mathcal{E F} \mathcal{F}_{2}$ is polynomially bounded, then so is $\mathcal{H C}$.
Proof. Let $G$ be a non-3-colorable graph, and assume that $\mathcal{E} \mathcal{F}_{2}$ is polynomially bounded. Then $\operatorname{Form}(G)$ is an unsatisfiable formula, and therefore Form $(G)$ has a polynomial-sized $\mathcal{E} \mathcal{F}_{2}$ refutation. Thus there is also a polynomial-sized construction of $\operatorname{Graph}(\operatorname{Form}(G))$ in $\operatorname{Graph}\left(\mathcal{E} \mathcal{F}_{2}\right)$. By Lemma 12, this implies that there are polynomial-sized constructions of $\operatorname{Graph}(\operatorname{Form}(G))$ in $\mathcal{H C}$. Now by the lemma below, there is a polynomial-sized $\mathcal{H C}$ construction of $G$ from $\operatorname{Graph}(\operatorname{Form}(G))$.

Lemma 26. If $G$ is not 3 -colorable, then there exists a polynomial-sized $\mathcal{H C}$ construction of $G$ from the graph $\operatorname{Graph}(\operatorname{Form}(G))$.

Proof. Let $\operatorname{Graph}(\operatorname{Form}(G))$ be denoted by $H=\left(V_{H}, E_{H}\right)$. For a particular vertex $x$ in $G$, let the corresponding set of nodes in $H,\left\{R_{x}, B_{x}, G_{x}, \bar{R}_{x}, \bar{B}_{x}, \bar{G}_{x}\right\}$, be called $N(x)$. For each vertex $x$ in $G$, there is a set of five clauses in Form $(G)$ that express that $x$ is assigned to exactly one color. (Namely, they say that exactly one of the variables $R_{x}, B_{x}, G_{x}$ is true.) Let $S_{1}(x)$ denote the induced subgraph of $\operatorname{Graph}(\operatorname{Form}(G))$ corresponding to these five clauses associated with $x$. For any edge $[x, y]$ in $G$, there is a set of three clauses in $\operatorname{Form}(G)$ that expresses that $x$ and $y$ must be assigned different colors. Let $N(x, y)$ denote the induced subgraph of $\operatorname{Graph}(\operatorname{Form}(G))$ corresponding to these three clauses associated with the edge $[x, y]$. (The vertices in the subgraph $N(x, y)$ are the vertices in $N(x)$ and $N(y)$ as well as the triangle graph with underlying vertices $v_{1}, v_{2}$, and $v_{3}$.) Note that $N(x, y)$ is the same as $N(y, x)$ because our graphs are undirected. Figure 2 identifies $N(x, y)$ for edge $[x, y]$. Special edges that will be referred to later are labeled. For brevity, a vertex labeled by " 1 " indicates that this vertex is connected to vertex $v 1$, and similarly for labels " 2 " and " 3 ."

The graph $G=\left(V_{G}, E_{G}\right)$ will be constructed from $H$ in four steps.
(1) Starting with the graph $\operatorname{Graph}(\operatorname{Form}(G))$, we obtain an enlarged graph, $H_{1}$, by adding additional vertices and edges.
(2) Using $H_{1}$, we construct the subgraph of $H_{1}$ where for each edge $[x, y]$ in $G$, the edges $e_{x y}^{R}, e_{x y}^{B}, e_{x y}^{G}$ are removed. Call this graph $H_{2}$.
(3) Using $H_{2}$, we construct the graph $G \cup T$, where $T$ is the triangle graph, $G$ is


Fig. 2. The subgraph $N(x, y)$.
the graph that we would like to construct, and there are no edges between $G$ and $T$.
(4) Using $G \cup T$, we construct the graph $G$.

Step (1). We construct the graph $H_{1}$ by adding the following subgraphs to $H$.
(a) Add the disjoint graph $G$.
(b) For each vertex $x \in G$, we add a subgraph called $S^{\prime}(x) . S^{\prime}(x)$ connects $x$ to $N(x)$ such that if $c$ is a proper 3-coloring of $H_{1}$ such that $c\left(R_{x}\right)=c(v 1)$, $c\left(B_{x}\right)=c(v 2), c\left(G_{x}\right)=c(v 2)$, then $c(x)=c(v 1)$; if $c\left(R_{x}\right)=c(v 2), c\left(B_{x}\right)=$ $c(v 1), c\left(G_{x}\right)=c(v 2)$, then $c(x)=c(v 2)$; and if $c\left(R_{x}\right)=c(v 2), c\left(B_{x}\right)=$ $c(v 2), c\left(G_{x}\right)=c(v 1)$, then $c(x)=c(v 3)$. For node $x, S^{\prime}(x)$ is shown in Fig. 3. Let $S(x)$ denote the induced subgraph containing all edges and vertices of $S_{1}(x)$ plus all edges and vertices of $S^{\prime}(x)$.
(c) For each edge $[x, y]$ in $G$, we add a few extra vertices and edges to $N(x, y)$; let $N^{\prime}(x, y)$ denote the subgraph with vertex set $N(x, y)$ plus these new vertices. For edge $[x, y]$, the extra edges and vertices are shown in Fig. 4. (The new edges are indicted by dotted lines.) For each $[x, y]$, the subgraph $N^{\prime}(x, y)$ has the property that if $c$ is a 3 -coloring of the vertices of $N^{\prime}(x, y)$ such that the only monochromatic edge is $e_{x y}^{R}$, then both $R_{x}$ and $R_{y}$ have the color $c(v 1)$.
Step (2). We will show how to remove the edges $e_{x y}^{R}, e_{x y}^{B}$, and $e_{x y}^{G}$, for all $[x, y] \in E$, one at a time. Let us begin with the graph $H_{1}=(V, E)$ constructed above; we will show how to construct efficiently the graph $H_{1} \backslash e_{x y}^{R}$, where $[x, y] \in G$. Let $W(x, y)$ be the subgraph of $H_{1}$ consisting of $\left\{S(x), S(y), N^{\prime}(x, y), x, y\right\}$. Note that the size of $W(x, y)$ is constant, independent of $|V|$.

Claim 27. If $c$ is a 3 -coloring to the vertices of $W(x, y)$ such that edge $e_{x y}^{R}$ is monochromatic, then so is some other edge in $W(x, y)$

Proof. If $e_{x y}^{R}$ is monochromatic, then either some edge in $N^{\prime}(x, y)$ is also monochro-


Fig. 3. The subgraph $S^{\prime}(x)$.


Fig. 4. The subgraph $N^{\prime}(x, y)$.
matic, or vertices $R_{x}$ and $R_{y}$ are both colored $c(v 1)$. When both vertices $R_{x}$ and $R_{y}$ are both colored $c(v 2)$ and $N^{\prime}(x, y)$ is properly colored, then either some edge in $S(x)$ or $S(y)$ is monochromatic or edge $[x, y] \in G$ is monochromatic. Thus, when edge $e_{x y}^{R}$ is monochromatic, some edge in $W(x, y)$ is also monochromatic.

The only difference between $H_{1}$ and the desired graph, $H_{1} \backslash e_{x y}^{R}$, is the edge $e_{x y}^{R}$. Therefore, the above claim shows that $H_{1} \Rightarrow H_{1} \backslash e_{x y}^{R}$. Therefore, by Theorem 2, there exists a construction of the desired graph, $H_{1} \backslash e_{x y}^{R}$, from $H_{1}$. Furthermore, because the implication is $V^{\prime}$-local, where $\left|V^{\prime}\right|$ is constant, by Theorem 3, the construction has polynomial size. Applying this argument repeatedly to remove all edges $e_{x y}^{R}, e_{x y}^{B}$,
and $e_{x y}^{G}$, we will eventually obtain the desired graph $H_{2}$. After removal of $e_{x y}^{R}, e_{x y}^{B}$, $e_{x y}^{G}$ from $H_{1}, N^{\prime}(x, y)$ is replaced by two subgraphs, $N_{x}^{\prime}(x, y)$, which is the empty subgraph, and $N_{y}^{\prime}(x, y)$, which consists of $N^{\prime}(x, y)$ minus the edges $e_{x y}^{R}, e_{x y}^{B}$, and $e_{x y}^{G}$.

Step (3). We will now construct the graph $G \cup T$ from $H_{2}$. For each vertex $x \in G$, let $Q(x)$ denote the induced subgraph of $G$ containing $S(x)$ and $\left\{N_{x}^{\prime}(x, y) \mid[x, y] \in G\right\}$. Note that for every pair $x, y \in G$, the intersection of $Q(x)$ and $Q(y)$ is the common triangle on vertices $v 1, v 2$, and $v 3$. Also note that for every $x \in G$, and for every possible coloring to $x \in G$, there exists a consistent 3 -coloring to the subgraph $Q(x)$.

We will show how to eliminate the edges in $Q(x)$ from $H_{2}$, for each $x \in G$, until we eventually obtain the desired graph $G \cup T$. Let $G^{\prime}=G \cup T \cup Q\left(x_{1}\right) \cup Q\left(x_{2}\right) \cup \cdots \cup Q\left(x_{k}\right)$. We will show how to construct the graph $G^{\prime \prime}=G \cup T \cup Q\left(x_{1}\right) \cup \cdots \cup Q\left(x_{k-1}\right)$ from $G^{\prime}$. First, we construct the graph $G^{\prime \prime}\left[x_{k}=1\right]$. When $x_{k}$ is colored the same color as $v 1$, there exists a proper 3 -coloring of $Q\left(x_{k}\right)$. Therefore, there exists a way to rename each of the vertices in $Q\left(x_{k}\right) \backslash\{v 1, v 2, v 3, x\}$ to either $v 1, v 2$, or $v 3$. Applying this renaming to the graph $G^{\prime}$, we obtain the desired graph $G^{\prime \prime}\left[x_{k}=1\right]$. Similarly, we can construct the graphs $G^{\prime \prime}\left[x_{k}=2\right]$ and $G^{\prime \prime}\left[x_{k}=3\right]$ from $G^{\prime}$. By applying the edge elimination rule, the graph $G^{\prime \prime}$ can then be constructed from the three graphs $G^{\prime \prime}\left[x_{k}=1\right], G^{\prime \prime}\left[x_{k}=2\right]$, and $G^{\prime \prime}\left[x_{k}=3\right]$.

In the same manner, we can remove all $Q(x)$ and eventually obtain the graph $G \cup T$, as desired.

Step (4). The graph $G$ is not 3-colorable, thus $G$ contains an odd cycle. This fact, combined with the odd-cycle lemma below prove that from $G \cup T$, we can construct $G$ in size linear in $|G|$.

Lemma 28 (odd-cycle lemma). Let $G$ be a graph that contains an odd cycle, and let $T$ be a disjoint triangle graph. Then there exists a linear-sized construction of $G$ from $G \cup T$.

Proof. Label the vertices of the smallest odd cycle in $G$ by $0,1,2, \ldots, n$, where $n$ is even. First, we embed $T$ into vertices $0,1,2$ of $G$ (by the contraction rule) to obtain the graph $G$ plus the edge $[0,2]$ - call this graph $G_{1}$. Second, we embed $T$ into vertices $2,3,4$ of $G$ to obtain the graph $G$ plus the edge [2,4]. We can then apply edge elimination to these two graphs to obtain a new graph with the edge $[0,4]$-call this graph $G_{2}$. Third, we embed $T$ into vertices $4,5,6$ of $G$ to obtain the graph $G$ plus the edge $[4,6]$. Again, we can apply edge elimination to this new graph plus graph $G_{2}$ to obtain $G_{3}$, which consists of $G$ plus the extra edge $[0,6]$. We continue to generate $G_{i}$, $i \leq n / 2$, until eventually we obtain the graph $G_{n / 2}$, which consists of $G$ plus the edge [ $0, n-2$ ]. We then embed $T$ in $G$ once again, this time to the vertices $0, n, n-1$ to obtain $G$ plus the extra edge $[0, n-1]$. We can then apply the edge elimination rule one last time to obtain the graph $G$.
6. Graph-theoretical consequences. In this section, we explain a connection between our work relating the complexity of the Hajós calculus to the complexity of extended Frege systems and results of Stephen Cook connecting such systems with feasibly constructive arithmetic. This connection supports the belief that proving superpolynomial lower bounds for $\mathcal{H C}$ will be very difficult. More importantly, it should guide the search for hard examples for $\mathcal{H C}$.

Intuitively, a proof of a mathematical theorem is feasibly constructive if it involves only feasible predicates and if the logical reasoning in the proof involves only feasibly computable functions. (Here we are using the common identification of "feasible" with "polynomial-time computable.") In a seminal paper [C], Cook introduced a free-variable system of arithmetic, $P V$, that contains a primitive symbol for every
polynomial-time function and predicate, together with a rule of induction on notation. Boolean connectives are included, but not quantifiers. Cook proposed to make the notion of "feasibly constructive proof" precise (at least in the case of free-variable formulas) by identifying it with provability in $P V$.

Cook also demonstrated a close connection between $P V$ and $\mathcal{E F}_{2}$. If $F$ is a formula of $P V$, then there is a family $F_{n}$ of formulas in DNF, in which the $n$th formula $F_{n}$ expresses the assertion: "The formula $F$ is true for all numerical inputs of length $n$ or less." The formula $F_{n}$ is polynomial-time computable from $n$ and $F$; secondly, $F$ is valid if and only if all of the formulas $F_{n}$ are tautologies. If in addition $F$ is provable in $P V$, then even stronger consequences follow. The following basic simulation result was proved by Cook [C].

Theorem 29. If $F$ is provable in $P V$, then every $F_{n}$ has a proof in $\mathcal{E F} \mathcal{F}_{2}$ of polynomial size.

In later work, Buss considered more general systems of feasibly constructive mathematics [Bu2]. In particular, he investigated a system of bounded arithmetic, $S_{2}^{1}$, based on classical predicate logic, and containing an induction scheme restricted to NP predicates. If a primitive function symbol is added to $S_{2}^{1}$ for each polynomialtime function and predicate, together with appropriate defining equations for each such function and predicate, then the resulting system is a conservative extension of Cook's $P V$ [Bu2]. This result shows that the notion of "feasibly constructive proof" is robust.

The above theorem has important consequences for proving lower bounds for $\mathcal{H C}$. Let us suppose that we have chosen a fixed method of encoding graphs as binary numbers. Then we can express the predicate " $n$ encodes a graph" as a predicate $\operatorname{Graph}(n)$ of $P V$. Furthermore, colorings can be encoded as numbers, and the predicate " $c$ encodes a proper coloring of the graph coded by $n$ " is polynomial-time computable and, hence, can be expressed as a primitive predicate $\operatorname{Proper}(c, n)$ of $P V$. We then have the following general result relating $P V$ to $\mathcal{H C}$.

Theorem 30. Let $G$ be a primitive function symbol of $P V$ for which the formulas $\operatorname{Graph}(G(n))$ and $\neg \operatorname{Proper}(c, G(n))$ are theorems of $P V$. Then there are polynomialsized $\mathcal{H C}$ constructions for the family of graphs $G_{n}$, which are encoded by the numbers $G(n)$.

Proof. By the above theorem, there is a family of tautologies $F_{k}$ in which the tautology $F_{k}$ formalizes the assertion that the above two theorems of $P V$ are true when restricted to inputs of length $k$ or less. Furthermore, this family has polynomial-sized proofs in $\mathcal{E} \mathcal{F}_{2}$. By choosing $k$ large enough, we can find a tautology $F_{k}$ that formalizes the assertion " $G_{n}$ is not 3-colorable." Furthermore, this formula is polynomial-time computable from $G_{n}$. Using this formula we can derive the formula $\neg$ Form $\left(G_{n}\right)$ in $\mathcal{E F} \mathcal{F}_{2}$ by a derivation that is polynomial in the size of $G_{n}$. The results of the previous section now imply that there is an $\mathcal{H C}$ construction of $G_{n}$ whose size is polynomial in the size of the $\mathcal{E} \mathcal{F}_{2}$ derivation of $\neg \operatorname{Form}\left(G_{n}\right)$.

This connection gives a very easy way to check whether or not a family of graphs is a potential candidate for proving a superpolynomial lower bound for $\mathcal{H C}$. As an example, consider the family of non-3-colorable graphs constructed by Toft that are discussed in [MW] as possible candidates for graphs that show the Hajós calculus is not polynomially bounded. In fact, these graphs have short proofs by the Hajós construction, although this is not immediately obvious. However, the proof that shows all the graphs in Toft's family to be non-3-colorable is feasibly constructive, so we can infer immediately by the above result that they can be ruled out as possible hard
examples. The same remark applies to other families of examples in which non-3colorability is demonstrated by elementary constructive reasoning.
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# ON-LINE AND FIRST-FIT COLORING OF GRAPHS THAT DO NOT INDUCE $\boldsymbol{P}_{5}$ * 
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#### Abstract

For a graph $H$, let $\operatorname{Forb}(H)$ be the class of graphs that do not induce $H$, and let $P_{5}$ be the path on five vertices. In this article, we answer two questions of Gyárfás and Lehel. First, we show that there exists a function $f(\omega)$ such that for any graph $G \in \operatorname{Forb}\left(P_{5}\right)$, the on-line coloring algorithm First-Fit uses at most $f(\omega(G))$ colors on $G$, where $\omega(G)$ is the clique size of $G$. Second, we show that there exists an on-line algorithm $A$ that will color any graph $G \in \operatorname{Forb}\left(P_{5}\right)$ with a number of colors exponential in $\omega(G)$. Finally, we extend some of our results to larger classes of graphs defined in terms of a list of forbidden subgraphs.


Key words. on-line algorithm, graph coloring, greedy algorithm
AMS subject classification. 05C35
Introduction. An on-line graph is a structure $G<=(V, E,<)$, where $G=(V, E)$ is a graph and $<$ is a linear ordering of $V$. We allow $V$ to be finite or countably infinite. We call $G<$ an on-line presentation of the graph $G$. The on-line subgraph of $G^{<}$induced by a subset $S \subset V$ is the on-line graph $G<[S]=\left(S, E^{\prime},<^{\prime}\right)$, where $E^{\prime}$ is the set of edges in $E$ both of whose end points are in $S$, and $<^{\prime}$ is $<$ restricted to $S$. We shall always assume that $V=\left\{x_{1}, x_{2}, \ldots\right\}$, where $x_{i}<x_{j}$ iff $i<j$. Let $V_{i}=\left\{x_{j}: j \leq i\right\}$ and $G_{i}^{<}=G<\left[V_{i}\right]$. An algorithm for coloring the vertices of $G<$ is said to be on-line if the color of a vertex $v_{i}$ is determined solely by $G_{i}^{<}$. Intuitively, the algorithm colors the vertices of $G^{<}$one at a time in some externally determined order $x_{1}, \ldots, x_{n}$, and at the time a color is irrevocably assigned to the vertex $x_{i}$, the algorithm can only see $G_{i}^{<}$. A simple but important example of an on-line algorithm is the algorithm First-Fit, denoted by FF, which colors the vertices of $G$ with an initial sequence of the colors $\{1,2, \ldots\}$ by assigning to the vertex $x_{i}$ the least possible color not already assigned to any vertex of $V_{i-1}$, adjacent to $x_{i}$.

The clique size and chromatic number of a graph $G$ are denoted by $\omega(G)$ and $\chi(G)$ respectively. Let $A$ be an on-line graph-coloring algorithm. Then $\chi_{A}(G<)$ denotes the number of colors $A$ uses to color the on-line graph $G<$ and $\chi_{A}(G)$ denotes the maximum of $\chi_{A}\left(G^{<}\right)$over all on-line presentations $G<$ of $G$. A class of graphs $\Gamma$ is said to be $\chi$-bounded if there exists a function $f$ such that for all $G \in \Gamma, \chi(G) \leq f(\omega(G))$. The function $f$ is called a $\chi$-binding function for $\Gamma$. Easy examples of $\chi$-bounded classes include the class of perfect graphs, the class of line graphs, and, more generally, the class of claw-free graphs. Similarly, for an on-line algorithm $A$, the class $\Gamma$ is $\chi_{A^{-}}$ bounded if there exists a function $f$ such that for all $G \in \Gamma, \chi_{A}(G) \leq f(\omega(G))$. In this case we say that $A$ is a $\chi$-binding algorithm for $\Gamma$ and $f$ is an on-line $\chi$-binding function for $\Gamma$. The class $\Gamma$ is on-line $\chi$-bounded if $\Gamma$ is $\chi_{A}$-bounded for some on-line algorithm $A$. In this article, we are interested in classes of graphs that are on-line $\chi$-bounded. The class of perfect graphs is not on-line $\chi$-bounded. In fact, the subclass of trees is not on-line $\chi$-bounded (see, for example, Bean [1]). However, the class of claw-free
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graphs is on-line $\chi$-bounded. Here we shall be interested in other classes defined by forbidding certain induced subgraphs.

For a graph $H$, let $\operatorname{Forb}(H)$ be the class of graphs that do not induce $H$. Similarly, let Forb $\left(H_{1}, \ldots, H_{n}\right)$ be the class of graphs that do not induce any of the graphs $H_{1}, \ldots, H_{n}$. Gyárfás [3] and Sumner [15] independently conjectured that if $T$ is a tree, then $\operatorname{Forb}(T)$ is $\chi$-bounded. Gyárfás [4] has shown this to be the case when $T$ is a path. Gyárfás, Szemerédi, and Tuza [8] verified the conjecture for triangle-free graphs in $\operatorname{Forb}(T)$ when $T$ is a radius-two tree, and Kierstead and Penrice [11] extended this result by showing that $\operatorname{Forb}(T)$ is $\chi$-bounded whenever $T$ has radius two.

Gyárfás and Lehel [7], [6] opened up an exciting and unexpected new area for study when they proved that $\operatorname{Forb}\left(P_{5}\right)$ is on-line $\chi$-bounded, where $P_{n}$ is a path on $n$ vertices. They also showed that $\operatorname{Forb}\left(P_{6}\right)$ is not on-line $\chi$-bounded. These results led to many interesting questions. The Gyárfás-Lehel algorithm was quite complicated and gave a superexponential on-line $\chi$-binding function. They asked whether Forb $\left(P_{5}\right)$ had an exponential on-line $\chi$-binding function and whether the simple algorithm FirstFit was an $\chi$-binding algorithm for $\operatorname{Forb}\left(P_{5}\right)$. In this article we prove the following theorems.

Theorem 1.1. There exists an on-line algorithm $A$ and an exponential function $f(\omega)=\left(4^{\omega}-1\right) / 3$ such that $\chi_{A}(G) \leq f(\omega(G))$, for any graph $G \in \operatorname{Forb}\left(P_{5}\right)$.

Theorem 2.1. Forb $\left(P_{5}\right)$ is $\chi_{\mathrm{FF}}-$ bounded.
The smallest function known to be an (off-line) $\chi$-binding function for Forb $\left(P_{5}\right)$ is $2^{n}$. Our on-line $\chi$-binding function for $\operatorname{Forb}\left(P_{5}\right)$ is within a power of two of this function. In light of the Gyárfás-Sumner conjecture, one is led to ask for which trees $T$, $\operatorname{Forb}(T)$ is on-line $\chi$-bounded. Since $\operatorname{Forb}\left(P_{6}\right)$ is not on-line $\chi$-bounded, neither is $\operatorname{Forb}(T)$ if $T$ has radius greater than two. The authors [13] have recently proved that $\operatorname{Forb}(T)$ is on-line $\chi$-bounded if $T$ has radius at most two.

Theorem 2.1, together with some observations of Gyárfás and Lehel [5], allow us to characterize those trees $T$ for which $\operatorname{Forb}(T)$ is $\chi_{\mathrm{FF}}$-bounded.

Theorem 2.2. Let $T$ be a tree. $\operatorname{Forb}(T)$ is $\chi_{\mathrm{FF}}$-bounded if and only if $T$ does not induce $K_{2}+2 K_{1}$.

For other trees $T$, we shall try to determine reasons why $\operatorname{Forb}(T)$ is not $\chi_{\mathrm{FF}}-$ bounded. In [11] Kierstead and Penrice showed that for any tree $T$ and integer $t$, $\operatorname{Forb}\left(T, K_{t, t}\right)$ is $\chi_{\mathrm{FF}}$-bounded. This fact is used in [13] to prove that $\operatorname{Forb}(T)$ is online $\chi$-bounded for any radius-two tree $T$. However, the fact that a graph contains $K_{t, t}$ does not explain why it might have a large First-Fit chromatic number. Let $B_{t}$ be the graph obtained from $K_{t, t}$ by removing a perfect matching $M$. If $B_{t}^{<}$is the on-line presentation of $B_{t}$, where adjacent vertices of $M$ appear consecutively, then it is easy to see (and is explained in more detail in the proof of Theorem 2.2) that $\chi_{\mathrm{FF}}\left(B_{t}^{<}\right)$is $t$. Thus if a graph induces $B_{t}$, then we have a certificate that its First-Fit chromatic number is at least $t$. We shall prove the following two theorems which are quite satisfying from this point of view. The trees $D_{k}$ and $P_{5,1}$ are shown in Figs. 1
and 2 (also see the definition at the end of this section).
Theorem 2.3. For every positive integer $k, \operatorname{Forb}\left(P_{5,1}, B_{t}\right)$ is $\chi_{\mathrm{FF}}$-bounded.
Theorem 2.4. For every positive integer $k, \operatorname{Forb}\left(D_{k}, B_{t}\right)$ is $\chi_{\mathrm{FF}}$-bounded.
It should be noted that $B_{3}$ is just the six cycle $C_{6}$.
Finally, we mention some related results on First-Fit. Woodall [16] showed that the class of interval graphs is $\chi_{\mathrm{FF}}$-bounded. Gyárfás and Lehel [5] gave an improved bound for this problem and introduced the notion of a wall, which we shall also use. Recently Kierstead [10] showed that the binding function is linear. Interval graphs are cocomparability graphs of interval orders. The class of comparability graphs contains the class of trees and so is not on-line $\chi$-bounded. However, Kierstead [12] has proved that the class of comparability graphs of interval orders is $\chi_{\mathrm{FF}}$-bounded. A consequence of a theorem of Chvátal [2] is that First-Fit uses exactly $\omega(G)$ colors to color $G \in \operatorname{Forb}\left(P_{4}\right)$, where $T$ is the path on four vertices.

Theorem 1.1 is proved in $\S 1$. Theorems $2.1-2.4$ are proved in $\S 2$. In $\S 3$, we discuss some problems for further research. In the remainder of this section we review our terminology and notation.

Let $G=(V, E)$ be a graph. Adjacency between two vertices $x$ and $y$ is denoted by $x \sim y$ and nonadjacency is denoted by $x \nsim y$. The neighborhood of a vertex $x$ is denoted by $N(x)=\{y \in V: y \sim x\}$. The clique number, the independence number, the chromatic number, and the number of vertices of $G$ are denoted by $\omega(G), \alpha(G), \chi(G)$, and $\nu(G)$, respectively. The following special notation is used to denote certain graphs.
$P_{k}$ : path on $k$ vertices.
$S_{k}$ : star with $k$ leaves, i.e., a star on $k+1$ vertices.
$D_{k}$ : tree obtained by adding $k-1$ leaves to the second and third vertices of $P_{4}$.
$L_{k}$ : tree obtained by adding $k-1$ leaves to the second and fourth vertices of $P_{5}$ (see Fig. 3).
$P_{n, k}$ : tree obtained by adding $k$ leaves to the third vertex of $P_{n}$.
$P_{n, k}^{2}$ : broom obtained by adding $k-1$ leaves to the second vertex of $P_{n}$.
$L S_{k}$ : tree on $2 k+1$ vertices consisting of $k$ independent edges and a vertex which is adjacent to exactly one vertex of each of these edges.
$K_{s}$ : clique on $s$ vertices.
$K_{t, t}$ : complete bipartite graph with $t$ vertices in each part.
$B_{t}$ : bipartite graph obtained by deleting a perfect matching from $K_{t, t}$.
For a set $S$, let $[S]^{2}=\{A \subset S:|S|=2\}$. We may write $(\alpha>\beta)$ for the two element set $\{\alpha, \beta\}$ to denote that $\alpha>\beta$. For a coloring $p:[S]^{2} \rightarrow\{1, \ldots, n\}$, we say that $H \subset S$ is homogeneous if $p$ restricted to $[H]^{2}$ is constant. Let $R_{i}(t)$ be the Ramsey function such that for every coloring $p:[S]^{2} \rightarrow\{1, \ldots, i\}$, with $|S| \geq R_{i}(t)$, there exists a homogeneous subset $H \subset S$ such that $|H|=t$. Similarly, let $R\left(t_{1}, \ldots, t_{i}\right)$ be the Ramsey function such that for every coloring $p:[S]^{2} \rightarrow\{1, \ldots, i\}$, with $|S| \geq$ $R\left(t_{1}, \ldots, t_{i}\right)$, there exists a homogeneous set $H$ with $|H|=t_{j}$ such that $p(\alpha>\beta)=j$, for all $\alpha, \beta \in H$ with $\alpha \neq \beta$. Note that if $G$ is a graph such that $\nu(G) \geq R(\omega, \alpha)$, then either $\omega(G) \geq \omega$ or $\alpha(G) \geq \alpha$.

1. An exponential on-line algorithm for $\boldsymbol{P}_{\mathbf{5}}$-free graphs. In this section we prove Theorem 1. Before starting the proof, we establish two useful properties of Forb $\left(P_{5}\right)$.

Lemma 1.2. Suppose $G \in \operatorname{Forb}\left(P_{5}\right)$. If $M_{1}$ and $M_{2}$ are distinct maximal cliques in the same connected component of $G$, then there exist vertices $x \in M_{1}$ and $y \in M_{2}$ such that $x$ is adjacent to $y$.

Proof. Suppose not. Then $M_{1}$ and $M_{2}$ are disjoint. Since $M_{1}$ and $M_{2}$ are in the same connected component, there exists a path from $M_{1}$ to $M_{2}$, i.e., a path $P=\left(x_{1}, \ldots, x_{m}\right)$ such that $x_{1} \in M_{1}, x_{m} \in M_{2}$. Let $P$ be a shortest such path. Then $P$ is an induced path and, by our initial assumption, $m \geq 3$. Since $M_{1}$ is a maximal clique, there exists $x_{0} \in M_{1}$ not adjacent to $x_{2}$. Since $P$ is a shortest path, $y$ is not adjacent to $x_{i}$ for $i \geq 3$. Similarly, there exists $x_{m+1} \in M_{2}$ such that $x_{m+1}$ is not adjacent to $x_{i}$ for $i \leq m-1$. Thus $x_{0}+P+x_{m+1}$ is an induced path of length at least five, which is a contradiction.

Corollary 1.3. If $x$ is a cut vertex of a connected graph $G$ in $\operatorname{Forb}\left(P_{5}\right)$ and $M_{1}$ and $M_{2}$ are maximal cliques in distinct components of $G-x$, then either $M_{1} \cup\{x\}$ or $M_{2} \cup\{x\}$ is a clique.

Proof of Theorem 1.1. We first present an on-line algorithm $A$ and then prove that it properly colors any on-line presentation $G<$ of a graph $G \in \operatorname{Forb}\left(P_{5}\right)$ with at most $f(\omega(G))$ colors. An important point is that the algorithm must be independent of the clique size of $G$. For this reason, the algorithm is defined recursively. Let $A(x, G<)$ denote the color $A$ assigns to $x$, when $x$ is considered as a vertex of the on-line graph $G<$. When a new vertex $x_{i}$ is presented, the algorithm first assigns $x_{i}$ to one of the sets $S_{j, k}$, where $1 \leq j \leq 4$ and $k$ is the clique size of the connected component of $x_{i}$ in $G_{i}^{<}$. This will be done so that for $j<4$, each $S_{j, k}$ has clique size less than $k$ and each $S_{4, k}$ is an independent set. Then $A$ assigns $x_{i}$ a color derived from the color $A\left(x_{i}, G<\left[S_{j, k}\right]\right)$ obtained by a recursive call of itself. Vertices in distinct $S_{j, k}$ receive colors from disjoint sets of colors. Note that the exponential function $f(w)=\left(4^{w}-1\right) / 3$ is defined recursively by $f(1)=1$ and $f(k)=4 f(k-1)+1$.

At each stage of the algorithm, each connected component $C$ of $G_{i}^{<}$will have a special maximum clique $K$, called the active clique. Once a clique becomes active, it remains active until a larger clique is formed in its component. The choice of which $S_{j, k}$ in which to put $x_{i}$ is completely determined by $\omega(C)$ and the adjacencies between $x_{i}$ and elements of $K$, where $C$ denotes the connected component of $x_{i}$ in $G_{i}^{<}$and $K$ denotes the active clique of $C$.

Suppose $A$ has colored $G_{i-1}$. We specify how $A$ assigns a color to the next vertex $x_{i}$.

Algorithm $A\left(x_{i}, G<\right)$.
Find $C$, the connected component of $x_{i}$ in $G_{i}^{<}$, and set $k=\omega(C)$.
Case 1: $k>\omega\left(C-\left\{x_{i}\right\}\right)$. Put $x_{i}$ in $S_{4, k}$. [Claim 1: $S_{4, k}$ is independent.] Set $A\left(x_{i}, G^{<}\right)=f(k)$. Let $K$ be a $k$-clique in $C$. Deactivate any active cliques of $C-\left\{x_{i}\right\}$ and designate $K$ as the active clique of $C$.

Case 2: $k=\omega\left(C-\left\{x_{i}\right\}\right)$. Let $K$ be the active clique of $C$. [Claim 2: $K$ is unique.]
Case 2a: For some $v \in K$, both $x_{i} \sim v$ and $u \sim v$, for all $u \in C \cap S_{1, k}$. Put $x_{i}$ in $S_{1, k}$. [Claim 3: $\omega\left(S_{1, k}\right)<k$.] Set $A\left(x_{i}, G<\right)=f(k-1)+A\left(x_{i}, G<\left[S_{1, k}\right]\right)$.

Case 2b: Not Case 2a and for some $v \in K$, both $x_{i} \sim v$ and $u \sim v$, for all $u \in C \cap S_{2, k}$. Put $x_{i}$ in $S_{2, k}$. [Claim 4: $\omega\left(S_{2, k}\right)<k$.] Set $A\left(x_{i}, G<\right)=2 f(k-1)+$ $A\left(x_{i}, G<\left[S_{2, k}\right]\right)$.

Case 2c: Not Case 2a or Case 2b. Put $x_{i}$ in $S_{3, k}$. [Claim 5: $\omega\left(S_{3, k}\right)<k$.] Set $A\left(x_{i}, G<\right)=3 f(k-1)+A\left(x_{i}, G<\left[S_{3, k}\right]\right)$.

Next we show that the algorithm produces a proper $f(\omega(G))$-coloring of $G<$, assuming the five claims above. Then we shall verify the claims. We argue by induction on $\omega(G)$. If $\omega(G)=1$, then every point is isolated. Thus each $x_{i}$ is assigned to the independent set $S_{4,1}$ and colored $f(1)=1$.
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Now suppose $\omega(G)=k>1$. By Claims 3-5, for each $j \leq 3$ and $m \leq k, \omega\left(S_{j, m}\right) \leq$ $k-1$. By the induction hypothesis, $S_{j, m}$ is properly colored with colors from the set $\{j f(m-1)+1, \ldots,(j+1) f(m-1)\}$, since $A\left(x_{i}, G<\left[S_{j, m}\right]\right) \leq f(m-1)$ for each $x_{i} \in S_{j, k}$. By Claim 1, for each $m \leq k$, the set $S_{4, m}$ is independent and colored with $f(m)=4 f(m-1)+1$. Since these sets of colors are easily seen to be pairwise disjoint, we are done.

Claim 3 is easy because all vertices in the same connected component of $S_{1, k}$ have a common neighbor in their active $k$-clique. Claim 4 is similar. We shall prove Claims 1 and 2 by induction on $i$. When $i=1$, both claims are trivial. Suppose $i>1$. If Claim 1 fails, then by induction $x_{i}$ is adjacent to some $x_{j} \in S_{4, k}$, where $j<i$. Clearly the component $C^{\prime}$ of $x_{j}$ in $G_{j}^{<}$is contained in $C$ since $x_{j} \in S_{4, k}, \omega\left(C^{\prime}\right)=k$, which contradicts $\omega\left(C-\left\{x_{i}\right\}\right)<k$. By the induction hypothesis, the only way that Claim 2 could fail is if $x_{i}$ is a cut vertex of $C$ and two distinct components of $C-\left\{x_{i}\right\}$ contain $k$-cliques. Then by Corollary $1.3, x_{i}$ is in a $(k+1)$-clique of $C$, contradicting $\omega(C)=k$.

It remains to prove Claim 5. Suppose it is false. Let $M$ be a $k$-clique in $S_{3, k}$. Let $v_{i_{1}}, \ldots, v_{i_{k}}$ be the vertices of $M$ with $i_{1}<i_{2}<\cdots i_{k}$. If $K$ is the active clique of $v_{i_{1}}$ in $G_{i_{1}}^{<}$, it is easy to show by induction that $K$ is the active clique of the component of $v_{i_{j}}$ in $G_{i_{j}}^{<}$whenever $1 \leq j \leq k$, since $K$ could only be deactivated by the addition of a vertex which raised the clique size of the component. But in that case, $v_{i_{k}}$ would have been assigned to $S_{j, k^{\prime}}$ for some $j \leq 4, k^{\prime}>k$. We consider two cases.

Case 1. There exist $s \in S_{2, k}$ and $m \in M$ such that $s \sim m$. Since $\omega(C)=k$, there exists $m^{\prime} \in S_{2, k}$ such that $m^{\prime} \nsim s$. (See Fig. 4.) Since $m$ and $m^{\prime}$ are not in $S_{2, k}$, there exists $k \in K$ such that $k \sim s, k \nsim m$, and $k \nsim m^{\prime}$. Also since $m, m^{\prime}$, and $s$ are not in $S_{1, k}$, there exists $k^{\prime} \in K$ such that $k^{\prime} \nsim m, k^{\prime} \nsim m^{\prime}$, and $k^{\prime} \nsim s$. But this is a contradiction, since ( $k^{\prime}, k, s, m, m^{\prime}$ ) is an induced $P_{5}$.

Case 2. For all $s \in S_{2, k}$ and $m \in M, s \nsim m$. (See Fig. 5.) By Lemma 1.2 there exist $m \in M$ and $k \in K$ such that $m \sim k$. Also there exists $m^{\prime} \in M$ such that $k \nsim m^{\prime}$.

Since $m \notin S_{2, k}$, there exists $s \in S_{2, k}$ such that $s \not \nsim k$. Since neither $m$ nor $m^{\prime}$ is in $S_{2, k}$, there exists $k^{\prime} \in K$ such that $s \sim k^{\prime}, m \nsim k^{\prime}$, and $m^{\prime} \nsim k^{\prime}$. By the hypothesis of this case, $s \not \nsim m$ and $s \nsim m^{\prime}$. Thus ( $s, k^{\prime}, k, m, m^{\prime}$ ) is an induced $P_{5}$, which is a contradiction.
2. First-Fit. We begin this section with the proof of Theorem 2.2 assuming Theorem 2.1. We then state and prove a series of lemmas which lead eventually to the proofs of Theorems 2.3 and 2.4. Along the way we pause to prove Theorem 2.1.

Proof of Theorem 2.2. The reader may check that if $T$ does not induce $K_{2}+2 K_{1}$, then $T$ is either a star or a path on 5 or fewer vertices. Thus it suffices to show that $\operatorname{Forb}\left(K_{2}+2 K_{1}\right)$ is not $\chi_{\mathrm{FF}}$-bounded, whereas $\operatorname{Forb}\left(S_{k}\right)$ and $\operatorname{Forb}\left(P_{5}\right)$ are.

Gyárfás and Lehel [5] noted that Forb $\left(K_{2}+2 K_{1}\right)$ is not $\chi_{\mathrm{FF}}$-bounded as follows. Recall that $B_{t}$ is the graph formed by deleting a perfect matching from a complete bipartite graph with $t$ vertices in each part. Let $\left\{a_{1}, \ldots, a_{t}\right\}$ and $\left\{b_{1}, \ldots, b_{t}\right\}$ be the independent sets of the bipartition of $B_{t}$, and assume that the pairs $\left\{a_{i}, b_{i}\right\}$ are independent. It is easy to check that, for all positive integers $t, B_{t}$ does not induce $K_{2}+2 K_{1}$ and that First-Fit will use $t$ colors on $B_{t}$ if the vertices are presented in the order $a_{1}, b_{1}, a_{2}, b_{2}, \ldots, a_{t}, b_{t}$.

Now note that $\operatorname{Forb}\left(S_{t}\right)$ is $\chi_{\text {FF }}$-bounded. If $G \in \operatorname{Forb}\left(S_{t}\right)$ and $\omega(G)=k$, First-Fit will use no more than $R(k, t)$ colors on $G$. If a vertex $x$ receives color $R(k, t)+1$, it must have $R(k, t)$ neighbors. Because $\omega(G)=k, x$ must in fact have $t$ independent neighbors, which, together with $x$, form an induced $S_{t}$.

Forb $\left(P_{5}\right)$ is $\chi_{\mathrm{FF}}$-bounded by Theorem 2.1, and thus we are done.
For the arguments to follow, it is useful to be able to analyze the performance of First-Fit in terms of static substructures rather than on-line presentations of graphs. To this end, we introduce the notion of a wall, which is due originally to Gyárfás and Lehel [5]. A colored graph is a pair $W=(G(W), f(W))$, where $G(W)=(V(W)$, $E(W)$ ) is a graph and $f(W)$ is a proper coloring of $G(W)$. Let $C(W)$ be the range of $f(W)$. For $I \subset C(W)$, let $[I]_{W}$ denote the set of vertices in $G$ which are colored with some color in $I$. If $I=\{\alpha\}$, we may write $[\alpha]_{W}$ for $[\{\alpha\}]_{W}$. The colored graph $W$ is called a wall if, for all $\alpha>\beta$ in $C(W)$ and for every vertex $x \in[\alpha]_{W}$, there exists a vertex $y \in[\beta]_{W}$ such that $x$ is adjacent to $y$. The color classes of the wall, $[\alpha]_{W}$, are called levels, and we say that $[\alpha]_{W}$ is a higher level than $[\beta]_{W}$, if $\alpha>\beta$. The height $h(W)$ of a wall $W$ is $|C(W)|$, or, equivalently, the number of levels. A wall $W$ is said to support a vertex $x$ if $x$ is adjacent to some vertex at every level of $W$. We say that a wall $W$ is in a graph $G$ if $G(W)$ is an induced subgraph of $G$. We say that a colored graph $W^{\prime}$ is an induced subwall of a wall $W$ if $W^{\prime}$ is a wall in $G(W)$ and $f\left(W^{\prime}\right)$ is the restriction of $f(W)$ to $W^{\prime}$. Note that if $W$ is a wall, then $[I]_{W}$ induces a subwall of $W$ for any $I \subset C(W)$. We call $[I]_{W}$ a level induced subwall. The following easy observation allows us to discuss walls rather than on-line graphs when considering First-Fit.

Lemma 2.5. Let $G$ be a graph. Then $\chi_{\mathrm{FF}}(G)=\max h(W)$, where the maximum is taken over all walls in $G$.

Proof. Suppose $G<$ is an on-line presentation of $G$ with $\chi_{\mathrm{FF}}(G<)=t$. Then $(G, f)$ is a wall of height $t$, where $f$ is the coloring produced by First-Fit when applied to $G<$. Alternatively, suppose that $W$ is a wall in $G$ with $h(W)=t$. Then $\chi_{\mathrm{FF}}(G<) \geq t$ if $G<$ is any on-line presentation in which the vertices of the lowest level of $W$ precede the vertices of the second-lowest level, which precede those of the third level, and so on through $W$, and all vertices of $W$ precede all vertices of $G-W$.

Let $W$ be a wall in $G$, which supports a vertex $x$. Define a coloring $p=p_{W, x}$ on
the two element subsets of $C(W)$ by $p(\alpha>\beta)=c$, where

$$
\begin{aligned}
& c=1 \text { iff (a) } \exists y \in\left([\alpha]_{W} \cap N(x)\right) \forall z \in\left([\beta]_{W} \cap N(x)\right)(y \nsim z) \text { and } \\
& \text { (b) } \exists y^{\prime} \in\left([\alpha]_{W}-N(x)\right) \forall z^{\prime} \in\left([\beta]_{W}-N(x)\right)\left(y^{\prime} \not \not z^{\prime}\right) ; \\
& c=2 \text { iff not (a); and } \\
& c=3 \text { iff both (a) and not (b). }
\end{aligned}
$$

If (a) holds for $y$, we call $y$ a left witness point for the pair $(\alpha, \beta)$. Note that since $W$ is a wall, in this case $y$ must be adjacent to some vertex $z^{\prime} \in[\beta]_{W}-N(x)$. If (b) holds for $y^{\prime}$ we call $y^{\prime}$ a right witness point for the pair ( $\alpha, \beta$ ). Note that $y^{\prime}$ is adjacent to some vertex $z \in[\beta]_{W} \cap N(x) . W$ is said to have the cross property if for some $x, p_{W, x}(\alpha>\beta)=1$, for every pair of colors $\alpha, \beta \in C(W)$. The following observation is crucial to our arguments. If $p(\alpha>\beta)=2$ for every pair $\alpha, \beta \in C(W)$, then $W \cap N(x)$ is a wall, and if $p(\alpha>\beta)=3$ for every pair $\alpha, \beta \in C(W)$, then $W-N(x)$ is a wall.

The path number $\pi_{G}(W)=\pi(W)$ of a wall $W$ in $G$ is the length of the longest induced path $P=\left(x_{1}, \ldots, x_{n}\right)$ in $G$ such that $x_{1} \in[\alpha]_{W}$, where $\alpha$ is the largest color in $C(W)$, and no vertex of $\left(x_{2}, \ldots, x_{n}\right)$ is adjacent to any vertex of $W-\left\{x_{1}\right\}$.

Lemma 2.6. There exists a function $g(h)$ such that for any graph $G=(V, E)$, if $W$ is a wall in $G$ such that $h(W) \geq g(h)$, then there exists an induced subwall $W^{\prime}$ of $W$ such that $h\left(W^{\prime}\right) \geq h$ and
(i) $W^{\prime}$ is a level induced subwall and has the cross property; or
(ii) $\omega\left(W^{\prime}\right)<\omega(W)$; or
(iii) both $\omega\left(W^{\prime}\right)=\omega(W)$ and $\pi\left(W^{\prime}\right)>\pi(W)$.

Proof. First note that for any induced subwall $W^{\prime}$ of $W, \omega\left(W^{\prime}\right) \leq \omega(W)$. Let $g=g(h)=R_{3}(2 h)+1$. Suppose $W$ is a wall in $G$ with $h(W) \geq g$. Let $P=(x=$ $x_{1}, \ldots, x_{\pi}$ ) be a path that witnesses the value of $\pi(W)$. Let $I$ be the set of the $g-1$ smallest colors of $C(W)$ and $W_{0}=[I]_{W}$. Let $p=p_{W_{0}, x}$ be the coloring of 2-subsets of $I$ defined above. By Ramsey's theorem there exists a homogeneous $2 h$-subset $H \subset I$. Let $p(\alpha>\beta)=c$, for any $\alpha, \beta \in H$ with $\alpha \neq \beta$.

Case 1. $c=1$. Then $H^{\prime}=[H]_{W}$ is a level induced subwall of $W$ with the cross property and $h\left(W^{\prime}\right) \geq h$.

Case 2. $c=2$. Then $W^{\prime}=[H]_{W \cap N(x)}$ is a wall with $h\left(W^{\prime}\right) \geq h$. Since $V\left(W^{\prime}\right) \subset$ $N(x)$ and $x \in V(W), \omega\left(W^{\prime}\right)<\omega(W)$.

Case 3. $c=3$. Then $[H]_{W-N(x)}$ is a wall of height at least $2 h-1$. Let $\alpha>\beta$ be the two largest colors in $H$ and let $y$ be a left witness point for the pair ( $\alpha, \beta$ ). Let $J=\left\{\gamma \in H: y \sim z^{\prime}\right.$, for some $\left.z^{\prime} \in[\gamma]_{W}-N(x)\right\}$. If $|J| \geq h-1$, let $W^{\prime}=$ $\{y\} \cup[J]_{W-N(x)}$. Then $y+P$ witnesses that $\pi\left(W^{\prime}\right)>\pi(W)$. See Fig. 6. Otherwise let $W^{\prime}=[(H-J) \cup\{\beta\}]_{W \cap(V-N(x))}$. Then $z^{\prime}+y+P$, where $y \sim z^{\prime}$ and $z^{\prime} \in$ $[\beta]-N(x)$, witnesses that $\pi\left(W^{\prime}\right)>\pi(W)$. In either case, $h\left(W^{\prime}\right) \geq h$ and $\omega\left(W^{\prime}\right) \leq$ $\omega(W)$. See Fig. 7.

We now use Lemma 2.6 to give an inductive proof of Theorem 2.1.
Proof of Theorem 2.1. Consider a graph $G \in \operatorname{Forb}\left(P_{5}\right)$. First note (1) if $W$ is a wall in $G$ with the cross property, then $h(W)=1$ : Otherwise, let $y$ and $y^{\prime}$ be left and right witness points for the pair $(\alpha, \beta)$, where $\{\alpha, \beta\} \subset C(W)$. Thus by our remark above, there exist $z^{\prime} \in[\beta]_{W}-N(x)$ and $z \in[\beta]_{W} \cap N(x)$ such that $y \sim z^{\prime}$ and $y^{\prime} \sim z$. Since $y$ and $y^{\prime}$ are witness points, $y \nsim z$ and $y^{\prime} \nsim z^{\prime}$. Thus $\left\{z^{\prime}, y, x, z, y^{\prime}\right\}$ induces $P_{5}$, which is a contradiction. See Fig. 8.

Next note (2) if $W$ is a wall in $G$ with $\pi(W) \geq 3$, then $W$ contains an induced subwall $W_{0}$ such that $h\left(W_{0}\right)=h(W)-1$ and $\omega\left(W_{0}\right)<\omega(W)$. Suppose $P=\left(x_{1}, x_{2}, x_{3}\right)$
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is a path that witnesses that $\pi(W) \geq 3$. If $W_{0}=W \cap N(x)$ is an induced wall, we are clearly done; otherwise there exist $\alpha>\beta \in C\left(W_{0}\right)$ and $y_{1} \in[\alpha] W_{0}$ such that $y_{1}$ is not supported in $[\beta]_{W_{0}}$. Thus $y_{1}$ is supported by some $y_{2} \in[\beta]_{W}-N(x)$. But then $x_{1} \sim y_{1}, y_{1} \sim y_{2}, x_{1} \nsim y_{2}$, and $\left\{x_{3}, x_{2}, x_{1}, y_{2}, y_{3}\right\}$ induces $P_{5}$, which is a contradiction.

Let $g$ be the function defined in Lemma 2.6. We claim that the function $f$, defined recursively by $f(1)=1$ and $f(\omega+1)=g \circ g(1+f(\omega))$, is a $\chi_{\mathrm{FF}}$-binding function for $\operatorname{Forb}\left(P_{5}\right)$. We show by induction on $\omega$ that if $G \in \operatorname{Forb}\left(P_{5}\right)$ and $\omega(G) \leq \omega$, then $\chi_{\mathrm{FF}}(G) \leq f(\omega)$. The base step is trivial. For the inductive step, suppose $\omega(G) \leq \omega$ and $\chi_{\mathrm{FF}}(G)>f(\omega)$. By Lemma 2.5, $G$ contains a wall $W$ of height $\chi_{\mathrm{FF}}(G)$. Thus by Lemma $2.6, G$ has a wall $W_{1}$ of height $g(1+f(\omega))$ such that either (i) $W_{1}$ has the cross property, (ii) $\omega\left(W_{1}\right)<\omega$, or (iii) $\pi\left(W_{1}\right)=\omega$ and $\pi\left(W_{1}\right) \geq 2$. But (i) is impossible by (1) above and (ii) is impossible by the induction hypothesis and Lemma 2.5. Thus (iii) holds. Applying Lemma 2.6 to $W_{1}$, and using the same reasoning, we obtain a wall $W_{2}$ such that $h\left(W_{2}\right) \geq 1+f(\omega)$ and $\pi\left(W_{2}\right) \geq 3$. Thus by (2) above, $W_{2}$ contains an induced subwall $W_{3}$ such that $\omega\left(W_{3}\right)<\omega$ and $h\left(W_{3}\right) \geq f(\omega)>f\left(\omega\left(W_{3}\right)\right)$, which, using Lemma 2.5, contradicts the induction hypothesis.

Let $W$ be a wall, which has the cross property with respect to $x$. Then for every $\alpha>\beta$ in $C(W)$, there exists a right witness point $y_{\beta}$ in $[\alpha]_{W} \cap N(x)$ for the pair $(\alpha, \beta)$. However, for different values of $\beta$, the right witness points $y_{\beta}$ may be distinct. We say that $y \in[\alpha]_{W} \cap N(x)$ is a left *-witness point for $\alpha$ if $y$ is a left witness point for every pair $(\alpha, \beta)$, with $\beta \in C(W)$ and $\alpha>\beta$. Similarly, $y^{\prime} \in[\alpha]_{W}-N(x)$ is a right *-witness point for $\alpha$ if $y^{\prime}$ is a right witness point for every pair $(\alpha, \beta)$, with $\beta \in C(W)$ and $\alpha>\beta$. We say that $W$ has ${ }^{*}$-witnesses for $\alpha$ if there exist left and right *-witnesses for $\alpha$. We say that $W$ has the strong cross property if for every color $\alpha \in C(W), W$ has *-witnesses for $\alpha$. In order to establish the existence of a relatively high wall with the strong cross property, we need the following lemma.

Lemma 2.7. There exists a function $j(h)$ such that, if $W$ is a wall in a graph $G, W$ has height $j=j(h)$, and $W$ supports a vertex $x$, then there exists an induced subwall $W^{\prime}$ of $W$ such that $W^{\prime}$ supports $x, h\left(W^{\prime}\right) \geq h$, and $\left({ }^{*}\right)$ for every vertex $y$ in $W^{\prime}$ and for all $\alpha>\beta$ in $C\left(W^{\prime}\right), y$ is a left or right witness for $(\alpha, \beta)$ iff $y$ is a left or right *-witness for $\alpha$.

Proof. Let $j(h)=2^{2^{h}}$. We construct $W^{\prime}$ one level at a time starting at the top. At each new level, we must add points to support all the points from higher levels already added to $W^{\prime}$. In order to ensure that regardless of how we later add points at lower levels, these new points will satisfy (*), we remove certain lower levels from consideration. This idea is formalized as follows.
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Stage 0. Let $I_{0}=C(W), I_{0}^{\prime}=\varnothing$, and $v_{0}=x$.
Stage $s+1$. Suppose we have constructed $V_{s}=\left\{v_{0}, \ldots, v_{n}\right\}, I_{n}$, and $I_{s}^{\prime}$ such that:
(1) $n<2^{s},\left|I_{n}\right| \geq j 2^{-n}$, and $\left|I_{s}^{\prime}\right|=s$;
(2) $\forall \alpha \in I_{n} \forall \beta \in I_{s}^{\prime}(\alpha<\beta)$;
(3) $\left[I^{\prime}\right]_{W \cap V_{s}}$ is a wall which supports $x$ and satisfies (*);
(4) $\forall y \in\left(N(x) \cap V_{s}\right) \forall \alpha, \beta \in I_{s}^{\prime}$,

$$
\left[\exists z \in\left([\alpha]_{W} \cap N(x)\right)(y \sim z)\right] \Leftrightarrow\left[\exists z \in\left([\beta]_{W} \cap N(x)(y \sim z)\right] ;\right.
$$

and
(5) $\forall y \in\left(V_{s}-N(x)\right) \forall \alpha, \beta \in I_{s}^{\prime}$,

$$
\left[\exists z \in\left([\alpha]_{W}-N(x)\right)(y \sim z)\right] \Leftrightarrow\left[\exists z \in\left([\beta]_{W}-N(x)\right)(y-z)\right] .
$$

Let $\alpha$ be the largest color in $I_{n}$. Set $I_{s+1}^{\prime}=I_{s}^{\prime} \cup\{\alpha\}$. For each $v_{i} \in V_{s}$, choose $v_{n+i} \in[\alpha]_{W}$ such that $v_{i} \sim v_{n+i}$. Set $V_{s+1}=\left\{v_{0}, \ldots, v_{2 n}\right\}$. Define $I_{i}$, for $i=n+$ $1, \ldots, 2 n$ by induction on $i$ as follows. Suppose $I_{i}$ has been defined. Let $J=\{\gamma \in$ $I: \exists z \in[\gamma]_{W}\left[v_{n+i+1} \sim z\right.$ and $\left.\left.\left(v_{n+i+1} \sim x \Leftrightarrow z \sim x\right)\right]\right\}$. If $|J| \geq\left|I_{i}\right| / 2$, set $I_{i+1}=J$; otherwise set $I_{i+1}=I_{i}-(J \cup\{\alpha\})$. It is easy to check that conditions (1)-(5) are maintained. This completes the proof.

Lemma 2.7 allows us to strengthen Lemma 2.6 as follows.
Lemma 2.8. There exists a function $g^{*}(h)$ such that for any graph $G=(V, E)$, if $W$ is a wall in $G$ and $h(W) \geq g^{*}(h)$, then there exists an induced subwall $W^{\prime}$ of $W$ with $h\left(W^{\prime}\right) \geq h$ and
(i) $W^{\prime}$ has the strong cross property; or
(ii) $\omega\left(W^{\prime}\right)<\omega(W)$; or
(iii) both $\omega\left(W^{\prime}\right) \leq \omega(W)$ and $\pi\left(W^{\prime}\right)>\pi(W)$.

Proof. Let $g^{*}(h)=j \circ g(h)$. Suppose $h(W) \geq g^{*}(h)$. Then by Lemma 2.7 there exists an induced subwall $W_{1} \subset W$ such that $h\left(W_{1}\right) \geq g(h)$ and $W_{1}$ satisfies (*). By Lemma 2.6, there exists an induced subwall $W^{\prime} \subset W$ with $h\left(W^{\prime}\right) \geq h$, and either $W^{\prime}$ is a level induced subwall of $W_{1}$ and has the cross property, $\omega\left(W^{\prime}\right)<\omega(W)$, or both $\omega\left(W^{\prime}\right) \leq \omega(W)$ and $\pi\left(W^{\prime}\right)>\pi(W)$. In the latter two cases, we are immediately done. In the first case we are also done, since $W_{1}$ satisfies $\left(^{*}\right)$ and $W^{\prime}$ is a level induced subwall of $W_{1}$.

Lemma 2.9. There exists a function $e(h, \omega)$ such that if $W$ is a wall in a graph $G$ with $G \in \operatorname{Forb}\left(P_{5,1}\right), h(W) \geq e(h)$, and $\omega(G) \leq \omega$, then there exists an induced subwall $W^{\prime} \subset W$ such that $h\left(W^{\prime}\right) \geq h$ and $W^{\prime}$ has the strong cross property.

Proof. The proof is essentially the same as the proof of Theorem 2.1, with Lemma 2.6 replaced by Lemma 2.8 and observation (2) replaced by the following remark: ( $2^{\prime}$ ) if $W$ is a wall in a graph $G$ with $\pi(W) \geq 3$, then $W$ contains a subwall $W_{0}$ such that $h\left(W_{0}\right)=h(W)-1$ and $\omega\left(W_{0}\right)<\omega(W)$. Let $P=\left(x_{1}, x_{2}, x_{3}\right)$ be a path that witnesses that $\pi(W) \geq 3$. If $W_{0}=W \cap N(x)$ is a wall, we are clearly done; otherwise, there exist
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$y_{1} \in[\alpha]_{W}$ with $x_{1} \sim y_{1}$ and $y_{2}, y_{3} \in[\beta]_{W}$, such that $y_{1} \sim y_{2}, x_{1} \nsim y_{2}$, and $x_{1} \sim y_{3}$, where $\alpha>\beta$. But then $\left\{x_{3}, x_{2}, x_{1}, y_{1}, y_{2}, y_{3}\right\}$ induces $P_{5,1}$, which is a contradiction. See Fig. 9.

We note that Lemma 2.9 holds with $P_{5,1}$ replaced by $P_{n, 1}$ or $P_{n, k}^{2}$. However, we as yet have no application for such results. We need one more lemma for the proof of Theorem 2.3.

Lemma 2.10. Let $G$ be a graph in $\operatorname{Forb}\left(P_{5,1}\right)$ with $\omega(G) \leq \omega$, let $x$ be a vertex of $G$, and let $W$ be a wall in $G$ such that both $h(W) \geq R(\omega+1, t)$ and $W$ has the strong cross property with respect to $x$. Then $G$ induces $B_{t}$.

Proof. Let $r=R(\omega+1, t)$, and for $1 \leq \alpha \leq r$, let $y_{\alpha}$ and $y_{\alpha}^{\prime}$ denote the left and right *-witnesses for $\alpha$. First observe that for $1 \leq \beta<\alpha \leq r, y_{\alpha}^{\prime}$ is adjacent to $y_{\beta}$. Otherwise, since $y_{\alpha}^{\prime}$ is a right *-witness point, there exists $z \in N(x) \cap[\beta]_{W}$ such that $z \sim y_{\alpha}^{\prime}$. Since $y_{\alpha}$ is a left ${ }^{*}$-witness point, there exists $z^{\prime} \in[\beta]_{W}-N(x)$ such that $y_{\alpha} \sim z^{\prime}$. But then $\left\{z^{\prime}, y_{\alpha}, x, z, y_{\alpha}^{\prime}, y_{\beta}\right\}$ induces $P_{5,1}$, which is a contradiction. In particular, if $\alpha>\beta$, then the left ${ }^{*}$-witness for $\beta$ supports some vertex in $[\alpha]_{W}-N(x)$. See Fig. 10.

We call a vertex $z^{\prime} \in[\gamma]_{W}-N(x)$ special for $\gamma$ if, for all $\alpha \neq \gamma, y_{\alpha} \sim z^{\prime}$. We next show that for every color $\gamma \in C(W)$, there exists a vertex $z_{\gamma}^{\prime}$ that is special for $\gamma$. For each $\alpha \neq \gamma$, let $N_{\alpha}=\left\{z^{\prime} \in[\gamma]_{W}-N(x): y_{\alpha} \sim z^{\prime}\right\}$. We must show that $\cap_{\alpha \neq \gamma} N_{\alpha} \neq \varnothing$. Each $N_{\alpha}$ is nonempty. If $\alpha>\gamma$, then this follows from the definition of $y_{\alpha}$, and if $\alpha<\gamma$, then it follows from the observation above. Thus it suffices to show that for all $\alpha, \beta \in C(W)-\{\gamma\}, N_{\alpha} \subset N_{\beta}$ or $N_{\beta} \subset N_{\alpha}$. Suppose not. Then there exist $z^{\prime}, w^{\prime} \in[\gamma]_{W}-N(x)$ such that $y_{\alpha} \sim z^{\prime} \nsim y_{\beta}$ and $y_{\alpha} \nsim w^{\prime} \sim y_{\beta}$. But then $\left\{z^{\prime}, y_{\alpha}, x, y_{\beta}, w^{\prime}, y_{\gamma}\right\}$ induces $P_{5,1}$, which is a contradiction. See Fig. 11.

Finally, by the choice of $r$, there exists a subset $H \subset C(W)$ such that $|I|=t$ and $\left\{z_{\gamma}^{\prime}: \gamma \in I\right\}$ is independent. Then the set $\left\{y_{\gamma}: \gamma \in I\right\} \cup\left\{z_{\gamma}^{\prime}: \gamma \in I\right\}$ induces $B_{t}$.

Theorem 2.3 now follows easily from Lemmas $2.5,2.9$, and 2.10 .
Proof of Theorem 2.3. Fix $t$. We claim that $f(\omega)=e(R(\omega+1, t), \omega)$ is a $\chi$ binding function for $\operatorname{Forb}\left(P_{5,1}, B_{t}\right)$. Suppose not. Then there exists a graph $G$ in $\operatorname{Forb}\left(P_{5,1}, B_{t}\right)$ such that $\chi_{\mathrm{FF}}(G) \geq f(\omega(G))$. By Lemma 2.5 , there is a wall $W$ in $G$ such that $h(W) \geq f(\omega(G))$. Thus by Lemma 2.9, there exists a wall $W$ in $G$ such that $h(W) \geq R(\omega+1, t)$ and $W$ has the strong cross property. Thus by Lemma 2.10, $G$ induces $B_{t}$, which is a contradiction.

Proof of Theorem 2.4. Since we are not concerned with finding an optimal binding function, we may assume that $k=t$. Let $f$ be defined recursively by $f(1)=1$ and $f(\omega+1)=j \circ R\left(1+f(\omega), 1+R_{16}(\max \{2 t, \omega+1\})\right)$, where $j$ is the function from Lemma 2.7. We shall show by induction on $\omega$ that, if $G \in \operatorname{Forb}\left(D_{t}, B_{t}\right)$ and $\omega(G) \leq \omega$, then $\chi_{\mathrm{FF}}(G) \leq f(\omega(G))$. The base step is trivial, so suppose the result holds for $\omega$ and suppose both $\omega(G)=\omega+1$ and $\chi_{\mathrm{FF}}(G)>f(\omega+1)$. Then, by Lemma 2.5, there
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exists a wall $W$ in $G$ of height $f(\omega+1)$ that supports a vertex $x$. We shall obtain a contradiction in two steps. We first show (1) there exists a set of vertices $X=$ $\left\{x, y, a_{1}, \ldots, a_{s}, b_{1}, \ldots, b_{s}\right\}$ such that $s=R_{16}(\max \{2 t, \omega+1\}), x \sim y,\left\{a_{1}, \ldots, a_{s}\right\} \subset$ $N(x)-N(y),\left\{b_{1}, \ldots, b_{s}\right\} \subset N(y)-N(x)$, and $a_{i} \nsim b_{i}$ for all $i$. We then show (2) there exists a subset of $X$ that induces either $D_{t}$ or $B_{t}$.

By Lemma 2.7 there exists an induced subwall $W_{0} \subset W$ such that $W_{0}$ supports $x, h\left(W_{0}\right) \geq R\left(1+f(\omega), 1+R_{16}(\max \{2 t, k+1\})\right.$, and $\left(^{*}\right)$ holds. Define a coloring $q$ on the two element subsets of $C\left(W_{0}\right)$ by $q(\alpha>\beta)=c$, where
$c=2$ iff $\exists y \in\left([\alpha]_{W_{0}} \cap N(x)\right) \forall z \in\left([\beta] W_{0} \cap N(x)\right)(y \nsim z)$ and
$c=1$ otherwise.
By Ramsey's theorem, there exists a homogeneous subset $H \subset C\left(W_{0}\right)$ such that either $q(\alpha>\beta)=1$ for all $\alpha, \beta \in H$, and $|H|=1+f(\omega)$ or $q(\alpha>\beta)=2$ for all $\alpha, \beta \in H$, and $|H|=1+R_{16}(\max \{2 t, \omega+1\})$. In the first case, $W_{1}=[H]_{W_{0}}$ is a wall such that $\omega\left(W_{1}\right) \leq \omega$ and $h\left(W_{1}\right) \geq 1+f(\omega)$, which by Lemma 2.5 contradicts the induction hypothesis. In the second case, for each $\gamma \in C\left(W_{1}\right)$, there exists a left *-witness $y_{\gamma}$ for $\gamma$. Let $y=y_{\alpha}$, where $\alpha$ is the largest color in $C\left(W_{1}\right)$, and let $a_{i}=y_{\gamma_{i}}$, where $\gamma_{i}$ is the $i$ th smallest color of $C\left(W_{1}\right)$. Finally choose $b_{i} \in\left[\gamma_{i}\right]_{W_{1}}$, so that $y_{\alpha} \sim b_{i}$. It is now easy to check that $X=\left\{x, y, a_{1}, \ldots, a_{s}, b_{1}, \ldots, b_{s}\right\}$ has the desired properties for (1).

Define a coloring $r$ on the two element subsets of $[s]$ by $r(\beta>\gamma)=Y$, where $Y$ is the image of the graph $G_{\beta, \gamma}=G\left[\left\{a_{\beta}, b_{\beta}, a_{\gamma}, b_{\gamma}\right\}\right]$ under the graph isomorphism that maps $a_{\beta}, b_{\beta}, a_{\gamma}, b_{\gamma}$ to $1,2,3,4$, respectively. There are 16 possibilities for such graphs depending on which of four possible edges are present. Thus, by Ramsey's theorem, there exists a homogeneous subset $H^{\prime}$ such that $\left|H^{\prime}\right| \geq \max \{2 t, \omega+1\}$ and $r(\beta>\gamma)=Y$, for all $\beta, \gamma \in H^{\prime}$. Let $A=\left\{a_{i}: i \in H^{\prime}\right\}$ and $B=\left\{b_{i}: i \in H^{\prime}\right\}$. Since $|H| \geq \omega+1$ and $A \subset N(y), 1 \nsim 3$ in $Y$, i.e., $A$ is an independent set. Similarly $2 \nsim 4$ in $Y$ and $B$ is an independent set. This leaves four possibilities, which are illustrated in Figs. 12-15, for $Y$. If $Y$ has no edges, then $G[X]$ contains an induced $D_{2 t}$; if $Y$ has one edge, then $G[X]$ contains an induced $D_{t}$; and if $Y$ has two edges, then $G[X]$ contains an induced $B_{2 t}$. Each possibility is a contradiction, so we are done.
3. Open problems. The problem of determining whether $\operatorname{Forb}\left(P_{5}\right)$ has a polynomial on-line $\chi$-binding function remains open. In fact, this problem is open even in the off-line case; all that is known is that if $f$ is a $\chi$-binding function for $\operatorname{Forb}\left(P_{5}\right)$, then $f$ satisfies $c(\omega / \log \omega)^{2} \leq f(\omega) \leq 2^{\omega}$. The lower bound follows from an observation of Gyárfás [4]: if $\alpha(G)<3$, then $G \in \operatorname{Forb}\left(P_{5}\right)$ and $\chi(G) \geq \nu(G) / 2$, and thus $(R(\omega, 3)-1) / 2 \leq f(\omega)$. The result then follows from a well-known lower bound on $R(3, \omega)$. The upper bound is only a small improvement on the on-line $\chi$-binding function presented here.

For trees $T$ for which $\operatorname{Forb}(T)$ is not $\chi_{\mathrm{FF}}$-bounded, it may be possible to determine the reason why. We have previously noted that $\operatorname{Forb}\left(T, K_{t, t}\right)$ is $\chi_{\mathrm{FF}}$-bounded for any
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tree. However, this does not tell us why $\operatorname{Forb}(T)$ is not $\chi$-bounded. Our result that $\operatorname{Forb}\left(T, B_{t}\right)$ is $\chi$-bounded for $T=D_{k}$ or $P_{k, 1}$ is more informative, since $\chi_{\mathrm{FF}}\left(B_{t}\right)=t$. It would be interesting to prove similar results for other trees. However, the following two negative examples show that some caution is in order.

Gyárfás and Lehel's proof [7] that Forb $\left(P_{6}\right)$ is not on-line $\chi$-bounded actually shows more. Since the graphs they constructed do not induce $B_{3}$, their arguments show that $\operatorname{Forb}\left(P_{6}, B_{3}\right)$ is not on-line $\chi$-bounded. Thus if $T$ is a tree with radius greater than two, then $\operatorname{Forb}\left(T, B_{t}\right)$ is not on-line $\chi$-bounded. In particular, it is not $\chi_{\mathrm{FF}}$-bounded.

We next present an example which provides a general construction for graphs which force the First-Fit algorithm to use a large number of colors. This example includes $B_{t}$ as a special case.

Example 3.1. Let $t \geq 2$ and let $H=(V, E)$ be a graph such that

1. $V=A_{1} \cup A_{2} \cup \cdots \cup A_{t}$;
2. $A_{j}=\left\{a_{1 j}, a_{2 j}, \ldots, a_{j j}\right\}$ is a set of $j$ independent vertices for $j=1,2, \ldots, t$;
3. $A_{j} \cap A_{j+1}=\varnothing$ for $j=1,2, \ldots, t-1$;
4. $a_{i j} \nsim a_{i j+1}$ whenever $1 \leq i \leq j \leq t-1$; and
5. $a_{i j} \sim a_{k j+1}$ whenever $1 \leq i<k \leq j+1 \leq t$.
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Note that we do not require that $A_{j} \cap A_{j^{\prime}}=\varnothing$ when $\left|j^{\prime}-j\right| \geq 2$. Now let $|V|=n$ and let $v_{1}<v_{2}<\cdots<v_{n}$ be a linear order on $V$ so that $\alpha<\beta$ whenever $v_{\alpha}=a_{i j}, v_{\beta}=v_{k j+1}$, and $1 \leq i<k \leq j+1 \leq t$. Then an easy inductive argument shows that the First-Fit algorithm will color $H$ with $t$ colors when the vertices are presented in this order; in fact, FF will color a vertex $v_{\alpha}=a_{i j}$ with color $i$.

The graph $B_{t}$ (actually $B_{t}$ with a single vertex removed) is obtained if $a_{i j}=a_{i j+2}$ whenever $1 \leq i \leq j \leq t-2$. More generally, suppose there is some $k \geq 2$ so that $a_{i j}=a_{i j+k}$ whenever $1 \leq i \leq j \leq t-k$, and the only adjacencies in $G$ are those required by property 5 above. Then the chromatic number of the graph is three if $k$ is odd and two if $k$ is even.

On the other hand, if the sets $A_{1}, A_{2}, \ldots, A_{t}$ are pairwise disjoint and independent whenever $|j-i| \geq 2$, then we obtain a bipartite graph $H$ which is the complement of a comparability graph (a cocomparability graph). In [9], Kierstead used this example to show that First-Fit can be forced to use arbitrarily many cliques to cover a comparability graph with independence number two. Of course this implies that First-Fit can be forced to use arbitrarily many chains to cover a width-two ordered set.

Since covering a comparability graph with cliques is equivalent to coloring a cocomparability graph, and cocomparability graphs induce neither $L S_{3}$ nor $B_{3}$, it follows that $\operatorname{Forb}\left(L S_{3}, B_{3}\right)$ is not $\chi_{\mathrm{FF}}$-bounded.

Motivated by the results presented previously and the examples discussed above, we suggest the following problems.

Problem 1. Given a tree $T$, do there exist a function $g(\omega, \chi)$ and an integer $r$ such that if $G \in \operatorname{Forb}(T)$ and $\chi_{\mathrm{FF}}(G)>g(\omega(G), \chi)$, then there exists an induced subgraph $H$ of $G$ with $\chi(H) \leq r$ and $\chi_{\mathrm{FF}}(H) \geq \chi$ ?

Problem 2. Given a tree $T$, does there exist a function $h(\omega, \chi)$ such that if $G \in$ $\operatorname{Forb}(T)$ and $\chi_{\mathrm{FF}}(G)>g(\omega(G), \chi)$, then $G$ contains an induced subgraph $H$ of the type constructed in Example 3.1 with $\chi_{\mathrm{FF}}(H) \geq \chi$ ?

Problem 3. Is $\operatorname{Forb}\left(L_{k}, B_{t}\right) \chi_{\mathrm{FF}}$-bounded?
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#### Abstract

An $L(2,1)$-labeling of graph $G$ is an integer labeling of $V(G)$ such that adjacent vertices have labels that differ by at least 2 and such that vertices distance 2 apart have labels that differ by at least 1 . The $\lambda$-number of $G, \lambda(G)$, is the minimum range over all $L(2,1)$-labelings. We examine the properties of $\lambda$-labelings of the $n$-cube $Q_{n}$. Griggs and Yeh have determined $\lambda\left(Q_{n}\right)$ for $n \leq 5$ and have established $n+3 \leq \lambda\left(Q_{n}\right) \leq 2 n+1$ for $n \geq 6$. We modify a technique used in coding theory to improve the upper bound. We also examine the $\lambda$-labelings of related graphs, such as the subdivision of the $n$-cube and the Cartesian products of paths.
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1. Introduction. An $L(2,1)$-labeling of a graph $G$ is an integer assignment $f$ to the vertices of $G$ such that
(i) $|f(v)-f(w)| \geq 2$ if $v$ and $w$ are adjacent, and
(ii) $|f(v)-f(w)| \geq 1$ if the shortest path from $v$ to $w$ is of length 2.

The problem of finding an $L(2,1)$-labeling of $G$, which is a variation of the wellknown channel assignment problem (see [3], [5], [6]), was first introduced in 1988 by Roberts in private communication with Griggs.

Let $\mathcal{L}(G)$ be the collection of all $L(2,1)$-labelings of $G$. For any $f \in \mathcal{L}(G)$, we define the span of $f, s(f)$ to be the absolute difference between a maximum and minimum vertex assignment of $f$. We define the $\lambda$-number of $G, \lambda(G)$ to be $\min _{f \in \mathcal{L}(G)} s(f)$. If $s(f)=\lambda(G)$, then we say that $f$ is a $\lambda$-labeling of $G$. With no loss of generality, we will assume that the smallest label of a labeling is 0 .

Griggs and Yeh [2] have investigated the relationship between $\lambda(G)$ and other graph invariants, such as chromatic number $\chi(G)$ and maximum vertex degree $\Delta(G)$. Sakai [7] has obtained bounds on the $\lambda$-number of unit interval graphs and chordal graphs in general. Georges, Mauro, and Whittlesey [1] have established a relationship between $\lambda(G)$ and the path-covering number of $G^{c}$.

In this paper, we focus our attention on $L(2,1)$-labelings of the $n$-cube $Q_{n}$ and related graphs. Griggs and Yeh [2] have shown $\lambda\left(Q_{n}\right) \leq 2 n+1$, and Jonas [2] has shown that $n+3 \leq \lambda\left(Q_{n}\right)$. By constructive methods, we find the $\lambda$-number of the product of sufficiently long paths and reproduce the upper bound of $2 n+1$ in a more general setting. Next, we apply a coding theory approach to the algebraic structure of $Q_{n}$ in order to improve the upper bound of $2 n+1$. This bound ranges from $\left\lfloor n+1+\log _{2} n\right\rfloor$ to $2 n$, depending on the value of $n$. Finally, we investigate the $\lambda$-number of the subdivision of $G$ (denoted $G^{S}$ ) and obtain $\lambda\left(Q_{n}^{S}\right)$.
2. The products of paths and $Q_{n}$. We will begin our discussion by investigating the $\lambda$-number of the product $P=\prod_{i=1}^{n} P^{i}$ of nontrivial paths $P^{i}$, where $P^{i}$ is a path of $p_{i}$ vertices. For certain values of $p_{i}$, we obtain the exact value of $\lambda(P)$. Since $Q_{n}$ (the product of $n$ copies of $P_{2}$ ) is a subgraph of $P$, we obtain an upper bound for $\lambda\left(Q_{n}\right)$.

[^45]It is convenient to represent a vertex $v$ of $P$ by the $n$-tuple ( $v_{1}, v_{2}, v_{3}, \ldots, v_{n}$ ) of integers, where $1 \leq v_{i} \leq p_{i}$. It follows that a shortest path between the vertices $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $w=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ has length $\sum_{i=1}^{n}\left|u_{i}-w_{i}\right|$. Vertices $u$ and $w$ are therefore adjacent if and only if, for some $j$,

$$
\left|w_{j}-u_{j}\right|=1 \quad \text { and } \quad\left|w_{i}-u_{i}\right|=0, \quad i \neq j
$$

Similarly, vertices $u$ and $w$ are distance two apart if and only if one of the following two cases holds:
(1) there exists $j, 1 \leq j \leq n$, such that

$$
\left|w_{j}-u_{j}\right|=2 \quad \text { and } \quad\left|w_{i}-u_{i}\right|=0, \quad i \neq j
$$

(2) there exist $j, k, 1 \leq j<k \leq n$, such that

$$
\left|w_{j}-u_{j}\right|=\left|w_{k}-u_{k}\right|=1 \quad \text { and } \quad\left|w_{i}-u_{i}\right|=0, \quad i \neq j, k
$$

Lemma 2.1 [2]. Let $G$ be a graph with maximum degree $\Delta \geq 2$. Then the following statements hold.
(i) $\lambda(G) \geq \Delta+1$.
(ii) If $\lambda(G)=\Delta+1$, then each vertex of degree $\Delta$ is assigned 0 or $\Delta+1$ under all $\lambda$-labelings.
(iii) If $G$ has three vertices of degree $\Delta$ such that one such vertex is adjacent to the other two, then $\lambda(G) \geq \Delta+2$.

Lemma 2.2. Let $p_{i} \geq 3$ for $1 \leq i \leq n$. If there exists integer $j$ such that $p_{j} \geq 5$, or if there exist distinct integers $j$ and $k$ such that $p_{j}=p_{k}=4$, then $\lambda(P) \geq 2 n+2$.

Proof. Let $x$ be the vertex in $P$ each of whose coordinates is 2 . If $p_{j} \geq 5$, then let $y$ be the vertex adjacent to $x$ whose $j$ th coordinate is 3 , and let $z$ be the vertex adjacent to $y$ whose $j$ th coordinate is 4 . Since each of these vertices has degree $\Delta=2 n$, Lemma 2.1 implies $\lambda(P) \geq 2 n+2$. If $p_{j}=p_{k}=4$, then let $y$ and $z$ be the vertices adjacent to $x$ whose $j$ th and $k$ th coordinates are 3, respectively. Since each of these vertices has degree $2 n$, the result again follows from Lemma 2.1.

Lemma 2.3. Let $p_{n}=2$ and $p_{i} \geq 3,1 \leq i \leq n-1$. In addition, let $p_{j} \geq 4$ for some $j$. Then $\lambda(P) \geq 2 n+1$.

Proof. Let $x$ be the vertex each of whose coordinates is 2 . Let $y$ and $z$ be the vertices adjacent to $x$ whose $n$th coordinate is 1 and whose $j$ th coordinate is 3 , respectively. Since each of these vertices has degree $\Delta=2 n-1$, the result follows from Lemma 2.1.

In the proof of the next lemma, which establishes corresponding upper bounds for the $\lambda$-number of products of paths, we make use of the following fact: If $a, b$, and $m$ are positive integers such that $|a-b|<m$, then

$$
|a \bmod m-b \bmod m|=|a-b| \quad \text { or } \quad m-|a-b| .
$$

Our general method of proof is similar to that used by Griggs and Yeh [2] when they obtained an upper bound of $2 n+1$ for $\lambda\left(Q_{n}\right)$.

Lemma 2.4. If $p_{i} \geq 2$ for all $i$, then $\lambda(P) \leq 2 n+1+r$, where $r=0$ when $p_{n}=2$ and $r=1$ otherwise.

Proof. Let vertex $\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ be assigned the integer $\llbracket \sum_{i=1}^{n}(i+1) v_{i} \rrbracket \bmod (2 n+$ $2+r)$. Then for some $k, 1 \leq k \leq n$, adjacent vertices have labels whose absolute difference is $k+1$ or $2 n+2+r-(k+1)$, each of which is greater than or equal to 2 .

If $w$ and $u$ are at distance 2 , then the $n$-tuple representations of $w$ and $u$ differ by precisely 1 in two positions or precisely 2 in one position.

If the latter condition holds, then $\sum_{i=1}^{n}(i+1) w_{i}$ and $\sum_{i=1}^{n}(i+1) u_{i}$ differ by $2(k+1)$ for some $k, 1 \leq k \leq n-1+r$. Since $2(k+1)$ is less than the modulus, we have that

$$
\left|\llbracket \sum_{i=1}^{n}(i+1) w_{i} \rrbracket \rrbracket \bmod (2 n+2+r)-\llbracket \sum_{i=1}^{n}(i+1) u_{i} \rrbracket \rrbracket \bmod (2 n+2+r)\right|
$$

equals either $2 k+2$ or $2 n+2+r-(2 k+2)$. Since neither of these terms is 0 , the distance-2 condition is satisfied in this case.

If the former condition holds, then $\sum_{i=1}^{n}(i+1) w_{i}$ and $\sum_{i=1}^{n}(i+1) u_{i}$ differ by $\left|\left(k_{1}+1\right)-\left(k_{2}+1\right)\right|$ or $\left|\left(k_{1}+1\right)+\left(k_{2}+1\right)\right|$ for some distinct $k_{1}, k_{2}$. Since each of these is less than the modulus, we have that

$$
\left|\llbracket \sum_{i=1}^{n}(i+1) w_{i} \rrbracket \rrbracket \bmod (2 n+2+r)-\llbracket \sum_{i=1}^{n}(i+1) u_{i} \rrbracket \rrbracket \bmod (2 n+2+r)\right|
$$

equals $\left|\left(k_{1}+1\right)-\left(k_{2}+1\right)\right|$ or $2 n+2+r-\left|\left(k_{1}+1\right)-\left(k_{2}+1\right)\right|$ or $\left(k_{1}+1\right)+\left(k_{2}+1\right)$ or $2 n+2+r-\left(\left(k_{1}+1\right)+\left(k_{2}+1\right)\right)$. Since none of these four terms is 0 , the distance-2 condition is again satisfied. Hence, vertices at distance 2 have distinct labels.

Combining Lemmas 2.2, 2.3, and 2.4, we obtain the following theorem.

## Theorem 2.5 .

(i) Suppose $p_{i} \geq 3$ for $1 \leq i \leq n$. If there exists an integer $j$ such that $p_{j} \geq 5$, or if there exist distinct integers $j$ and $k$ such that $p_{j}=p_{k}=4$, then $\lambda(P)=2 n+2$.
(ii) Suppose $p_{n}=2$ and $p_{i} \geq 3,1 \leq i \leq n-1$. If there exists an integer $j$ such that $p_{j} \geq 4$, then $\lambda(P)=2 n+1$.
3. A coding theory approach to $\boldsymbol{\lambda}\left(Q_{n}\right)$. In this section, we use coding theory methods (see [4]) to improve the bounds on $\lambda\left(Q_{n}\right)$. With vertices of $Q_{n}$ represented as binary $n$-tuples, we find a linear mapping $M: V\left(Q_{n}\right) \rightarrow V\left(Q_{k}\right)$ and an injection $f: V\left(Q_{k}\right) \rightarrow N$ such that $M \circ f$ is an $L(2,1)$-labeling. The mapping $M$ shall be represented by an $n \times k$ binary matrix (also denoted $M$ ), and the $k$-tuple ( $v$ ) $M$ shall be the matrix product $v * M$ whose calculation is in binary arithmetic. Similarly, the injection $f$ shall be represented by a $k \times 1$ matrix (also denoted $f$ ) such that $(w) f=w f$. Hence, $(v)(M \circ f)=(v * M) f \equiv v * M f$.

In the following discussion, $e_{i}$ shall denote the $i$ th row of the $n \times n$ identity matrix. Thus $\varepsilon_{i} * M$ is the $i$ th row of $M$. Our arithmetic for the most part will be binary, and the operation of binary subtraction (addition) will be denoted by $\theta$.

We now derive some conditions on $M$ necessary for $M \circ f$ to be an $L(2,1)$-labeling.
Lemma 3.1. Adjacent vertices of $Q_{n}$ have different labels under $M \circ f$ if and only if no row of $M$ is the zero vector.

Proof. $(\Leftarrow)$ Suppose adjacent vertices $v$ and $w$ have the same labels under $M \circ f$, and suppose that $v \ominus w=e_{i}$. Then $v * M f=w * M f$, which implies that $v * M=w * M$, by the injectivity of $f$. This in turn implies that $(v \ominus w) * M=e_{i} * M=\overrightarrow{0}$.
$(\Rightarrow)$ Suppose that the $i$ th row of $M$ is $\overrightarrow{0}$. Then $e_{i} * M=\overrightarrow{0} * M=\overrightarrow{0}$, which implies that $e_{i} * M f=\overrightarrow{0} * M f$. Adjacent vertices $\overrightarrow{0}$ and $e_{i}$ thus have identical labels.

Lemma 3.2. Vertices of $Q_{n}$ that are at distance 2 have distinct labels if and only if the rows of $M$ are distinct.

Proof. $(\Rightarrow)$ Suppose that rows $i$ and $j$ in $M$ are identical. Then $e_{i} * M=e_{j} * M$, which implies that $e_{i} * M f=e_{j} * M f$. Hence, $e_{i}$ and $e_{j}$ have the same label. However, $e_{i}$ and $e_{j}$ are at distance 2 .
$(\Leftarrow)$ Suppose that vertices $v$ and $w$ are at distance two and have identical labels. Then $v * M f=w * M f$, which implies that $v * M=w * M$, or $(v \ominus w) * M=\overrightarrow{0}$. However, $v \ominus w$ can be expressed as $e_{i} \ominus e_{j}$ for some $i, j$ due to the distance constraint. Hence, $e_{i} * M \ominus e_{j} * M=\overrightarrow{0}$, which implies $e_{i} * M=e_{j} * M$. Consequently, rows $i$ and $j$ of $M$ are not distinct.

Next, suppose that $f$ is the column vector $\left(a_{1}, a_{2}, \ldots, a_{k}\right)^{T}$ of positive integers. We define

$$
B(f)=\left\{\left(b_{1}, b_{2}, \ldots, b_{k}\right) \mid b_{i}=0,1, \text { or }-1 \text { and }\left|\sum_{i=1}^{k} a_{i} b_{i}\right|=1\right\}
$$

and

$$
B^{\prime}(f)=\left\{\left(b_{1}^{\prime}, b_{2}^{\prime}, \ldots, b_{k}^{\prime}\right) \mid b_{i}^{\prime}=b_{i} \bmod 2 \text { and }\left(b_{1}, b_{2}, \ldots, b_{k}\right) \in B(f)\right\}
$$

We note that $B^{\prime}(f)$ is a set of binary $k$-tuples and hence contains elements of $V\left(Q_{k}\right)$.
Lemma 3.3. Let $M: Q_{n} \rightarrow Q_{k}$. If the rows of matrix $M$ are nonzero and distinct, and if $n \geq 2^{k-1}$, then the mapping $M$ is onto.

Proof. If the rank of $M$ is less than or equal to $k-1$, then there are at most $2^{k-1}-1$ nonzero, distinct rows in $M$. However, $n \geq 2^{k-1}$; hence the rank of $M$ is $k$. Since the dimension of the image of $M$ is the rank of $M$, then $M$ maps $Q_{n}$ onto $Q_{k}$.

Lemma 3.4. Let $M: Q_{n} \rightarrow Q_{k}$. If the rows of matrix $M$ are nonzero and distinct, and if $n \geq 2^{k-1}$, then adjacent vertices have labels that differ by at least 2 under $M \circ f$ if and only if no row of $M$ is an element of $B^{\prime}(f)$.

Proof. We prove that at least one row of $M$ is in $B^{\prime}(f)$ if and only if there exist adjacent vertices whose labels differ by 1 or 0 under $M \circ f$.
$(\Leftarrow)$ Let $v$ and $w$ be adjacent vertices of $Q_{n}$ which differ in the $r$ th coordinate. Denote $v * M$ and $w * M$ by $\left(v_{1}^{m}, v_{2}^{m}, v_{3}^{m}, \ldots, v_{k}^{m}\right)$ and ( $\left.w_{1}^{m}, w_{2}^{m}, w_{3}^{m}, \ldots, w_{k}^{m}\right)$, respectively. We have $|v * M f-w * M f|<2$,
$\Rightarrow|v * M f-w * M f|=1$ (by Lemma 3.1),
$\Rightarrow\left|\left(v_{1}^{m}, v_{2}^{m}, v_{3}^{m}, \ldots, v_{k}^{m}\right) f-\left(w_{1}^{m}, w_{2}^{m}, w_{3}^{m}, \ldots, w_{k}^{m}\right) f\right|=1$,
$\Rightarrow\left|\sum a_{i} v_{i}^{m}-\sum a_{i} w_{i}^{m}\right|=1$,
$\Rightarrow\left|\sum a_{i}\left(v_{i}^{m}-w_{i}^{m}\right)\right|=1$,
$\Rightarrow\left(v_{1}^{m}-w_{1}^{m}, v_{2}^{m}-w_{2}^{m}, \ldots, v_{k}^{m}-w_{k}^{m}\right) \in B(f)$,
$\Rightarrow\left(v_{1}^{m} \ominus w_{1}^{m}, v_{2}^{m} \ominus w_{2}^{m}, \ldots, v_{k}^{m} \ominus w_{k}^{m}\right) \in B^{\prime}(f)$,
$\Rightarrow(v * M \ominus w * M) \in B^{\prime}(f)$,
$\Rightarrow(v \ominus w) * M \in B^{\prime}(f)$,
$\Rightarrow e_{r} * M \in B^{\prime}(f)$.
$(\Rightarrow)$ Suppose there exists a row $b^{\prime}=e_{r} * M$ in $B^{\prime}(f)$. Let $b=\left(b_{1}, b_{2}, \ldots, b_{k}\right)$ be an element of $B(f)$ such that $b_{i}^{\prime}=b_{i} \bmod 2$ and $|b f|=\left|\sum_{i=1}^{k} a_{i} b_{i}\right|=1$. For $1 \leq i \leq k$, let $x_{i}=0$ if $b_{i}=0$ or $-1 ; 1$ otherwise.

Since $M$ is onto, there is a vertex $v$ of $Q_{n}$ such that $v * M=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$. The adjacent vertices $v$ and $v \ominus e_{r}$ then have labels that differ by

$$
\left|v * M f-\left(v \ominus e_{r}\right) * M f\right|=\left|x f-\left(x \ominus b^{\prime}\right) f\right|=\left|\left(x-\left(x \ominus b^{\prime}\right)\right) f\right| .
$$

However, $x_{i}-\left(x_{i} \ominus b_{i}^{\prime}\right)=b_{i}$. Thus $\left|\left(x-\left(x \ominus b^{\prime}\right)\right) f\right|=|b f|=1$, which implies that adjacent vertices $v$ and $v \ominus e_{r}$ have labels that differ by 1 .

We combine Lemmas 3.1, 3.2, and 3.4 to obtain the following theorem.
Theorem 3.5. Suppose $f$ is an injective linear mapping from $V\left(Q_{k}\right)$ into the nonnegative integers such that $\left(x_{1}, x_{2}, \ldots, x_{k}\right) f=\left(x_{1}, x_{2}, \ldots, x_{k}\right)\left(a_{1}, a_{2}, \ldots, a_{k}\right)^{T}=$
$\sum_{i=1}^{k} a_{i} x_{i}$, where $a_{i}$ is a positive integer. Suppose also that $M$ is a linear mapping (represented by an $n \times k$ matrix) from $V\left(Q_{n}\right)$ to the binary $k$-tuples such that $n \geq 2^{k-1}$ and $\left(v_{1}, v_{2}, \ldots, v_{n}\right) M=\left(v_{1}, v_{2}, \ldots, v_{n}\right) * M$. Then $M \circ f: V\left(Q_{n}\right) \rightarrow N$ is an $L(2,1)$ labeling of $Q_{n}$ if and only if the rows of $M$ are nonzero, distinct, and not in $B^{\prime}(f)$.

We next find an injection $f=\left(a_{1}, a_{2}, \ldots, a_{k}\right)^{T}$, from which $B^{\prime}(f)$ and, hence, a suitable $M$ follow. An upper bound on $\lambda\left(Q_{n}\right)$ is then $\sum_{i=1}^{k} a_{i}$. Since the rows of $M$ must be selected from the complement of $B^{\prime}(f)$, it is important to note that the complement must have at least $n$ elements in order for $M$ to be comformable with $\left(v_{1}, v_{2}, \ldots, v_{n}\right)$. This, however, can be guaranteed by characterizing the complement and choosing $k$ sufficiently large.

Lemma 3.6. Let $r_{i}=2^{i-1}, i=1,2,3, \ldots, k$, and let $\varepsilon_{j}$ denote the $j$ th row of the $k \times k$ identity matrix. For fixed $q, 1 \leq q \leq k+1$, let

$$
s_{i}=0 \quad \text { if } i=1,2,3, \ldots, q-1 ; \quad s_{i}=2^{i-q} \quad \text { if } i=q, q+1, q+2, \ldots, k .
$$

Set $f=\left(a_{1}, a_{2}, \ldots, a_{k}\right)$, where $a_{i}=r_{i}+s_{i}$. Then $f$ is injective, and $B^{\prime}(f)=$ $\left\{\sum_{j=1}^{m} \varepsilon_{j} \mid m=1,2,3, \ldots, q-1\right\}$, where this set is understood to be empty if $q=1$.

Proof. To establish the injectivity of $f$, we need only note that $\sum_{i=1}^{k} r_{i} x_{i}$ and $\sum_{i=1}^{k} s_{i} x_{i}$ are, respectively. strictly increasing and increasing functions of the binary integer $\left(x_{k}, x_{k-1}, \ldots, x_{1}\right)$.

To prove that $B^{\prime}(f)=\left\{\sum_{j=1}^{m} \varepsilon_{j} \mid m=1,2, \ldots, q-1\right\}$, let $b^{\prime}=\left(b_{1}^{\prime}, b_{2}^{\prime}, \ldots, b_{k}^{\prime}\right) \in$ $B^{\prime}(f)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{k}\right) \in \bar{B}(f)$, where $b_{i}^{\prime}=b_{i} \bmod 2$. Let $c$ denote $\max \{i \mid 1 \leq$ $i \leq k$ and $\left.b_{i} \neq 0\right\}$. Without loss of generality, we may assume that $b_{c}=1$ since $\left|\sum_{i=1}^{k} 2^{i-1} b_{i}\right|=1$ if and only if $\left|\sum_{i=1}^{k} 2^{i-1}\left(-b_{i}\right)\right|=1$. By repeated application of the triangle inequality, we have

$$
\begin{align*}
2^{c-1}+s_{c} & =r_{c}+s_{c} \\
& =\left|\left(r_{c}+s_{c}\right) b_{c}\right| \\
& =\left|\sum_{i=1}^{c}\left(r_{i}+s_{i}\right) b_{i}+\sum_{i=1}^{c-1}\left(r_{i}+s_{i}\right)\left(-b_{i}\right)\right| \\
& \leq\left|\sum_{i=1}^{c}\left(r_{i}+s_{i}\right) b_{i}\right|+\left|\sum_{i=1}^{c-1}\left(r_{i}+s_{i}\right)\left(-b_{i}\right)\right| \\
& =1+\left|\sum_{i=1}^{c-1}\left(r_{i}+s_{i}\right)\left(-b_{i}\right)\right|  \tag{3.1}\\
& \leq 1+\sum_{i=1}^{c-1}\left(r_{i}+s_{i}\right)\left|\left(-b_{i}\right)\right| \\
& \leq 1+\sum_{i=1}^{c-1}\left(r_{i}+s_{i}\right) \\
& =1+\sum_{i=1}^{c-1} r_{i}+\sum_{i=1}^{c-1} s_{i} \\
& =1+\sum_{i=1}^{c-1} 2^{i-1}+\sum_{i=1}^{c-1} s_{i} \\
& =2^{c-1}+\sum_{i=1}^{c-1} s_{i} .
\end{align*}
$$

If $c \geq q$, then $\sum_{i=1}^{c-1} s_{i}=\sum_{i=q}^{c-1} 2^{i-q}=2^{c-q}-1<2^{c-q}=s_{c}$. By the first and last lines of (3.1), we have the contradiction that $2^{c-1}+s_{c} \leq 2^{c-1}+\sum_{i=1}^{c-1} s_{i}<2^{c-1}+s_{c}$. Hence $c \leq q-1$. However, if $c \leq q-1$, then $\sum_{i=1}^{c-1} s_{i}=s_{c}=0$. Thus all of the inequalities in (3.1) are, in fact, equalities, implying

$$
2^{c-1}=1+\sum_{i=1}^{c-1} 2^{i-1}\left|\left(-b_{i}\right)\right| .
$$

This equality, constrained by the conditions $b_{c}=1$ and $b_{i}=0$ for $i>c$, is solved only by $b_{i}=-1$ for $1 \leq i \leq c-1$. Thus $b=(-1,-1, \ldots,-1,1,0, \ldots, 0)$. This implies that $(1,1, \ldots, 1,1,0, \ldots, 0)=\sum_{j=1}^{c} \varepsilon_{j} \in B^{\prime}(f)$. Since $c$ ranges between 1 and $q-1$, the theorem is proved.

We are now able to improve the bound on the $\lambda$-number of $Q_{n}$. Let $n \geq 2^{k-1}, 1 \leq$ $q \leq k+1$, and $f=\left(r_{1}+s_{1}, r_{2}+s_{2}, \ldots, r_{k}+s_{k}\right)$ as above. Then by Lemma 3.6, $f$ is injective and $B^{\prime}(f)$ contains $q-1 k$-tuples. Thus there are $2^{k}-q$ nonzero $k$-tuples in the complement of $B^{\prime}(f)$ from which we may form rows of $M$ so that, by Theorem 3.5, $M \circ f$ is an $L(2,1)$-labeling. Since $M$ is onto, there exists a vertex $v$ in $Q_{n}$ such that $v * M=(1,1, \ldots, 1)$. Consequently, the span of $M \circ f$ is $\sum_{i=1}^{k}\left(r_{i}+s_{i}\right)=2^{k}+2^{k-q+1}-2$. Furthermore, $2^{k}-q$ must be greater than or equal to $n$ in order that the product $v * M$ be conformable. Thus we have the following theorem.

Theorem 3.7. Let $2^{k-1} \leq n \leq 2^{k}-q$, where $1 \leq q \leq k+1$. Then $\lambda\left(Q_{n}\right) \leq$ $2^{k}+2^{k-q+1}-2$. In particular, $\lambda\left(Q_{2^{k}-q}\right) \leq 2^{k}+2^{k-q+1}-2$.

Examples. Setting $k=4$ and $q=5,4,3,2,1$, we have $\lambda\left(Q_{11}\right) \leq 15, \lambda\left(Q_{12}\right) \leq$ $16, \lambda\left(Q_{13}\right) \leq 18, \lambda\left(Q_{14}\right) \leq 22$, and $\lambda\left(Q_{15}\right) \leq 30$, respectively. Suppose $n=80$. Then, subject to the constraints $2^{k-1} \leq n \leq 2^{k}-q$ and $1 \leq q \leq k+1$, the upper bound on $\lambda\left(Q_{80}\right)$ is minimized at $k=7$ and $q=8$. Hence, $\lambda\left(Q_{80}\right) \leq \lambda\left(Q_{120}\right) \leq 127$.

Corollary 3.7.1. $\lim \inf \lambda\left(Q_{n}\right) / n=1$.
Proof. If $q=k+1$, it follows immediately from Theorem 3.7 that $\lim \inf \lambda\left(Q_{n}\right) /$ $n \leq 1$. Because $\lambda\left(Q_{n}\right) \geq n+3$ for all $n \geq 3$, we conclude that $\liminf \lambda\left(Q_{n}\right) /$ $n=1$.

Theorem 3.8. For all $n, \lambda\left(Q_{n}\right) \leq 2 n$.
Proof. Suppose that $n$ is of the form $2^{k}-q, 1 \leq q \leq k+1$. If $q=k+1$, then, by Theorem 3.7, $\lambda\left(Q_{n}\right)=\lambda\left(Q_{2^{k}-k-1}\right) \leq 2^{k}-1$, which is less than $2 n$ if $k \geq 3(n \geq 4)$. If $q<k+1$, then, by Theorem 3.7, $\lambda\left(Q_{n}\right)=\lambda\left(Q_{2^{k}-q}\right) \leq 2^{k}+2^{k-q+1}-2$, which can be shown to be less than or equal to $2 n$.

If $n$ is not of the form $2^{k}-q, 1 \leq q \leq k+1$, let $r$ be the smallest integer such that $2^{r-1} \leq n \leq 2^{r}-(r+1)$. Then $\lambda\left(Q_{n}\right) \leq \lambda\left(Q_{2^{r}-(r+1)}\right) \leq 2^{r}-1<2^{r} \leq 2 n$.

We note that $\lambda\left(Q_{n}\right)$ is strictly less than $2 n$ for all $n>2$ that are not of the form $2^{k}-1$.

These methods can be extended to $L(a, b)$ labelings.
4. The subdivision of a graph and $Q_{n}^{S}$. In this section, we obtain bounds on the $\lambda$-number of the subdivision of a graph $G$. These bounds are expressed in terms of the maximum vertex degree $\Delta(G)$, the vertex chromatic number $\chi(G)$, and the edge chromatic number $\chi^{\prime}(G)$.

The subdivision of $G$, denoted by $G^{S}$, is the graph obtained by inserting one vertex along each edge of $G$. A vertex of $G^{S}$ that is also a vertex of $G$ is called an old vertex; otherwise, it is called a new vertex. We observe that old vertices are adjacent to new vertices in $G^{S}$ only, and vice versa. If $G$ has $n$ vertices and $m$ edges, then $G^{S}$ has $m+n$ vertices and $2 m$ edges.

Theorem 4.1. For $k \geq 1$, if $G$ is $k$-regular, then $\lambda\left(G^{S}\right) \geq k+2$.
Proof. If $k=1$, then $G^{s}$ is the sum of paths of length 3 , and hence $\lambda\left(G^{s}\right)=3$.
If $k \geq 2$, then $\Delta\left(G^{s}\right)=k$ and, by Lemma 2.1, $\lambda\left(G^{s}\right) \geq k+1$. Suppose $\lambda\left(G^{s}\right)=$ $k+1$. Then each new vertex is adjacent to an old vertex labeled 0 and an old vertex labeled $k+1$, and so each new vertex must have a label in $\{2,3,4, \ldots, k-1\}$. However, for any old vertex $v$, the $k$ new vertices adjacent to $v$ must receive distinct labels, an impossibility. Therefore, $\lambda\left(G^{s}\right) \geq k+2$.

Theorem 4.2. $\lambda\left(G^{S}\right) \leq \chi(G)+\chi^{\prime}(G)$.
Proof. This is a proof by construction. Let $C: V(G) \rightarrow\{0,1,2, \ldots, \chi(G)-1\}$ be a vertex coloring of $V(G)$, and let $C^{\prime}: E(G) \rightarrow\left\{\chi(G)+1, \chi(G)+2, \ldots, \chi(G)+\chi^{\prime}(G)\right\}$ be an edge coloring of $E(G)$. These colorings induce an $L(2,1)$-labeling of $V\left(G^{S}\right)$ as follows: $L(v)=C(v)$ or $C^{\prime}(e)$ if, respectively, $v$ is an old vertex or $v$ is a new vertex inserted along edge $e$ in $G$.

Theorem 4.3. If $G$ is a $k$-regular, bipartite graph, $k \geq 1$, then $\lambda\left(G^{S}\right)=k+2$.
Proof. If $G$ is bipartite, then $\chi(G)=2$ and $\chi^{\prime}(G)=\Delta(G)$. Thus $k+2 \leq \lambda\left(G^{S}\right) \leq$ $2+k$.

Corollary 4.3.1. $\lambda\left(Q_{n}^{S}\right)=n+2$.
We next obtain an upper bound for $\lambda\left(G^{S}\right)$ in terms of $\Delta(G)$. To this end, we recall that Vizing's theorem establishes the edge-chromatic number of a simple graph to be $\Delta$ or $\Delta+1$ and that Brooks's theorem places an upper bound of $\Delta$ on the vertexchromatic number of a connected graph that is neither an odd cycle nor a complete graph.

Theorem 4.4. For any graph $G, \lambda\left(G^{S}\right) \leq 2 \Delta+1$.
Proof. It suffices to show that if $G$ is connected, then $\lambda\left(G^{S}\right) \leq 2 \Delta+1$.
Let $G$ be a connected graph. We consider separately the cases where $G$ is an odd cycle, $G$ is a complete graph, and $G$ is neither an odd cycle nor a complete graph.

Case 1. $G$ is an odd cycle. Griggs and Yeh [2] have shown that the $\lambda$-number of any cycle is 4 . Since $G^{S}$ is an even cycle, $\lambda\left(G^{S}\right)=4<2 \Delta+1$.

Case 2. $G$ is a complete graph. We observe that $\chi(G)=\Delta(G)+1$. If $G$ has an even number of vertices, then $\chi^{\prime}(G)=\Delta(G)$, and, by Theorem 4.2, it follows that $\lambda(G) \leq 2 \Delta(G)+1$. If $G$ has an odd number of vertices, let $G^{S}$ have vertices $v_{i, j}(1 \leq i, j \leq n)$, where $v_{i, i}$ corresponds to the $i$ th vertex in $G$ and $v_{i, j}$ to the vertex for the edge joining the $i$ th and $j$ th vertices in $G, i \neq j$. Define $f\left(v_{i, j}\right)=2(i+j \bmod n)$ for all vertices $v_{i, j} \in V\left(G^{S}\right)$. Note that two vertices $v_{i, i^{\prime}}$ and $v_{j, j^{\prime}}$ are of distance at most 2 in $G^{S}$ if and only if $i=i^{\prime} \neq j=j^{\prime}$ or $\left|\left\{i, i^{\prime}\right\} \cap\left\{j, j^{\prime}\right\}\right|=1$. In any case, $\left|f\left(v_{i, i^{\prime}}\right)-f\left(v_{j, j^{\prime}}\right)\right|=2\left|\left(i+i^{\prime}\right) \bmod n-\left(j+j^{\prime}\right) \bmod n\right| \geq 2$, since $i+i^{\prime} \neq j+j^{\prime}(\bmod n)$.

Case 3. $G$ is neither an odd cycle nor a complete graph. By Brooks's theorem and Vizing's theorem, respectively, $\chi(G) \leq \Delta(G)$ and $\chi^{\prime}(G) \leq \Delta(G)+1$. Consequently, by Theorem 4.2 , it follows that $\lambda(G) \leq 2 \Delta(G)+1$.
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# THE MEDIAN PROCEDURE IN A FORMAL THEORY OF CONSENSUS * 
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#### Abstract

A consensus rule on a finite set $X$ is a function $c$ from the set of $k$-tuples for all $k>0$ into the set of nonempty subsets of $X$. Elements in the image of $c$ represent a consensus, or agreement, of the input. Axioms for consensus rules are presented, and when $X$ is partially ordered, some consequences of these axioms are determined. A generalization of the median consensus rule is given when $X$ is a distributive semilattice and is based on a weighting of the least move metric on the covering graph of $X$. It is characterized under the assumption that every join irreducible of $X$ is an atom.
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1. Introduction. The notion of consensus appears in many different fields such as biology, economics, and sociology when the aggregation of processed data is desired. To encompass such a wide range of applications, Barthélemy and Janowitz [6] propose a broad formal model for consensus based in the theory of ordered sets. Within their model they achieve axiomatic characterizations of several types of consensus rules. We refer the reader to [6] and [7] for extensive examples and motivation for this approach.

One natural way to produce a consensus of a $k$-tuple ( $x_{1}, \ldots, x_{k}$ ) in a finite metric space ( $X, d$ ) is to find all those elements $x$ in $X$ that are "closest" to $\left(x_{1}, \ldots, x_{k}\right)$. That is, find all $x$ such that $\sum_{1 \leq i \leq k} d\left(x, x_{i}\right)$ is minimized. This is referred to as the median procedure and the resulting function is called the median consensus rule. This rule has been well studied (cf., Bandelt and Barthélemy [1], Barthélemy and McMorris [8], Leclerc [10]-[12], Monjardet [14]). The present paper improves two of the main results in [6] dealing with the median procedure, namely Theorems 19 and 28, by removing two out of the five axioms and, at the same time, weakening a third axiom. In doing this, we will give a generalization of the median procedure for nonsymmetric distance functions. An example of this situation is provided by weighting the standard minimum-moves metric on the covering graph of a distributive semilattice $X$. We are able to characterize this generalized median procedure under the assumption that every join irreducible of $X$ is an atom.

Our paper closely follows the terminology and notation of Barthélemy and Janowitz [6] and is organized in five sections, with the first section being this introduction. In order to keep this exposition relatively self-contained, we include some preliminaries in $\S 2$. In $\S 3$, we consider consensus rules on finite partially ordered sets as well as a generalization of the $t$-condorcet axiom from [6]. In $\S 4$, we consider consensus rules on finite semilattices, with $\S 5$ covering finite distributive semilattices. The characterization theorems mentioned above are contained in this last section.
2. Some preliminaries and the axioms. We start with some definitions in the most general setting and assume here that $X$ is just a finite set. A consensus

[^46]rule on $X$ is a map $c: X^{*} \rightarrow \mathbf{P}(X) \backslash\{\varnothing\}$, where $\mathbf{P}(X)$ is the power set of $X$, and $X^{*}=\bigcup_{k>0} X^{k}$ with $X^{k}$ as the $k$-fold product of $X$. An element $x^{*}=\left(x_{1}, \ldots, x_{k}\right)$ of $X^{*}$ is called a profile, and we let $(x)_{k}$ denote the constant profile $(x)_{k}=\left(x_{1}, \ldots, x_{k}\right)$, with $x_{1}=\ldots=x_{k}=x$. Set $V_{k}=\{1, \ldots, k\}$.

Now consider an arbitrary function $d: X \times X \rightarrow[0, \infty)$. For $x^{*} \in X^{*}$, set $D\left(x^{*}, x\right)=\sum_{1 \leq i \leq k} d\left(x_{i}, x\right)$ and $D\left(x, x^{*}\right)=\sum_{1 \leq i \leq k} d\left(x, x_{i}\right)$. Define the consensus rules $m_{L}$ and $m_{R}$ on $X$ as follows:

$$
m_{R}\left(x^{*}\right)=\left\{x \in X: D\left(x^{*}, x\right) \text { is minimum }\right\}
$$

and

$$
m_{L}\left(x^{*}\right)=\left\{x \in X: D\left(x, x^{*}\right) \text { is minimum }\right\} .
$$

We call $m_{L}$ the left median consensus rule and $m_{R}$ the right median consensus rule. In the case where $d$ is a metric, we have $m_{L}=m_{R}$, and we get the ordinary median consensus rule [6], [8]. We can think of $m_{L}\left(x^{*}\right)$ as those $x$ whose "distance" to the profile is as small as possible, whereas $m_{R}\left(x^{*}\right)$ contains those $x$ whose "distance" from the profile is as small as possible. Clearly $m_{L}\left(x^{*}\right)$ need not equal $m_{R}\left(x^{*}\right)$, but there is the obvious left-right duality, so that general results for $m_{L}$ will also hold for $m_{R}$. For this reason, we will focus on the left median rule in $\S 5$.

A consensus rule $c$ on $X$ is consistent [15] if an only if for all profiles $x^{*}$ and $y^{*}$, the condition $c\left(x^{*}\right) \cap c\left(y^{*}\right) \neq \varnothing$ implies that $c\left(x^{*} y^{*}\right)=c\left(x^{*}\right) \cap c\left(y^{*}\right)$, where $x^{*} y^{*}$ denotes the concatenation of the two profiles $x^{*}$ and $y^{*}$. $c$ satisfies unanimity if $c\left((x)_{k}\right)=\{x\}$ for all constant profiles $(x)_{k}$ in $X^{*}$. Clearly, if $d$ satisfies $d(x, y)=0$ if and only if $x=y$ for all $x, y \in X$, then $m_{L}$ and $m_{R}$ satisfy unanimity. The proof of the next result is the same as that given for Lemma 7 in [6].

Lemma 1. The left and right median consensus rules are consistent.
3. Posets. We now start to add some structure to the set $X$ by letting $X$ be a finite partially ordered set (poset), i.e., $X$ is equipped with a reflexive, antisymmetric, transitive relation $\leq$. Recall that the supremum, or join, of a subset $A$ of $X$ is denoted by $\sup (A)$ when it exists. Dually, the infimum, or meet, of $A$ is denoted by $\inf (A)$. The poset $X$ is a lattice if and only if $\sup \{x, y\}$ and $\inf \{x, y\}$ exist for all $x, y$ in $X$. As is standard practice, set $x \wedge y=\inf \{x, y\}$ and $x \vee y=\sup \{x, y\}$ [9], [15].

An element $s$ in $X$ is join irreducible if $s=x \vee y$ implies that either $s=x$ or $s=y$. Dually, an element $m$ is meet irreducible if $m=x \wedge y$ implies that either $m=x$ or $m=y$. We say that two elements $x$ and $y$ in $X$ are join compatible if $x \vee y$ exists and meet compatible if $x \wedge y$ exists.
3.1. Condorcet axioms for posets. A condorcet axiom (named after the Marquis de Condorcet, an 18th century Frenchman who is considered one of the founding fathers of modern voting theory) for hierarchical classifications was first introduced by Barthélemy and McMorris in [8] and then generalized to semilattices by Barthélemy and Janowitz in [6]. We now further extend this axiom to arbitrary posets. To accomplish this, we need the notions of index and dual index.

The index of the element $s \in X$ in the profile $x^{*} \in X^{k}$ is

$$
\gamma\left(s, x^{*}\right)=\left|\left\{i \in V_{k}: s \leq x_{i}\right\}\right| / k,
$$

whereas the dual index of $s$ is

$$
\gamma^{\prime}\left(s, x^{*}\right)=\left|\left\{i \in V_{k}: s \geq x_{i}\right\}\right| / k
$$

Let $S$ be a nonempty subset of $X, t \in[0,1]$ be rational, and $c$ be a consensus rule on $X$.
(1) $c$ is upward $t$-condorcet with respect to ( $S$, sup) if and only if, for each $s \in S$ and $x^{*} \in X^{*}$ such that $\gamma\left(s, x^{*}\right)=t, s$ join compatible with $x \in c\left(x^{*}\right)$ implies that $x \vee s \in c\left(x^{*}\right)$.
(2) $c$ is upward $t$-condorcet with respect to ( $S$, inf) if and only if, for each $s \in S$ and $x^{*} \in X^{*}$ such that $\gamma^{\prime}\left(s, x^{*}\right)=t, x \wedge s \in c\left(x^{*}\right)$ implies that $x \in c\left(x^{*}\right)$.
(3) $c$ is downward $t$-condorcet with respect to ( $S$, sup) if and only if, for each $s \in S$ and $x^{*} \in X^{*}$ such that $\gamma\left(s, x^{*}\right)=t, x \vee s \in c\left(x^{*}\right)$ implies that $x \in c\left(x^{*}\right)$.
(4) $c$ is downward $t$-condorcet with respect to ( $S$, inf) if and only if, for each $s \in S$ and $x^{*} \in X^{*}$ such that $\gamma^{\prime}\left(s, x^{*}\right)=t, s$ meet compatible with $x \in c\left(x^{*}\right)$ implies that $x \wedge s \in c\left(x^{*}\right)$.
(5) To agree with the definition in [6], we say that $c$ is $t$-condorcet if $c$ is both upward and downward $t$-condorcet with respect to ( $S$, sup), where $S$ is the set of all join irreducibles of $X$.
3.2. Consequences of the axioms. Since consistency, unanimity, and condorcet are reasonable conditions on a consensus rule, we now see how these affect the output in the most general poset case.

Theorem 1. Let $t \in(0,1)$ be rational and let $c$ be a consensus rule on $X$ that satisfies unanimity and consistency and is upward $t$-condorcet with respect to ( $S$, sup). For any profile $x^{*} \in X^{*}$ and $s \in S$, if $\gamma\left(s, x^{*}\right)>t$ and $x \in c\left(x^{*}\right)$ is join compatible with $s$, then $s \leq x$.

Proof. Let $x^{*} \in X^{k}$. If $k=1$, then the result follows from the unanimity condition, so assume that $k \geq 2$ and let $t=m / n$. Suppose that there exist $x \in c\left(x^{*}\right)$ and $s \in S$ such that $\gamma\left(s, x^{*}\right)>t, x \vee s$ exists, and $s$ is not less than or equal to $x$.

First assume $\gamma\left(s, x^{*}\right)=1$, so that $s \leq x_{i}$ for all $i=1, \ldots, k$. Let $y^{*}=$ $\left(x^{*}\right)^{m}(x)^{k(n-m)} \in X^{k n}$. It follows from consistency that $x \in c\left(\left(x^{*}\right)^{m}\right)$ and from consistency and unanimity that $c\left((x)^{k(n-m)}\right)=\{x\}$. Hence by consistency $c\left(y^{*}\right)=\{x\}$. Note that $\gamma\left(s, y^{*}\right)=k m / k n=m / n=t$, and so by upward $t$-condorcet $x \vee s \in c\left(y^{*}\right)$, contrary to $c\left(y^{*}\right)=\{x\}$.

Now assume $\gamma\left(s, x^{*}\right)=u / k>m / n$ where $0<u<k$. Let $y^{*}=\left(x^{*}\right)^{m}(x)^{n u-m k} \in$ $X^{n u}$. As before, we can show that $c\left(y^{*}\right)=\{x\}$. Note that $\gamma\left(s, y^{*}\right)=u m / n u=m / n=$ $t$, and so by upward $t$-condorcet, $x \vee s \in c\left(y^{*}\right)$, contrary to $c\left(y^{*}\right)=\{x\}$.

Theorem 2. Let $t \in(0,1)$ be rational and $c$ be a consensus rule on $X$ that satisfies unanimity and consistency and is downward $t$-condorcet with respect to ( $S$, sup). For any profile $x^{*} \in X^{*}$ and $s \in S$, if $x=y \vee s \in c\left(x^{*}\right)$ for some $y \neq x$, then $\gamma\left(s, x^{*}\right) \geq t$.

Proof. Let $x^{*} \in X^{k}$. If $k=1$, then the result follows from the unanimity condition, so assume that $k \geq 2$ and let $t=m / n$. Assume that there exists $x \in c\left(x^{*}\right)$ and $s \in S$ such that $x=y \vee s$, with $y \neq x$ and $\gamma\left(s, x^{*}\right)<t$.

First, suppose $\gamma\left(s, x^{*}\right)=0$ and let $y^{*}=\left(x^{*}\right)^{(n-m)}(x)^{k m} \in X^{k n}$. Then, as in the proof of Theorem 1, $c\left(y^{*}\right)=\{x\}$. Note that $\gamma\left(s, y^{*}\right)=k m / k n=m / n=t$. Since $x=y \vee s$, with $y \neq x$, it follows from downward $t$-condorcet that $y \in c\left(y^{*}\right)$, which contradicts $c\left(y^{*}\right)=\{x\}$.

Now assume $\gamma\left(s, x^{*}\right)=u / k<m / n$, where $0<u<k$. Letting $y^{*}=$ $\left(x^{*}\right)^{(n-m)}(x)^{(k m-n u)} \in X^{(k n-n u)}$, we get, as above, $c\left(y^{*}\right)=\{x\}$. Note that $\gamma\left(s, y^{*}\right)=$ $[(n-m) u+m k-n u] /(n k-n u)=[m(k-u)] / n(k-u)=m / n=t$. Since $x \notin S$, and $x=y \vee s$, with $y \neq x$, it follows from downward $t$-condorcet that $y \in c\left(y^{*}\right)$ contrary to $c\left(y^{*}\right)=\{x\}$.


Fig. 1.
We note that the preceding two theorems, as well as Theorem 3 in $\S 5$, can be proved using weaker hypotheses. For example, the unanimity axiom can be replaced by an axiom that requires a consensus rule $c$ on $X$ to satisfy $c((x))=\{x\}$ for all profiles $(x) \in X^{1}$, while the consistency axiom can be replaced by the following two axioms:
(i) $c\left(\left(x^{*}\right)^{r}\right)=c\left(x^{*}\right)$ for all profiles $x^{*}$ in $X^{*}$ and positive integers $r$. (This is called weak consistency in Barthélemy and Janowitz [6].)
(ii) For all profiles $x^{*}, y^{*}$ where either $x^{*}$ or $y^{*}$ is a constant profile, if $c\left(x^{*}\right) \cap$ $c\left(y^{*}\right) \neq \varnothing$, then $c\left(x^{*} y^{*}\right)=c\left(x^{*}\right) \cap c\left(y^{*}\right)$.

We finish this section by giving an example illustrating some of the above concepts. First, let $X$ be a poset and let $x, y \in X$. Then $y$ covers $x$ if $x \leq y$ and $x \leq z<y$ implies that $x=z$. The covering graph of $X$ is a graph $G$ with vertex set $X$ such that $x y$ is an edge if and only if either $y$ covers $x$ or $x$ covers $y$. The lattice metric $\partial$ on $X$ is the minimum-moves metric on $G$ (see Barthélemy, Leclerc and Monjardet [7]).

Now let $X$ be the poset depicted in Fig. 1. The set of join irreducibles of $X$ is $S=\{a, b, d, e\}$. It is straightforward to verify that the median consensus rule on $X$ (with respect to the lattice metric) satisfies unanimity and consistency and is upward $1 / 2$-condorcet with respect to ( $S$, sup).

In the next section, however, we will show that there are posets (namely, finite join semilattices that are not upper semimodular) where the median consensus rule is not upward $1 / 2$-condorcet. In fact, with enough structure on the poset $X$, we will be able to characterize when the median consensus rule is upward $1 / 2$-condorcet.
4. Semilattices. We now impose additional structure on the poset $X$. Recall that $X$ is a join (meet) semilattice if $x \vee y(x \wedge y)$ exists for all $x, y \in X$. Let $\sup (\varnothing)=$ $\inf (X)$ and $\inf (\varnothing)=\sup (X)$. Note that if $X$ is a join semilattice but not a lattice, then $\inf (\varnothing)$ exists but $\sup (\varnothing)$ does not exist. The reverse situation occurs when $X$ is a meet semilattice but not a lattice. The semilattice $X$ is graded if there exists an integer-valued function $g$ on $X$ such that $y$ covers $x$ implies that $g(y)=g(x)+1$. If $X$ has a least element 0 and $g(0)=0$, then $g$ is called the height function of $X$.
4.1. Join semilattices. Let $X$ be a finite join semilattice and $S$ the set of all join irreducibles of $X$. For any real number $a$, let $[a]^{*}$ denote the least integer strictly greater than $a$. Define $m^{*}$ by $m^{*}\left(x^{*}\right)=\sup \left\{s \in S: k \gamma\left(s, x^{*}\right) \geq[k / 2]^{*}\right\}=\sup \{s \in S$ : $\left.\gamma\left(s, x^{*}\right)>1 / 2\right\}$.

If $X$ is not a lattice, then $\sup (\varnothing)$ does not exist, and thus $m^{*}\left(x^{*}\right)$ does not exist for all those profiles $x^{*}$ such that $\left\{s \in S: k \gamma\left(s, x^{*}\right) \geq[k / 2]^{*}\right\}=\varnothing$. However, if $X$ is a lattice, then $m^{*}$ is a function from $X^{*}$ to $X$. In this case, there is an equivalent expression for $m^{*}$ from Proposition 4.1 of [10]:

$$
m^{*}\left(x^{*}\right)=\sup \left\{\inf _{i \in W} x_{i}: W \text { is a subset of }\{1, \ldots, k\} \text { such that }|W| \geq[k / 2]^{*}\right\}
$$

This consensus rule on $X$ is called the majority consensus rule.

Corollary 1. Let c be a consensus rule on a finite join semilattice $X$ that satisfies unanimity and consistency and is upward $1 / 2$-condorcet with respect to ( $S$, sup). Then, for any profile $x^{*} \in X^{*}$ such that $m^{*}\left(x^{*}\right)$ exists, we have $m^{*}\left(x^{*}\right) \leq y$ for all $y \in c\left(x^{*}\right)$.

Proof. This result follows immediately from Theorem 1.
Recall that $X$ is upper semimodular if, for every $x, y \in X$ such that $x \wedge y$ exists, if $x$ covers $x \wedge y$ and $y$ covers $x \wedge y$, then $x \vee y$ covers $x$ and $x \vee y$ covers $y$. For the next result, we assume that $X$ is a graded join semilattice and that $m$ is the median consensus rule on $X$ with respect to the lattice metric $\partial$.

Corollary 2. The median consensus rule $m$ on a finite join semilattice $X$ is upward $1 / 2$-condorcet with respect to $(S, \sup )$ if and only if $X$ is upper semimodular.

Proof. Suppose $m$ is upward $1 / 2$-condorcet with respect to ( $S$, sup). Then, since $m$ satisfies both consistency and unanimity, it follows from Corollary 1 that, for any profile $x^{*} \in X^{*}$ such that $m^{*}\left(x^{*}\right)$ exists, we have $m^{*}\left(x^{*}\right) \leq y$ for all $y \in m\left(x^{*}\right)$. It follows from Theorem 4.4 in Leclerc [11] that the height function $g$ is an upper valuation, which in turn is equivalent to $X$ being upper semimodular (see statements (6) and (7) in Leclerc [11]).

Now suppose $X$ is upper semimodular. Then, as mentioned above, the height function $g$ is an upper valuation. To show that $m$ is upward $1 / 2$-condorcet with respect to $(S, \sup )$, let $x^{*} \in X^{*}, x \in m\left(x^{*}\right)$, and $s \in S$ be such that $\gamma\left(s, x^{*}\right)=1 / 2$ and $x \vee s>x$. Now apply Proposition 4.1 in [11] to observe that $x \vee s \in m\left(x^{*}\right)$. Hence, $m$ is upward $1 / 2$-condorcet with respect to $(S, \sup )$.

We note that in [11], the domain of a consensus rule is $X^{k}$ and not $X^{*}$. Since these two notions agree when a consensus rule is restricted to profiles of fixed length, there is no problem in applying the results found in [11] to prove Corollary 2.

The problem of characterizing the median consensus rule for finite semimodular lattices was also posed in Leclerc [10]. It follows from Corollary 2 that the median consensus rule on a finite (upper) semimodular lattice satisfies unanimity and consistency and is upward $1 / 2$-condorcet. However, the converse is not true, as can be seen by letting $X$ be a finite lattice and $c: X^{*} \rightarrow \mathbf{P}(X) \backslash\{\varnothing\}$ be the dual unanimity function defined by $c\left(x^{*}\right)=c\left(x_{1}, \ldots, x_{k}\right)=\left\{\sup \left\{x_{1}, \ldots, x_{k}\right\}\right\}$. The complete solution to this problem is still an interesting open problem.
4.2. Meet semilattices. The previous section can be easily dualized. For example, the dual majority consensus rule $\left(m^{*}\right)^{\prime}$ on a finite lattice $X$ is given by

$$
\left(m^{*}\right)^{\prime}\left(x^{*}\right)=\inf \left\{\sup _{i \in W} x_{i}: W \text { is a subset of }\{1, \ldots, k\} \text { such that }|W| \geq[k / 2]^{*}\right\}
$$

If $S^{\prime}$ is the set of all meet-irreducible elements of $X$, then

$$
\left(m^{*}\right)^{\prime}\left(x^{*}\right)=\inf \left\{m \in S^{\prime}: k \gamma^{\prime}\left(m, x^{*}\right) \geq[k / 2]^{*}\right\}
$$

For the case when $X$ is a meet semilattice but not a lattice, so that $\inf (\varnothing)$ does not exist, $\left(m^{*}\right)^{\prime}\left(x^{*}\right)$ need not always exist.

For Corollary 3 , we assume that $X$ is a finite meet semilattice and $S^{\prime}$ is the set of all meet irreducible elements of $X$. For Corollary 4, we also assume that $X$ is graded and that $m$ is the median consensus rule on $X$ with respect to the lattice metric.

Corollary 3. Let c be a consensus rule on $X$ that satisfies unanimity and consistency and is downward $1 / 2$-condorcet with respect to ( $S^{\prime}$, inf). Then, for any profile $x^{*} \in X^{*}$ such that $\left(m^{*}\right)^{\prime}\left(x^{*}\right)$ exists, we have $\left(m^{*}\right)^{\prime}\left(x^{*}\right) \geq y$ for all $y \in c\left(x^{*}\right)$.

Corollary 4. The median consensus rule $m$ is downward $1 / 2$-condorcet with respect to ( $S^{\prime}$, inf) if and only if $X$ is lower semimodular.

A finite lattice $X$ is modular if it is both upper and lower semimodular. For the next result, we assume that $X$ is a finite lattice.

Corollary 5. The median consensus rule $m$ is upward $1 / 2$-condorcet with respect to ( $S, \sup$ ) and is downward $1 / 2$-condorcet with respect to ( $S^{\prime}$, inf) if and only if $X$ is modular.
4.3. Quota numbers and the $\boldsymbol{m}_{\boldsymbol{t}}$ consensus rule. Let $t \in[0,1]$ and suppose that $X$ is a meet semilattice and $S$ is the set of all join irreducibles having the property that for each $x^{*} \in X^{*}, \alpha_{t}\left(x^{*}\right)=\sup \left\{s \in S: \gamma\left(s, x^{*}\right)>t\right\}$ exists. Define the consensus rule $m_{t}$ on $X$ by $m_{t}\left(x^{*}\right)=\left\{\alpha_{t}\left(x^{*}\right)\right\} \cup\left\{\alpha_{t}\left(x^{*}\right) \vee y: y=s_{1} \vee \cdots \vee s_{m}\right.$, with $\gamma\left(s_{i}, x^{*}\right)=t$ and $y$ join compatible with $\left.\alpha_{t}\left(x^{*}\right)\right\}$. We can now contrast Corollary 5 with Proposition 20 in [6], which states that for a lattice $X, m_{1 / 2}$ is consistent if and only if $X$ is distributive.

The quota number $q(X)$ of the semilattice $X$ is the infimum of the real numbers $t \in[0,1]$ such that $\alpha_{t}\left(x^{*}\right)$ exists in $X$ for each $x^{*} \in X^{*}$. It is clear that the quota number always exists and that $\alpha_{t}\left(x^{*}\right)$ exists in $X$ for each $x^{*} \in X^{*}$ if and only if $q(X) \leq t \leq 1$.

In [6], it is shown that for a semilattice $X$, either $q(X)=0$ and $X$ is a lattice or else $q(X) \geq 1 / 2$. For further information on quota numbers, we refer the reader to Bandelt and Meletiou [5] and Bandelt, Janowitz, and Meletiou [4]. The notion of the quota number is crucial to the characterization of $m_{t}$, but first we must add still more structure on the poset $X$.
5. Distributive meet semilattices. A distributive meet semilattice $X$ is a meet semilattice such that every principal ideal is a distributive lattice. Bandelt, Janowitz, and Meletiou [4] show that if $X$ is a distributive meet semilattice, then $q(X)$ is rational. In the following, $S$ is, as usual, the set of all join irreducibles of the finite distributive meet semilattice $X$. Thus, since $X$ is finite, we also have that $q(X)<1$.
5.1. A characterization of the $\boldsymbol{m}_{\boldsymbol{t}}$ consensus rule. We now give an example to show that a characterization of the $m_{t}$ rule in terms of the axioms of unanimity and $t$-condorcet must be restricted to values of $t$ in $(0,1)$.

Example 1. Let $X=\{0, a, b, 1\}$ be the four-element Boolean algebra: $a$ and $b$ are the noncomparable join irreducibles, 0 is the least element, and 1 is the greatest element. Let $c$ be a consensus rule on $X$. We assert that if $c$ satisfies the unanimity condition, then $c$ is neither 0 -condorcet nor 1 -condorcet.

Proof. Assume that $c$ is 0 -condorcet. Since $\gamma(b,(a))=0, a \in c((a))$ if and only if $a \vee b=1 \in c((a))$, so that $c$ does not satisfy unanimity. Now assume $c$ is 1 -condorcet. Since $\gamma(a,(a))=1,0 \in c((a))$ if and only if $0 \vee a=a \in c((a))$, and thus $c$ does not satisfy unanimity.

The next result is an improvement of Theorem 26 in Barthélemy and Janowitz [6]. We note that in their theorem, $t$ is implicitly assumed to be rational and, given Example 1 above, $t$ needs to be in the open interval $(0,1)$.

Theorem 3. Let $X$ be a distributive meet semilattice, $t \in[q(X), 1)$ be rational, with $t \neq 0$, and $c$ be a consensus rule on $X$. Then $c=m_{t}$ if and only if $c$ satisfies unanimity and consistency and is $t$-condorcet.

Proof. If $c=m_{t}$, then $c$ satisfies the three conditions from Lemma 25 and Theorem 26 in Barthélemy and Janowitz [6].

Because of $t$-condorcet and the fact that every element is the join of join irreducibles, we need only to show that for each $s \in S, x^{*} \in X^{*}$, and $x \in c\left(x^{*}\right)$ :
(1) If $\gamma\left(s, x^{*}\right)>t$, then $s \leq x$.
(2) If $\gamma\left(s, x^{*}\right)<t$, then $s \leq x$ is not true.

Condition (1) follows directly from Theorem 1. For condition 2, assume $s \leq x$ and let $x=\sup \left\{t_{i}: t_{i}\right.$ is a join irreducible and $t_{i} \leq t_{j}$ if and only if $\left.i=j\right\}$. If $x=t_{j}=0 \vee t_{j}$, then, since $t_{j} \neq 0$, it follows from Theorem 2 that $\gamma\left(t_{j}, x^{*}\right) \geq t$. Since $s \leq t_{j}$, we have that $\gamma\left(s, x^{*}\right) \geq t$. If $x$ is not join irreducible, then by distributivity $s \leq t_{i}$ for some $i$. Now note that $x=y \vee t_{i}$ for some $y \neq x$, so by Theorem 2 it follows that $\gamma\left(t_{i}, x^{*}\right) \geq t$, and again $\gamma\left(s, x^{*}\right) \geq t$.

A distributive meet semilattice $X$ whose quota number is either 0 or $1 / 2$ is a median semilattice. If $X$ is a median semilattice, then the median consensus rule $m$ on $X$ is equal to $m_{1 / 2}$. We will now apply Theorem 3 to this special case to obtain one of our main results.

Theorem 4. Let c be a consensus rule on the median semilattice $X$. Then $c$ is the median consensus rule with respect to the lattice metric if and only if $c$ is consistent and $1 / 2$-condorcet and satisfies unanimity.

Theorem 4 improves Theorem 19 in [6]. Indeed, we have shown that the axioms of symmetry and stability are not necessary and that axioms of unanimity and consistency can also be weakened (see the end of $\S 3$ ).

One of the interests in median semilattices lies in the fact that many posets arising in applications in classification theory are so structured. For example, the set of all $n$-trees of a finite set (a type of hierarchical classification) forms a median semilattice under set inclusion. (An $n$-tree on $S$ is a subset $T$ of $\mathbf{P}(S)$ such that $\{x\} \in T$ for all $x \in S, \varnothing \notin T, S \in T$, and $A \cap B \in\{\varnothing, A, B\}$ for all $A, B \in T$.) We state the next result as an improvement to the main theorem in Barthélemy and McMorris [8].

Corollary 6. The median procedure for $n$-trees with respect to the symmetric difference metric is the unique consensus rule that satisfies unanimity and consistency and is $1 / 2$-condorcet.

The axioms of unanimity, consistency, and 1/2-condorcet do not characterize the median procedure with respect to the lattice metric for a nonmedian distributive meet semilattice, as Example 2 in the following section will show. The problem in this general setting is that $m$ and $m_{1 / 2}$ are not equal. In fact, $m \neq m_{t}$ for any $t \in[0,1]$. It is possible, however, to view the $m_{t}$ consensus rule as a median procedure in its own right with respect to a weighted lattice metric.
5.2. The $m_{\boldsymbol{t}}$ consensus rule as a left median. Let $X$ be a distributive meet semilattice, so that the lattice metric on the covering graph of $X$ is given by

$$
\partial(x, y)=h(x)+h(y)-2 h(x \wedge y)
$$

where $h$ is the height function. Now suppose $t=m / n \in(0,1)$ and weight the above metric as follows:

$$
\partial_{t}(x, y)=m h(x)+(n-m) h(y)-n h(x \wedge y) .
$$

If $m=1$ and $n=2$, so that $t=1 / 2$, we see that $\partial_{t}=\partial$. If $t \neq 1 / 2$, then $\partial_{t}$ is not symmetric and is thus not a metric.

Recall that an element of $X$ is an atom if it covers the least element 0 . Let $S$ be the set of all join irreducibles.

Lemma 2. Let $X$ be a distributive meet semilattice such that every join irreducible of $X$ is an atom. Let $x^{*}=\left(x_{1}, \ldots, x_{k}\right) \in X^{*}, x \in X$, and $s \in S$ be such that $s$ is not less than or equal to $x$. If $x$ is join compatible with $s$, then $D\left(x \vee s, x^{*}\right)=$ $D\left(x, x^{*}\right)+k\left(m-n \gamma\left(s, x^{*}\right)\right)$, where $D\left(x, x^{*}\right)=\sum_{i=1}^{k} \partial_{t}\left(x, x_{i}\right)$.

Proof. Since $s$ is a join irreducible and is also an atom, it follows from distributivity that $x \vee s$ covers $x$. Thus $h(x \vee s)=h(x)+1$. From distributivity we get that $(x \vee s) \wedge x_{i}=\left(x \wedge x_{i}\right) \vee\left(s \wedge x_{i}\right)$ for $i=1, \ldots, k$. Since $s$ is an atom, either $s \wedge x_{i}=s$ or $s \wedge x_{i}=0$. The first case occurs if and only if $s \leq x_{i}$. If $s \leq x_{i}$, then $h\left((x \vee s) \wedge x_{i}\right)=h\left(x \wedge x_{i}\right)+1$. Otherwise $h\left((x \vee s) \wedge x_{i}\right)=h\left(x \wedge x_{i}\right)$. Therefore,

$$
\begin{aligned}
\partial_{t}\left(x \vee s, x_{i}\right) & =m h(x \vee s)+(n-m) h\left(x_{i}\right)-n h\left((x \vee s) \wedge x_{i}\right) \\
& =\partial_{t}\left(x, x_{i}\right)+(m-n) \quad \text { if } s \leq x_{i}, \text { or } \\
& =\partial_{t}\left(x, x_{i}\right)+m \quad \text { if } s \leq x_{i} \text { fails. }
\end{aligned}
$$

Thus we have $D\left(x \vee s, x^{*}\right)=\sum_{i=1}^{k} \partial_{t}\left(x \vee s, x_{i}\right)=\sum_{i=1}^{k} \partial_{t}\left(x, x_{i}\right)+k\left(m-n \gamma\left(s, x^{*}\right)\right)=$ $D\left(x, x^{*}\right)+k\left(m-n \gamma\left(s, x^{*}\right)\right)$.

Theorem 5. Let $X$ be a distributive meet semilattice such that every join irreducible of $X$ is an atom. If $t \in[q(X), 1)$ is rational and $t \neq 0$, then the consensus rule $m_{t}$ on $X$ is the left median consensus rule with respect to the function $\partial_{t}$.

Proof. Let $m_{L}$ denote the left median consensus rule with respect to $\partial_{t}$. By Lemma $1, m_{L}$ is consistent. Since $\partial_{t}(x, y)=0$ if and only if $x=y$, it follows that $m_{L}$ satisfies unanimity. Finally, using Lemma 2 , it is easy to verify that $m_{L}$ is $t$-condorcet. Hence, by Theorem 3, we get $m_{L}=m_{t}$, and we are done.

We now give an important example to show that the restriction $t \in[q(X), 1)$ is crucial in Theorem 5.

Example 2. Let $Y$ be a finite set with $n$ elements. A weak hierarchy (Bandelt and Dress [2]) on $Y$ is a subset $H$ of $\mathbf{P}(Y)$ such that $A_{1} \cap A_{2} \cap A_{3} \in\left\{A_{1} \cap A_{2}, A_{1} \cap A_{3}\right.$, $\left.A_{2} \cap A_{3}\right\}$ for all $A_{1}, A_{2}, A_{3} \in H$. In addition, we require $\{y\} \in H$ for all $y \in Y, \varnothing \notin H$, and $Y \in H$, so that weak hierarchies are generalizations of $n$-trees. If $H_{1}$ and $H_{2}$ are two weak hierarchies on $Y$, then their intersection is also a weak hierarchy on $Y$. Clearly, if $W$ denotes the set of all weak hierarchies on $Y$, then $W$ is a meet semilattice that is partially ordered under set inclusion. Notice that the join irreducibles of $W$ are those weak hierarchies $H$ that contain one and only one nontrivial cluster $A$, i.e., $1<|A|<|Y|$. Moreover, $W$ is a distributive meet semilattice with $q(W)=2 / 3$ (Bandelt, Janowitz, and Meletiou [4]).

Define a consensus rule $c$ on the distributive meet semilattice $W$ as follows:

$$
c\left(x^{*}\right)=\left\{H \in W: D^{\prime}\left(H, x^{*}\right) \text { is maximum }\right\}
$$

where $D^{\prime}: W \times W^{*} \rightarrow R$ is given by

$$
D^{\prime}\left(H, x^{*}\right)=\sum_{A \in H, 1<|A|<n}|A|\left(2 k \gamma\left(A, x^{*}\right)-k\right) .
$$

Here, $k$ is the length of the profile $x^{*}$ and the nontrivial cluster $A$ is identified with the join irreducible in $W$ that contains $A$.

For this example we let $Y=\left\{y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}, y_{7}, y_{8}\right\}$ and $t=1 / 2$. We will show that $c$ satisfies unanimity and consistency and is $1 / 2$-condorcet but is not the left median consensus rule.

Claim 1. c satisfies unanimity.

Proof. Let $x^{*}=(H, \ldots, H) \in W^{k}$ and note that for each $A \in H$ we have $\gamma\left(A, x^{*}\right)=1$, so that $D^{\prime}\left(H, x^{*}\right)=\sum_{A \in H, 1<|A|<n} k|A|$. Observe that for any $A \in$ $H, D^{\prime}\left(H, x^{*}\right)>D^{\prime}\left(H-\{A\}, x^{*}\right)$. Moreover, if $B \notin H$, then $\gamma\left(B, x^{*}\right)=0$. If $H \cup\{B\} \in$ $W$, then $D^{\prime}\left(H, x^{*}\right)>D^{\prime}\left(H \cup\{B\}, x^{*}\right)$. Therefore, $c\left(x^{*}\right)=\{H\}$.

Claim 2. c is $1 / 2$-condorcet.
Proof. Let $x^{*}=\left(H_{1}, \ldots, H_{k}\right) \in W^{k}$ and suppose $H \cup\{A\} \in W$, where $H \in W$ and $\gamma\left(A, x^{*}\right)=1 / 2$. Now $D^{\prime}\left(H, x^{*}\right)=D^{\prime}\left(H \cup\{A\}, x^{*}\right)$, so that $H \in c\left(x^{*}\right)$ if and only if $H \cup\{A\} \in c\left(x^{*}\right)$.

Claim 3. c is consistent.
Proof. Let $x^{*} \in W^{k_{1}}, y^{*} \in W^{k_{2}}$, and $A$ be a subset of $Y$. Suppose $\gamma\left(A, x^{*}\right)=u_{1} / k_{1}$ and $\gamma\left(A, y^{*}\right)=u_{2} / k_{2}$. Then $\gamma\left(A, x^{*} y^{*}\right)=\left(u_{1}+u_{2}\right) /\left(k_{1}+k_{2}\right)$, and so $|A|\left(2 k_{1} \gamma\left(A, x^{*}\right)-\right.$ $\left.k_{1}\right)+|A|\left(2 k_{2} \gamma\left(A, y^{*}\right)-k_{2}\right)=|A|\left[2\left(k_{1}+k_{2}\right) \gamma\left(A, x^{*} y^{*}\right)-\left(k_{1}+k_{2}\right)\right]$. It follows that $D^{\prime}\left(H, x^{*}\right)+D^{\prime}\left(H, y^{*}\right)=D^{\prime}\left(H, x^{*} y^{*}\right)$ for all $H \in W$.

Now suppose $c\left(x^{*}\right) \cap c\left(y^{*}\right) \neq \varnothing$. If $H \in c\left(x^{*}\right) \cap c\left(y^{*}\right)$, then $D^{\prime}\left(H, x^{*}\right)$ and $D^{\prime}$ $\left(H, y^{*}\right)$ are both maximal. Therefore, $D^{\prime}\left(H, x^{*}\right)+D^{\prime}\left(H, y^{*}\right)$ is maximal and hence $H \in$ $c\left(x^{*} y^{*}\right)$. Conversely, if $H^{\prime} \notin c\left(x^{*}\right) \cap c\left(y^{*}\right)$, then $D^{\prime}\left(H^{\prime}, x^{*}\right)+D^{\prime}\left(H^{\prime}, y^{*}\right)<D^{\prime}\left(H, x^{*}\right)+$ $D^{\prime}\left(H, y^{*}\right)$. Therefore, $H^{\prime} \notin c\left(x^{*} y^{*}\right)$.

Claim 4. $c$ is not the left median consensus rule.
Proof. Since $t=1 / 2$, it follows that $m_{L}=m_{R}=m$, so we need only show that $c \neq m$. Let $x^{*}=\left(H_{1}, H_{2}, H_{3}\right)$, where $H_{1}$ has $\left\{y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}\right\},\left\{y_{1}, y_{7}\right\}$, and $\left\{y_{1}, y_{7}, y_{8}\right\}$ as its nontrivial clusters, where $H_{2}$ has $\left\{y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}\right\},\left\{y_{6}, y_{7}\right\}$, and $\left\{y_{6}, y_{7}, y_{8}\right\}$ as its nontrivial clusters, and where $H_{3}$ has $\left\{y_{1}, y_{7}\right\},\left\{y_{1}, y_{7}, y_{8}\right\}$, $\left\{y_{6}, y_{7}\right\}$, and $\left\{y_{6}, y_{7}, y_{8}\right\}$ as its nontrivial clusters. Then $m\left(x^{*}\right)=\left\{H_{3}\right\}$, while $c\left(x^{*}\right)=$ $\left\{H_{1}, H_{2}\right\}$.
5.3. Conclusions. In this paper, we looked at the axioms of unanimity, consistency, and $t$-condorcet for consensus rules defined on finite partially ordered sets. If the poset has the structure of a median semilattice and $t=1 / 2$, then these axioms characterize the median consensus rule. On a nonmedian, distributive meet semilattice whose quota number is less than or equal to $t$ (so $t>1 / 2$ ), these axioms characterize the $m_{t}$ consensus rule. If, in addition, each join irreducible is an atom, then $m_{t}$ is the left median consensus rule with respect to the function $\partial_{t}$. A natural example of this situation is the rule $m_{2 / 3}$ on the semilattice $W$ [13]. If the quota number is greater than $t$, then these axioms, in general, do not determine a unique consensus rule.

Note added in proof. Henry Martyn Mulder has found an example showing that the $t$-condorcet condition needs to be modified for Theorems 19 and 26 of Barthélemy and Janowitz [6] to be true. However, we can show that everything is valid under the assumption that all join irreducibles are atoms. Thus this condition should be imposed on the hypotheses of our Theorems 3 and 4. All other results stand as stated.
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# SYMMETRIC MATRICES REPRESENTABLE BY WEIGHTED TREES OVER A CANCELLATIVE ABELIAN MONOID * 
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#### Abstract

The classical result that characterizes metrics induced by paths in a labeled tree having positive real edge weights is generalized to allow the edge weights to take values in any cancellative abelian monoid satisfying the additional requirement that $x+x=y+y$ implies $x=y$. This includes the case of arbitrary real-valued edge weights, which applies to distance-hereditary graphs, thus yielding (unique) weighted tree representations for the latter.
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Introduction. Given a tree, suppose that some of its vertices are labeled by sets which form a partition of $\{1, \ldots, n\}$, while its edges are weighted by some positive real numbers. Then let $d_{i j}$ denote the sum of the weights of all the edges on the path connecting the vertices with $i$ and $j$ in their label sets. This results in a symmetric, $n \times n$ matrix $d=\left[d_{i j}\right]$, with zero diagonal, satisfying the 4-point condition,

$$
d_{i j}+d_{k l} \leq \max \left\{d_{i k}+d_{j l}, d_{i l}+d_{j k}\right\}
$$

for all $i, j, k, l$ from $\{1, \ldots, n\}$. The converse, that this condition guarantees tree realizability, is also true (see, for example, Buneman [4]) and constitutes a well-known result used widely in taxonomy; cf. [1], [3] for pertinent references.

Furthermore, the weighted-tree representation for $d$ is necessarily uniqueprovided that no redundant vertices are used, i.e., all vertices of degree less than 3 must be labeled. This mere uniqueness result of the representation also holds when arbitrary nonzero real weights are attached to the edges. This has recently been established by Hendy [6] using a novel technique based on Hadamard matrix transformations that also allows the recovery of the weighted tree, though in exponential time. Observe that a tree weighted with possibly negative reals still satisfies a relaxed 4 -point condition, viz., at least two of the three distance sums are equal (and not necessarily the two larger ones). Our main result below will show that this condition characterizes tree realizability over $\mathbf{R}$. Interestingly, the distance matrix $d$ of a graph $G$ (unweighted, undirected) satisfies this relaxed 4-point condition exactly when $G$ is a distance-hereditary graph, see [2]. Thus, we get a canonical tree representation for such graphs without extra effort.

The proof of the main theorem is inductive and can easily be adapted to construct the unique tree realization for $d$ in polynomial time. Furthermore, our proof clarifies the respective roles played by the inequality and equality aspects of the classical 4-point condition (described above) in generating a tree representation-namely,

[^47]previous proofs have exploited the inequality part in the construction of the tree; in fact, the equality part alone guarantees the existence and uniqueness of a tree representation with real edge weights, whereas the inequality part merely constrains the resulting edge weights to be positive. Also, in the classical situation, our proof can be further simplified, because in that case a certain complication cannot arise.

In order to cover both the classical case of tree metrics as well as the preceding one, we let the edge weights come from any submonoid of an abelian group without elements of order 2 . Specifically, let $\Lambda$ be an abelian monoid satisfying the following two conditions: for $\alpha, \beta, \xi, \zeta \in \Lambda$,

$$
\begin{aligned}
& \alpha+\xi=\alpha+\zeta \text { implies } \xi=\zeta \quad \text { (cancellation) } \\
& \alpha+\alpha=\beta+\beta \text { implies } \alpha=\beta \quad \text { (uniqueness of halves). }
\end{aligned}
$$

For $\alpha+\alpha$ we also write $2 \alpha$, and in case $\alpha+\beta=0$ is solvable, we write $\beta=-\alpha$. Canonical choices for $\Lambda$ are $\Lambda=\mathbf{R}, \Lambda=\mathbf{R}^{+}, \Lambda=\frac{1}{2} \mathbf{Z}$, or $\Lambda=\frac{1}{2} \mathbf{N}$, under addition. The latter two choices are relevant when graphs are studied. One could, of course, also let $\Lambda=\mathbf{Z}_{m}$ (integers modulo $m$ ), where $m \geq 3$ is odd.

For a tree whose vertices are labeled as before and whose edges are weighted from $\Lambda$, the induced matrix $d$ has the property that any four numbers, not necessarily distinct, chosen from $1, \ldots, n$ can be ordered as, say, $i, j, k, l$, so that

$$
d_{i j}+d_{k l}+2 \xi=d_{i k}+d_{j l}=d_{i l}+d_{k j} \quad \text { for some } \xi \in \Lambda .
$$

We call this property the 4 -point condition with respect to the monoid $\Lambda$. In case $\Lambda=\mathbf{R}^{+} \cup\{0\}$ (the nonnegative reals under addition), the 4-point condition with respect to $\Lambda$ is nothing but the classical 4-point condition, which says that two of the three distance sums are equal and at least as large as the third. In case we choose $\Lambda=\mathbf{R}$, the condition simply requires that two of the distance sums are equal.

As in the classical case, we wish to realize a matrix over $\Lambda$ satisfying the 4point condition by a unique edge-weighted, labeled tree. We then require that $\Lambda$ is cancellative and that half-elements are unique, and, in order to guarantee uniqueness, we must also insist that the tree has no unlabeled vertices of degree less than 3 and no zero edge weights.

ThEOREM 1. Let d be a symmetric, zero-diagonal, $n \times n$ matrix with entries in a cancellative abelian monoid $\Lambda$ that has uniqueness of halves. Then $d$ satisfies the 4-point condition with respect to $\Lambda$ if and only if there exists a tree $T$ that has no unlabeled vertices of degree less than 3 and that possesses a unique weighting of its edges by nonzero elements of $\Lambda$ that realizes $d$. In this case, such a tree $T$ is necessarily unique.

Notice that both the cancellation and uniqueness of halves properties are essential hypotheses in Theorem 1. For instance, suppose that $\alpha+\xi=\alpha+\zeta$ holds in $\Lambda$ for some $\xi \neq \zeta$. Then the two trees with three edges weighted $\alpha, \alpha, \xi$ and $\alpha, \alpha, \zeta$, respectively, yield the same matrix (of size 3). Similarly if $2 \alpha=2 \beta$ but $\alpha \neq \beta$, then those two trees, now having edge weights $\alpha, \alpha, \beta$ and $\beta, \beta, \alpha$, respectively, give a common matrix. Even if we are willing to allow nonuniqueness of tree representations, the cancellation property alone is not sufficient to guarantee the existence of a tree representation for a matrix $d$ satisfying the 4 -point condition. The following proposition characterizes the extra condition required to guarantee the existence of tree realizations. For the sake of simplicity, we confine ourselves to abelian groups.

Proposition 1. Let $\Lambda$ be an abelian group.
(1) $\Lambda$ is Boolean (i.e., every nonzero element has order 2) if and only if every symmetric, zero-diagonal matrix d over $\Lambda$ that satisfies the 4 -point condition with respect to $\Lambda$ can be realized on every tree for which $d_{i j}=0$ whenever $i, j$ are in the same label set.
(2) $\Lambda$ has no elements of order 4 if and only if every such matrix d has a realization on at least one tree, with its edges weighted by elements of $\Lambda$.

Note that in any tree realizations we consider (such as in the proofs), there is no loss of generality in assuming that all label sets are singletons, since we can restrict the domain of $d$ to ensure this, and extend the resulting tree realization to one for $d$. Furthermore, with $\Lambda$ as in Theorem 1, the extension is unique by the 4 -point condition with respect to $\Lambda$.

Proof of Theorem 1. The "if" direction is clear. For the converse direction, we proceed by induction on the size of the matrix $d$, that is, the number of labels $n$. In the tree representations that follow, it is implicit that if an edge weight (described by some condition) is zero, then one collapses this edge, and the (possibly empty) sets of labels on the two ends of the edge are combined. For brevity, we sometimes speak of "vertex $i$ " whenever that vertex is labeled by $i$.

For $n=2$, there is nothing to show; if $d_{12} \neq 0$, one must simply assign the weight $d_{12}$ to an edge whose ends are labeled 1 and 2.

For $n=3$, consider the bush (i.e., a tree with no interior edges) having three leaves, labeled $1,2,3$, each adjacent to a fourth, central vertex. Assign weights $\alpha, \beta, \gamma \in \Lambda$ to the edges of this tree incident with $1,2,3$, respectively. Then

$$
d_{23}+2 \alpha=d_{11}+d_{23}+2 \alpha=d_{12}+d_{13}
$$

by virtue of the 4 -point condition. Since $\Lambda$ is cancellative and half-elements are unique (whenever they exist), this equation has a unique solution for $\alpha$. Similarly, we describe $\beta$ and $\gamma$ uniquely. Then, for instance,

$$
d_{23}+2 \alpha+2 \beta=d_{12}+d_{13}+2 \beta=2 d_{12}+d_{23}
$$

from which we get $2(\alpha+\beta)=2 \alpha+2 \beta=2 d_{12}$ (by cancellation) and hence $\alpha+\beta=d_{12}$, as desired. This settles the case $n=3$.

As for $n=4$, consider the generic binary tree consisting of four leaves, labeled $1, \ldots, 4$, with their incident edges weighted $\alpha_{1}, \ldots, \alpha_{4}$, respectively, together with a fifth edge, weighted $\xi$, which connects the path between 1 and 2 with that between 3 and 4. Thus for this tree, $d_{13}+d_{24}=d_{14}+d_{23}$. We claim that the $\alpha_{i}$ and $\xi$ are uniquely defined. Indeed, applying the 4 -point condition to 3 -subsets, we obtain (cf., the case $n=3$ )

$$
d_{i-1, i+1}+2 \alpha_{i}=d_{i-1, i}+d_{i, i+1}
$$

where indices are taken modulo 4 . This defines $\alpha_{i}$ uniquely. Moreover, the equation

$$
d_{12}+d_{34}+2 \xi=d_{13}+d_{24}
$$

yields a unique $\xi$ for this labeled tree. Now,

$$
d_{13}+d_{24}+2 \alpha_{1}+2 \alpha_{2}=d_{13}+d_{12}+d_{14}+2 \alpha_{2}=2 d_{12}+d_{14}+d_{23}
$$

from which we obtain $\alpha_{1}+\alpha_{2}=d_{12}$. Similarly, we obtain $\alpha_{3}+\alpha_{4}=d_{34}$. In order to recover the distance $d_{14}$, we compute

$$
\begin{aligned}
d_{13}+d_{24}+2 \alpha_{1}+2 \xi+2 \alpha_{4} & =d_{12}+d_{14}+d_{13}+2 \alpha_{4}+2 \xi \\
& =d_{12}+d_{34}+2 \xi+2 d_{14} \\
& =d_{13}+d_{24}+2 d_{14}
\end{aligned}
$$

yielding $\alpha_{1}+\xi+\alpha_{4}=d_{14}$. A similar result holds for $d_{13}, d_{23}, d_{24}$. In case $\xi=0$, we obtain a bush. Notice that, by the cancellation and uniqueness of halves properties, as long as $\xi \neq 0$, no other labeling of the tree is consistent with the given matrix $d$. This proves the case $n=4$.

Henceforth, let $n \geq 5$. Assume that every submatrix of $d$ of size $n-1$ has a unique tree realization of the type claimed. Suppose first that for all distinct $i, j, k, l$, all three distance sums are equal. Then the lengths $\alpha_{i}$ and $\beta_{i}$ of the edges incident with leaf $i$ in the bushes connecting the triples $i, j, k$ and $i, j, l$, respectively, satisfy

$$
d_{j k}+2 \alpha_{i}=d_{i j}+d_{i k} \quad \text { and } \quad d_{i j}+d_{i l}=d_{j l}+2 \beta_{i}
$$

Applying the hypothesized equality of distance sums and the properties of $\Lambda$ to the sum of the preceding equations, we infer $\alpha_{i}=\beta_{i}$. This argument shows that the subbushes for all triples fit together consistently into a bush, and uniqueness of the weighted-tree representation follows as well.

So, assume that there exist two distinct sums; without loss of generality,

$$
d_{14}+d_{23}=d_{12}+d_{34} \quad \text { but } \quad d_{13}+d_{24} \neq d_{12}+d_{34} .
$$

Now consider the unique tree representations $T_{1}, T_{2}$, and $T_{1,2}$ of $d$ restricted to $\{2,3$, $\ldots, n\},\{1,3,4, \ldots, n\}$, and $\{3,4, \ldots, n\}$, respectively. Then $T_{1,2}$ is obtained from either tree $T_{1}$ or $T_{2}$ by deleting the labels 2 and 1 , respectively, and "cleaning up" the resulting label-deleted trees. For example if $i \in\{1,2\}$ labels a vertex $v$ of degree at least three, we simply unlabel $v$. Otherwise, we delete $v$, and if $v$ had degree one, we delete its incident edge, and if the other end of this edge $v^{\prime}$ has degree 2, we delete $v^{\prime}$. In this last case or if $v$ had degree 2 , we then identify the two edges $e_{1}$ and $e_{2}$ incident with $v^{\prime}$, respectively, $v$, to give a new edge $e$. This edge is weighted by the sum of the weights of $e_{1}$ and $e_{2}$, unless this sum is zero, in which case $e$ is contracted. Note that this contraction cannot occur in the classical situation. In order to recover $T_{1}$ or $T_{2}$ from $T_{1,2}$ we mark the edge or vertex of $T_{1,2}$ where the vertex labeled 1 or 2 , respectively, is attached by a branch. A parent tree $T$ for $T_{1}$ and $T_{2}$ is then obtained from $T_{12}$ by reversing both of the processes that transformed $T_{1}$ and $T_{2}$ into $T_{12}$. However, we must show that this process and the corresponding edge weighting are well defined and unique when both marks (points of attachment of the 1-branch and the 2-branch) are either
(i) distinct but located in the interior of one and the same edge of $T_{1,2}$, or
(ii) coincident and located on a vertex.

In case (i), denote the end vertices of this edge by $a$ and $b$. The vertices 3 and 4 belong to different components of $T_{1,2}$ minus the edge connecting $a$ and $b$. Otherwise, say, if $a$ is on paths from 3 and 4 to $i$ in $T_{i}$ for $i=1,2$, then either distance sum $d_{13}+d_{24}$ or $d_{14}+d_{23}$ would equal the sum of the edge weights along the paths from $a$ to 3 and $a$ to 4 in $T_{1,2}, a$ to 2 in $T_{1}$, and $a$ to 1 in $T_{2}$. This, however, conflicts with the hypothesis on the quartet $1,2,3,4$. Thus we may, without loss of generality, assume that either $a$ is 3 or $a$ lies between 3 and 1 . In either case, subdivide the edge between $a$ and $b$ by two vertices $c_{1}$ and $c_{2}$, with $c_{1}$ being between $a$ and $c_{2}$, so that $c_{i}$ becomes the point of attachment of the $i$-branch $(i=1,2)$. We must distinguish the four possible subcases:

$$
(a \neq 3, b \neq 4), \quad(a=3, b \neq 4), \quad(a \neq 3, b=4), \quad \text { and } \quad(a=3, b=4)
$$



Fig. 1. The first two subcases of case (i) in the proof of Theorem 1.
For instance, the first two subcases are depicted in Fig. 1 (a) and (b), respectively. We will consider in detail only these two subcases-the treatment of the other two is similar.

Let $\varepsilon$ be the unique element of $\Lambda$ with

$$
\begin{equation*}
d_{13}+d_{24}+2 \varepsilon=d_{14}+d_{23} \tag{*}
\end{equation*}
$$

Furthermore, there exist vertices labeled by $j$ ( $=3$ in subcase (b), and different from 3 in subcase (a)) and $k \neq 4$ such that the paths from $j$ to 3 and $k$ to 4 hit the edge between $a$ and $b$ only in $a$ and $b$, respectively, and such that the following equalities hold:
(+)

$$
d_{i 4}+d_{3 j}+2 \xi_{i}=d_{i 3}+d_{4 j} \quad(i=1,2)
$$

and
(++)

$$
d_{i 3}+d_{4 k}+2 \zeta_{i}=d_{i 4}+d_{3 k} \quad(i=1,2)
$$

Now, adding up $\left({ }^{*}\right)$ and $(+)$ for $i=1$ yields

$$
d_{24}+d_{3 j}+2\left(\xi_{1}+\varepsilon\right)=d_{23}+d_{4 j}
$$

Compared to equality ( + ) for $i=2$, this implies

$$
\xi_{1}+\varepsilon=\xi_{2}
$$

by the properties of the monoid $\Lambda$. Similarly, (++) for $i=1$ compares to the sum of $(*)$ and $(++)$ for $i=2$, thus yielding

$$
\zeta_{2}+\varepsilon=\zeta_{1}
$$

Therefore,

$$
\xi_{1}+\varepsilon+\zeta_{2}=\xi_{1}+\zeta_{1}=\xi_{2}+\zeta_{2}
$$

is the weight of the edge between $a$ and $b$ (in $T_{1,2}$ ).


FIG. 2. Case (ii) giving rise to compatible splits.


FIG. 3. Case (ii) giving rise to incompatible splits.
In case (ii) a problem may arise (though only in the nonclassical situation). Either expanded edge defines a split (i.e., a partition with two blocks) of $\{1, \ldots, n\}$. If the splits are compatible-that is, one is $\{I, J \cup K\}$ and the other is $\{I \cup J, K\}$-then we can still merge $T_{1}$ and $T_{2}$ uniquely into a single tree by the tree shown in Fig. 2, with the necessary $\pm \xi, \pm \zeta \in \Lambda$. However, the question remains of how to proceed if the splits were not compatible, that is, if for some $i, j, k, l$ in $\{3,4, \ldots, n\}, T_{1}$ and $T_{2}$ contained respectively the subtrees in Fig. 3 (a) and (b).

We claim that this situation cannot arise because it is in conflict with the relation between the distance sums for the quartets $\{1,2, i, j\},\{1,2, k, l\},\{1,2, i, l\}$, and $\{1,2, j, k\}$. The three distance sums for each of these quartets are, respectively,

$$
\begin{array}{lll}
d_{12}+\alpha+\beta, & \alpha+\zeta+\beta+\xi+\varepsilon_{1}+\varepsilon_{2}, & \beta-\zeta+\alpha+\xi+\varepsilon_{1}+\varepsilon_{2} \\
d_{12}+\gamma+\delta, & \gamma+\zeta+\delta-\xi+\varepsilon_{1}+\varepsilon_{2}, & \delta-\zeta+\gamma-\xi+\varepsilon_{1}+\varepsilon_{2} \\
d_{12}+\alpha+\delta, & \alpha+\zeta+\delta-\xi+\varepsilon_{1}+\varepsilon_{2}, & \delta-\zeta+\alpha+\xi+\varepsilon_{1}+\varepsilon_{2} \\
d_{12}+\beta+\gamma, & \beta-\zeta+\gamma-\xi+\varepsilon_{1}+\varepsilon_{2}, & \gamma+\zeta+\beta+\xi+\varepsilon_{1}+\varepsilon_{2}
\end{array}
$$

Equality of the last two sums in row 1 or row 2 would give $2 \zeta=0$-that is, $\zeta=0-$ contrary to the hypothesis. Therefore, using cancellation, we infer that $d_{12}=\eta+\varepsilon_{1}+$ $\varepsilon_{2}$, with

$$
\eta \in\{\xi+\zeta, \xi-\zeta\} \cap\{-\xi+\zeta,-\xi-\zeta\} .
$$

Since $\xi=0$ or $\zeta=0$ is impossible, we obtain either $\xi=\zeta$ or $\xi=-\zeta$, whence $d_{12}=\varepsilon_{1}+\varepsilon_{2}$ in either case, and thus any equality in row 3 gives $\xi=\zeta$. From the fourth row, we deduce, however, that $\zeta=-\xi$. This final contradiction completes the argument.

We conclude that $T_{1}$ and $T_{2}$ can indeed be combined to a unique tree $T$, in which all distances except possibly $d_{12}$ are correctly represented. As for $d_{12}$, recall that $d_{14}+d_{23}=d_{12}+d_{34}$. Since $d_{14}, d_{23}$, and $d_{34}$ have the correct values on $T$, so does $d_{12}$ (by applying cancellation).

This completes the induction step and thus the proof.
Proof of Proposition 1. We may assume, without loss of generality, that the trees in question have all their leaves labeled. First we verify assertion (1). Suppose $\varepsilon$ is an
element of $\Lambda$ such that $2 \varepsilon \neq 0$. Then let $n=4$ and consider the matrix $d$ for which $d_{i j}=0$ if $i+j$ is even and $d_{i j}=\varepsilon$ otherwise. This matrix has no realization on the tree with four leaves, for which the path joining leaves 1 and 2 is disjoint from the path joining leaves 3 and 4 ; cf. the case $n=4$ in the proof of Theorem 1 .

Conversely, assume that $\Lambda$ is Boolean. Consider the bush $S$ with leaves labeled $1, \ldots, n$. Given any fixed $k$, assign weight $d_{i k}$ to the edge incident with leaf $i(i=$ $1, \ldots, n$ ). Since $2 \varepsilon=0$ for all $\varepsilon \in \Lambda$, we infer the equality $d_{i j}=d_{i k}+d_{j k}$ from the 4 -point condition, so $d$ is realized by $S$ with this weighting. Now every tree $T$ that contains vertices labeled $1, \ldots, n$ can be obtained from a subdivision $T_{0}$ of $S$ by successively applying the following "edge swap" operation: given the tree $T_{k}$, so far constructed, realizing $d$, assume that some vertex $x$ of $T_{k}$ is connected to two vertices $y$ and $z$ by edges weighted $\alpha$ and $\beta$, respectively. Then remove the edge between $x$ and $z$ and create a new edge of weight $\alpha+\beta$ connecting $y$ and $z$ instead. The resulting tree $T_{k+1}$ induces $d$ as well. Eventually, we arrive at a subdivision $T_{m}$ of $T$. Finally, contract all edges incident with unlabeled vertices of degree 2, which are not in $T$, and thereby add up the weights; this yields $T$.

As to (2), suppose $\Lambda$ is an abelian group that contains an element $\varepsilon$ of order 4. Define a $5 \times 5$ matrix $d$ with entries in $\Lambda$ by setting $d_{i j}=2 \varepsilon$ precisely if $\{i, j\}=$ $\{2,4\},\{2,3\}$, or $\{1,4\}$ and setting $d_{i j}=0$ otherwise. Then $d$ satisfies the 4 -point condition with respect to $\Lambda$. However, $d$ has no tree representation with an edge weighting from $\Lambda$. This can be seen by restricting $d$ to the sets $\{1,2,3,4\},\{1,3,4,5\}$, and $\{1,2,3,5\}$. Specifically, for $\{1,2,3,4\}$,

$$
d_{13}+d_{24} \neq d_{14}+d_{23}=d_{12}+d_{34},
$$

and so, for any tree representation of $d$ restricted to $\{1,2,3,4\}$, the path joining the vertices labeled 1 and 3 must be disjoint from the path joining the vertices labeled 2 and 4 . Similarly, by considering $\{1,3,4,5\}$ and $\{1,2,3,5\}$, we require that the path joining 3 and 5 is disjoint from the one joining 1 and 4 and that the path joining 1 and 5 is disjoint from the one joining 2 and 3 , respectively. Clearly, however, these three constraints cannot be realized on a single tree, as claimed.

Conversely, suppose $\Lambda$ has no element of order 4 . Let $\Lambda_{0}$ denote the subgroup of $\Lambda$ generated by the entries in $d$, together with one solution for the subsets $\{i, j, k, l\}$ of size at least 3 of the equation required of $d$ by the 4 -point condition for $i, j, k, l$. Since $\Lambda_{0}$ is finitely generated and has no element of order 4 , the structure theorem for finitely generated abelian groups implies that there is an isomorphism $\phi: \Lambda_{0} \rightarrow \Gamma \times \Delta$, where $\Gamma$ has no elements of order 2 and $\Delta$ is a Boolean group. Let $d^{\Gamma}$ and $d^{\Delta}$ denote the projections of $\phi(d)$ onto $\Gamma$ and $\Delta$, respectively. Then $d^{\Gamma}$ satisfies the 4 -point condition according to $\Gamma$, and so, applying the previous theorem, there is a tree $T$ and a weighting of its edges by nonzero elements of $\Gamma$ that realizes $d \Gamma$. We now "expand" $T$ to allow for a tree representation for $d^{\Delta}$. Specifically, for each vertex $v$ of $T$ that is assigned a set $S$ of $s>1$ labels, make $v$ adjacent to $s$ new leaves and assign each such leaf a unique label from $S$, thereby obtaining a tree $T^{\prime}$ having only singleton labels. Extend the previous edge weighting by $\Gamma$ of $T$ to $T^{\prime}$ by assigning weight $0 \in \Gamma$ to the new edges. Since $d^{\Delta}$ satisfies the 4 -point condition with respect to $\Delta$, part (1) shows that there is a weighting of the edges of $T^{\prime}$ by elements of $\Delta$ that realizes $d^{\Delta}$. Now, for each edge $e$ of $T^{\prime}$ let

$$
\lambda(e)=\phi^{-1}(\gamma(e), \delta(e))
$$

where $\gamma(e) \in \Gamma$ and $\delta(e) \in \Delta$ are the weights that were previously assigned to $e$ by considering $d^{\Gamma}$ and $d^{\Delta}$, respectively. Then $\lambda(e) \in \Lambda_{0}$, and the weighting of the edges of $T^{\prime}$ described by $\lambda$ realizes $d$. This completes the proof.


Fig. 4. Configurations excluded by the 4-point condition with respect to $\mathbf{R}$.
Distance-hereditary graphs. Let $G$ be an unweighted, undirected, connected graph with vertices numbered 1 through $n$. The shortest-path metric $d$ of $G$ (which counts the edges in the shortest path connecting pairs of vertices in $G$ ) then takes values among $0,1, \ldots, n-1$. There are several options for the abelian monoid $\Lambda$ with respect to which the 4 -point condition can be considered. If we take $\Lambda=\mathbf{N}$, then $d$ satisfies this condition if and only if $G$ is an unweighted tree. For $\Lambda=\frac{1}{2} \mathbf{N}$ the corresponding 4 -point condition characterizes block graphs (graphs in which every maximal 2-connected subgraph (block) is complete); see Howorka [7]. The case $\Lambda=\frac{1}{2} \mathbf{Z}$ is more interesting, since it leads to a metric description of distance-hereditary graphs; see Bandelt and Mulder [2]. $G$ is said to be distance-hereditary if every induced path (or subgraph) is isometric, that is, constitutes a subspace with respect to the metric $d$. Actually, we may compute distance modulo $2 k+1$ for any $k \geq 1$ and arrive at the same class of graphs.

Proposition 2. A graph is distance-hereditary if and only if its shortest-path metric $d$ satisfies the 4 -point condition with respect to an abelian monoid $\Lambda$, where $\Lambda$ may be chosen as $\Lambda=\frac{1}{2} \mathbf{Z}$ (or $\left.\mathbf{R}\right)$ or $\mathbf{Z}_{m}$ for $m \geq 3$ odd. Furthermore, $G$ is bipartite and distance-hereditary if and only if its metric $d$ satisfies the 4 -point condition with respect to $\Lambda=\mathbf{Z}$.

In view of Theorem 1, we can thus uniquely code a distance-hereditary graph $G$ by a weighted tree over $\frac{1}{2} \mathbf{Z}$, where the vertices of the tree with degree smaller than three are labeled by the vertices of $G$. An immediate consequence of this is the following result (known to several people by now): the isomorphism problem for distance-hereditary graphs is easy. Indeed, two distance-hereditary graphs are isomorphic if and only if their associated weighted trees are isomorphic. For general graphs, by contrast, determining the complexity of the isomorphism question is a difficult and still unsolved problem [5]. Furthermore, the automorphism group of a distance-hereditary graph is isomorphic to that of a tree.

Proof of Proposition 2. According to [2, Thm. 2], $G$ is distance-hereditary if and only if $d$ satisfies the 4 -point condition with respect to $\mathbf{R}$, so we only have to adjust for the expression of the distances modulo $m$. Assume that $G$ is not distance-hereditary. Then there exists an isometric subgraph of the form shown in Fig. 4 possessing a cycle of length $2 k+3$ or $2 k+4(k \geq 1)$ with two (or one) possible chords as indicated by the dotted lines. The four shaded vertices in either cycle yield distance sums $k+1, k+2, k+3$ and $k+1, k+3, k+5$, respectively. In either case these are all different provided $m$ is not 2 or 4 .

Evidently, $G$ is bipartite if and only if each distance sum

$$
d_{i j}+d_{j k}+d_{k i}
$$

is even. This is precisely the case when $d$ satisfies the instances, for which $\#\{i, j, k, l\}=$ 3 , of the 4 -point condition with respect to $\Lambda=\mathbf{Z}$. Thence the result.

## REFERENCES

[1] H.-J. Bandelt Recognition of tree metrics, SIAM J. Discrete Math., 3 (1990), pp. 1-6.
[2] H.-J. Bandelt and H. M. Mulder, Distance-hereditary graphs, J. Combin. Theory Ser. B, 41 (1986), pp. 182-207.
[3] J.-P. Barthélemy and A. Guénoche, Trees and proximity representations, Wiley, New York, 1991.
[4] P. Buneman, A note on the metric property of trees, J. Combin. Theory Ser. B, 17 (1974), pp. 48-50.
[5] M. R. Garey and D. S. Johnson, Computers and intractibility, Bell Telephone Laboratories Ltd., New Jersey, 1979.
[6] M. D. Hendy, The path sets of weighted partially labelled trees, Austral. J. Combin., 6 (1992), pp. 277-284.
[7] E. Howorka, On metric properties of certain clique graphs, J. Combin. Theory Ser. B, 27 (1979), pp. 67-74.

# CORRELATION OF BOOLEAN FUNCTIONS AND PATHOLOGY IN RECURSION TREES * 
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#### Abstract

A Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is called trivial if it depends on only one coordinate. We show that nontrivial Boolean functions of positively correlated random variables are strictly less correlated than the variables themselves. This improves on a correlation inequality of Witsenhausen.

Over the last decade, several people in computer science and computer chess have investigated the problem of quality and reliability in game-tree searching, where the heuristic evaluation function is not free of errors. In random models with independent leaf values and independently occuring errors, a phenomenon of pathology was observed: the deeper the search in the tree, the worse the final estimate of the root value. The main result of this note implies that pathology is not only a feature of game trees, but appears in any sequence of increasing bivalued recursion trees with independent leaf values, independently occuring errors, and nontrivial recursion rules.


Key words. tree search, reliable computing, correlation inequalities, game trees
AMS subject classifications. $68 \mathrm{M} 15,68 \mathrm{~T} 20,60 \mathrm{E} 15,90 \mathrm{D} 35$

1. Introduction. Let $X=\left(X_{1}, \ldots, X_{n}\right)$ and $Y=\left(Y_{1}, \ldots, Y_{n}\right)$ be two sequences of random variables, where each pair ( $X_{i}, Y_{i}$ ) is independent of the others. Witsenhausen [Wit] derived a lower bound for the probability of disagreement among any pair of two-valued functions $f(X)$ and $g(Y)$, depending on the maximum correlation $\max _{1 \leq i \leq n} \operatorname{cor}\left(X_{i}, Y_{i}\right)$ but not on the value of $n$ itself.

Our aim in this note is to prove some strict correlation inequalities for such Boolean functions of random variables. We start with some notation. Let $X_{1}, \ldots, X_{n}$ and $Y_{1}, \ldots, Y_{n}$ be random variables with values in $\{0,1\}$, and assume that for all $i \in\{1, \ldots, n\}$ the following statements hold:
(i) for each $i$, the dependent pair $\left(X_{i}, Y_{i}\right)$ is independent of $\left\{\left(X_{j}, Y_{j}\right) \mid j \neq i\right\}$;
(ii) $\operatorname{Prob}\left\{X_{i}=1\right\}=\operatorname{Prob}\left\{Y_{i}=1\right\}=p_{i}$;
(iii) $X_{i}$ and $Y_{i}$ are nonnegatively correlated, i.e., there is some $\varepsilon_{i}, 0 \leq \varepsilon_{i} \leq 1$, such that

$$
\operatorname{Prob}\left\{X_{i}=0, Y_{i}=1\right\}=\operatorname{Prob}\left\{X_{i}=1, Y_{i}=0\right\}=\varepsilon_{i} p_{i}\left(1-p_{i}\right) .
$$

In information theory such a sequence of pairs of dependent random variables is called a correlated source. See, for instance, $[\mathrm{CK}]$ as a reference.

Let $p=\operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=1\right\}=\operatorname{Prob}\left\{f\left(Y_{1}, \ldots, Y_{n}\right)=1\right\}$ and put $\varepsilon=$ $\min _{1 \leq i \leq n} \varepsilon_{i}$. Call a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ trivial if it depends on only one coordinate. Our main result is as follows.

Theorem 1. Let $X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}$ be as above and $f:\{0,1\}^{n} \rightarrow\{0,1\}$. Then
(i) $\operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=0, f\left(Y_{1}, \ldots, Y_{n}\right)=1\right\} \geq \varepsilon p(1-p)$,
and

[^48](ii) if $f$ is nontrivial, $0<\varepsilon<1$, and $0<p_{i}<1$ for all $i \in\{1, \ldots, n\}$, then strict inequality holds above.
In particular, if all the $\varepsilon_{i}$ are equal then part (ii) of Theorem 1 states that $f(X)$ and $f(Y)$ are strictly less correlated than each pair ( $X_{i}, Y_{i}$ ).

We remark that Theorem 1(i) follows from a result in [Wit]. Indeed, Theorems $1(\mathrm{i})$ and 2 in $\S 2$ and Theorem 7(i) in $\S 4$ follow from Theorems 1 and 2 and Corollary (29) of [Wit]. However, for the application to recursion trees, part (ii) of our Theorem 1 is the crucial point, and this cannot be proved by the geometric technique of [Wit].

Section 2 contains the proof of Theorem 1 and is rather technical. In $\S 3$, we apply Theorem 1 to random game trees and other recursion trees. A probabilistic generalization of Theorem 1 is given in $\S 4$. Section 5 consists of concluding remarks.
2. The proof of Theorem 1. We start by reformulating the problem in terms of set systems in $\{0,1\}^{n}$. Let $A=f^{-1}(0)=\left\{a \in\{0,1\}^{n} \mid f(a)=0\right\}$ and $A^{c}=$ $\{0,1\}^{n}-A=f^{-1}(1)$. We have

$$
\begin{aligned}
& \operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=0, f\left(Y_{1}, \ldots, Y_{n}\right)=1\right\} \\
& =\sum_{a \in A} \sum_{b \in A^{c}} \operatorname{Prob}\left\{\left(X_{1}, \ldots, X_{n}\right)=a,\left(Y_{1}, \ldots, Y_{n}\right)=b\right\} \\
& =\sum_{a \in A} \sum_{b \in A^{c}} \prod_{i=1}^{n} \operatorname{Prob}\left\{X_{i}=a_{i}, Y_{i}=b_{i}\right\},
\end{aligned}
$$

where $a=\left(a_{1}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, \ldots, b_{n}\right)$.
Thus, letting

$$
g_{A}=\sum_{a \in A} \sum_{b \in A^{c}} \prod_{i=1}^{n} e_{i}(a, b)
$$

where

$$
e_{i}(a, b)=\operatorname{Prob}\left\{X_{i}=a_{i}, Y_{i}=b_{i}\right\}= \begin{cases}\varepsilon_{i} p_{i}\left(1-p_{i}\right) & \text { if } a_{i} \neq b_{i}, \\ p_{i}-\varepsilon_{i} p_{i}\left(1-p_{i}\right) & \text { if } a_{i}=b_{i}=1, \\ 1-p_{i}-\varepsilon_{i} p_{i}\left(1-p_{i}\right) & \text { if } a_{i}=b_{i}=0,\end{cases}
$$

part (i) of Theorem 1 claims precisely that

$$
g_{A} \geq \varepsilon p(1-p)
$$

It seems hard to prove this result directly. Instead, we shall generalize this statement to a stronger statement in such a way that this stronger statement can be proved by induction on $n$. We shall consider a function of a pair $A, B$ of set systems, rather than just one set system $A$.

For $A, B \subset\{0,1\}^{n}$, define

$$
g_{A, B}\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)=\sum_{a \in A} \sum_{b \in B^{c}} \prod_{i=1}^{n} e_{i}(a, b) .
$$

Note that, for any set $A \subset\{0,1\}^{n}$, we have

$$
\begin{equation*}
g_{A}=g_{A, A}\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \tag{2.1}
\end{equation*}
$$

For convenience, we write $g_{A, B}$ for $g_{A, B}\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ and $x_{i}$ for $\varepsilon_{i} p_{i}\left(1-p_{i}\right)$. For $a=$ $\left(a_{1}, \ldots, a_{n}\right) \in\{0,1\}^{n}$, define the weight of $a$ to be

$$
w(a)=\prod_{i=1}^{n} q_{i}(a), \quad \text { where } q_{i}(a)= \begin{cases}p_{i} & \text { if } a_{i}=1 \\ 1-p_{i} & \text { if } a_{i}=0\end{cases}
$$

and for $A \subset\{0,1\}^{n}$, set $w_{A}=\sum_{a \in A} w(a)$.
Our more general result is the following theorem.
Theorem 2. Let $A, B \subset\{0,1\}^{n}$. Then

$$
g_{A, B}+g_{B, A} \geq \varepsilon\left[w_{A}\left(1-w_{A}\right)+w_{B}\left(1-w_{B}\right)\right]+\left(w_{A}-w_{B}\right)^{2}, \quad \text { where } \varepsilon=\min _{1 \leq i \leq n} \varepsilon_{i}
$$

The quadratic term $\left(w_{A}-w_{B}\right)^{2}$ will be necessary to control some of the terms arising in the induction step. We remark that there seems to be no simple lower bound on the function $g_{A, B}$ alone, rather than $g_{A, B}+g_{B, A}$.

Proof of Theorem 1(i) from Theorem 2. Use Theorem 2 with $A=B=f^{-1}(0)$. Then $w_{A}=w_{B}=1-p,\left(w_{A}-w_{B}\right)^{2}=0$, and by $(2.1)$ we have $\operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=\right.$ $\left.0, f\left(Y_{1}, \ldots, Y_{n}\right)=1\right\} \geq \varepsilon w_{A}\left(1-w_{A}\right)$.

Proof of Theorem 2. We proceed by induction on $n$. We start with the case $n=0$.
Case $n=0$. The assertion of Theorem 2 is symmetric in $A$ and $B$, and $\left|\{0,1\}^{0}\right|=$ 1. Thus, we have to check three different cases, namely $|A|=|B|=0,|A|=|B|=1$, and $|A| \neq|B|$. In all these cases, the assertion of Theorem 2 holds with equality for all $\varepsilon \in \mathbb{R}$. ( $\prod_{i=1}^{0} e_{i}(a, b)=1$ for all $a \in A, b \in B^{c}$.)

Induction step. Let

$$
\begin{aligned}
& A_{0}=\left\{a=\left(a_{1}, \ldots, a_{n-1}\right) \in\{0,1\}^{n-1} \mid\left(a_{1}, \ldots, a_{n-1}, 0\right) \in A\right\}, \\
& A_{1}=\left\{a=\left(a_{1}, \ldots, a_{n-1}\right) \in\{0,1\}^{n-1} \mid\left(a_{1}, \ldots, a_{n-1}, 1\right) \in A\right\}, \\
& B_{0}=\left\{b=\left(b_{1}, \ldots, b_{n-1}\right) \in\{0,1\}^{n-1} \mid\left(b_{1}, \ldots, b_{n-1}, 0\right) \in B\right\}, \\
& B_{1}=\left\{b=\left(b_{1}, \ldots, b_{n-1}\right) \in\{0,1\}^{n-1} \mid\left(b_{1}, \ldots, b_{n-1}, 1\right) \in B\right\} .
\end{aligned}
$$

Then $A_{0}, A_{1}, B_{0}, B_{1} \subset\{0,1\}^{n-1}$. Note that

$$
\begin{equation*}
w_{A}=\left(1-p_{n}\right) w_{A_{0}}+p_{n} w_{A_{1}}, \quad w_{B}=\left(1-p_{n}\right) w_{B_{0}}+p_{n} w_{B_{1}} \tag{2.2}
\end{equation*}
$$

Moreover,

$$
g_{A, B}=\left(1-p_{n}-x_{n}\right) g_{A_{0}, B_{0}}+\left(p_{n}-x_{n}\right) g_{A_{1}, B_{1}}+x_{n}\left[g_{A_{0}, B_{1}}+g_{A_{1}, B_{0}}\right] .
$$

Thus

$$
\begin{align*}
g_{A, B}+g_{B, A}= & \left(1-p_{n}-x_{n}\right)\left[g_{A_{0}, B_{0}}+g_{B_{0}, A_{0}}\right]  \tag{2.3}\\
& +\left(p_{n}-x_{n}\right)\left[g_{A_{1}, B_{1}}+g_{B_{1}, A_{1}}\right]+x_{n}\left[g_{A_{0}, B_{1}}+g_{A_{1}, B_{0}}+g_{B_{0}, A_{1}}+g_{B_{1}, A_{0}}\right]
\end{align*}
$$

The following transformations are lengthy, but not difficult.

By the induction hypothesis

$$
\left.\begin{array}{rl}
(2.3) \geq & \left(1-p_{n}-x_{n}\right)\left[\varepsilon\left[w_{A_{0}}\left(1-w_{A_{0}}\right)+w_{B_{0}}\left(1-w_{B_{0}}\right)\right]+\left(w_{A_{0}}-w_{B_{0}}\right)^{2}\right] \\
& +\left(p_{n}-x_{n}\right)\left[\varepsilon\left[w_{A_{1}}\left(1-w_{A_{1}}\right)+w_{B_{1}}\left(1-w_{B_{1}}\right)\right]+\left(w_{A_{1}}-w_{B_{1}}\right)^{2}\right] \\
& +x_{n}\left[\varepsilon\left[w_{A_{0}}\left(1-w_{A_{0}}\right)+w_{B_{1}}\left(1-w_{B_{1}}\right)\right]+\left(w_{A_{0}}-w_{B_{1}}\right)^{2}\right. \\
= & \varepsilon\left[w_{A_{1}}\left(1-w_{A_{1}}\right)+w_{B_{0}}\left(1-w_{B_{0}}\right)\right]+\left(w_{A_{1}}-w_{B_{0}}\right)^{2}
\end{array}\right] \begin{aligned}
& \varepsilon\left(1-p_{n}\right)\left[w_{A_{0}}\left(1-w_{A_{0}}\right)+w_{B_{0}}\left(1-w_{B_{0}}\right)\right] \\
& +\varepsilon p_{n}\left[w_{A_{1}}\left(1-w_{A_{1}}\right)+w_{B_{1}}\left(1-w_{B_{1}}\right)\right] \\
& +\left(1-p_{n}-x_{n}\right)\left(w_{A_{0}}-w_{B_{0}}\right)^{2}  \tag{2.5}\\
& +\left(p_{n}-x_{n}\right)\left(w_{A_{1}}-w_{B_{1}}\right)^{2} \\
& +x_{n}\left(w_{A_{0}}-w_{B_{1}}\right)^{2}+x_{n}\left(w_{A_{1}}-w_{B_{0}}\right)^{2} .
\end{aligned}
$$

On the other hand, by (2.2) we have

$$
\begin{align*}
& \varepsilon\left[w_{A}\left(1-w_{A}\right)+w_{B}\left(1-w_{B}\right)\right]+\left(w_{A}-w_{B}\right)^{2} \\
& \quad=\varepsilon\left[\begin{array}{c}
{\left[\left(1-p_{n}\right) w_{A_{0}}+p_{n} w_{A_{1}}\right] \cdot\left[1-\left(1-p_{n}\right) w_{A_{0}}-p_{n} w_{A_{1}}\right]} \\
+\left[\left(1-p_{n}\right) w_{B_{0}}+p_{n} w_{B_{1}}\right] \cdot\left[1-\left(1-p_{n}\right) w_{B_{0}}-p_{n} w_{B_{1}}\right]
\end{array}\right]  \tag{2.6}\\
& \quad+\left[\left(1-p_{n}\right) w_{A_{0}}+p_{n} w_{A_{1}}-\left(1-p_{n}\right) w_{B_{0}}-p_{n} w_{B_{1}}\right]^{2} .
\end{align*}
$$

It is sufficient to prove $(2.5) \geq(2.6)$. Now, (2.5) is linear in $x_{n}$, and so it is sufficient to prove this in the boundary cases $\varepsilon_{n}=\varepsilon$ and $\varepsilon_{n}=1$. For clarity, we split the argument up into a few cases.

Case $\varepsilon_{n}=\varepsilon$. Here we have

$$
\begin{align*}
(2.5)= & \varepsilon\left(1-p_{n}\right)[\cdots]+\varepsilon p_{n}[\cdots] \\
& +\left(1-p_{n}-\varepsilon p_{n}\left(1-p_{n}\right)\right)\left(w_{A_{0}}-w_{B_{0}}\right)^{2} \\
& +\left(p_{n}-\varepsilon p_{n}\left(1-p_{n}\right)\right)\left(w_{A_{1}}-w_{B_{1}}\right)^{2}  \tag{2.7}\\
& +\varepsilon p_{n}\left(1-p_{n}\right)\left[\left(w_{A_{0}}-w_{B_{1}}\right)^{2}+\left(w_{A_{1}}-w_{B_{0}}\right)^{2}\right] .
\end{align*}
$$

Again, (2.7) and (2.6) are linear in $\varepsilon$, so it is sufficient to prove $(2.7) \geq(2.6)$ in the boundary cases $\varepsilon=0$ and $\varepsilon=1$.

Subcase $\varepsilon=0$.

$$
\begin{aligned}
& (2.7)=\left(1-p_{n}\right)\left(w_{A_{0}}-w_{B_{0}}\right)^{2}+p_{n}\left(w_{A_{1}}-w_{B_{1}}\right)^{2} \\
& (2.6)=\left[\left(1-p_{n}\right)\left(w_{A_{0}}-w_{B_{0}}\right)+p_{n}\left(w_{A_{1}}-w_{B_{1}}\right)\right]^{2}
\end{aligned}
$$

Hence $(2.7) \geq(2.6)$ by the convexity of the function $x^{2}$.
Subcase $\varepsilon=1$. It is easy to check that in this case we have (2.7) $=(2.6)$.
Case $\varepsilon_{n}=1$. Here we have

$$
\begin{align*}
(2.5)= & \varepsilon\left(1-p_{n}\right)[\cdots]+\varepsilon p_{n}[\cdots] \\
& +\left(1-p_{n}\right)^{2}\left(w_{A_{0}}-w_{B_{0}}\right)^{2}  \tag{2.8}\\
& +p_{n}^{2}\left(w_{A_{1}}-w_{B_{1}}\right)^{2} \\
& +p_{n}\left(1-p_{n}\right)\left[\left(w_{A_{0}}-w_{B_{1}}\right)^{2}+\left(w_{A_{1}}-w_{B_{0}}\right)^{2}\right]
\end{align*}
$$

Since (2.8) and (2.6) are both linear in $\varepsilon$, it is sufficient to prove $(2.8) \geq(2.6)$ in the boundary $\operatorname{cases} \varepsilon=0$ and $\varepsilon=1$.

Subcase $\varepsilon=0$.

$$
\begin{aligned}
(2.8)= & \left(1-p_{n}\right)^{2}\left(w_{A_{0}}-w_{B_{0}}\right)^{2}+p_{n}^{2}\left(w_{A_{1}}-w_{B_{1}}\right)^{2} \\
& +p_{n}\left(1-p_{n}\right)\left[\left(w_{A_{0}}-w_{B_{1}}\right)^{2}+\left(w_{A_{1}}-w_{B_{0}}\right)^{2}\right], \\
(2.6)= & \left(1-p_{n}\right)^{2}\left(w_{A_{0}}-w_{B_{0}}\right)^{2}+p_{n}^{2}\left(w_{A_{1}}-w_{B_{1}}\right)^{2} \\
& +2 p_{n}\left(1-p_{n}\right)\left(w_{A_{0}}-w_{B_{0}}\right)\left(w_{A_{1}}-w_{B_{1}}\right) .
\end{aligned}
$$

Thus it remains to show that

$$
\left(w_{A_{0}}-w_{B_{1}}\right)^{2}+\left(w_{A_{1}}-w_{B_{0}}\right)^{2} \geq 2\left(w_{A_{0}}-w_{B_{0}}\right)\left(w_{A_{1}}-w_{B_{1}}\right)
$$

However, this is equivalent to

$$
\left(w_{A_{0}}-w_{A_{1}}\right)^{2}+\left(w_{B_{0}}-w_{B_{1}}\right)^{2} \geq 0
$$

Subcase $\varepsilon=1$. This subcase is identical to the earlier case when $\varepsilon_{n}=\varepsilon$ and $\varepsilon=1$. This completes the proof of Theorem 2.

We now turn to a proof of the second part of Theorem 1. This is also proved by induction on $n$.

For $1 \leq i \leq n$, let us write

$$
\begin{gathered}
A_{0}(i) \text { for } \\
\left\{\left(a_{1}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{n}\right) \in\{0,1\}^{n-1} \mid\left(a_{1}, \ldots, a_{i-1}, 0, a_{i+1}, \ldots, a_{n}\right) \in A\right\}
\end{gathered}
$$

and analogously

$$
\begin{gathered}
A_{1}(i) \text { for } \\
\left\{\left(a_{1}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{n}\right) \in\{0,1\}^{n-1} \mid\left(a_{1}, \ldots, a_{i-1}, 1, a_{i+1}, \ldots, a_{n}\right) \in A\right\} .
\end{gathered}
$$

Thus in the proof of Theorem 2 our $A_{0}$ and $A_{1}$ were just $A_{0}(n)$ and $A_{1}(n)$.
We start with a simple fact about nontrivial sets in $\{0,1\}^{n}$, for $n \geq 3$.
Lemma 3. Let $n \geq 3$, and let $A \subset\{0,1\}^{n}$ be nontrivial. Then there is some $i, 1 \leq i \leq n$ such that $A_{0}(i)$ or $A_{1}(i)$ is nontrivial.

Proof. The proof is straightforward.
The next lemma proves Theorem 1(ii) for the case $n=2$.
Lemma 4. Let $A \subset\{0,1\}^{2}$, with $A$ nontrivial, and suppose that $0<p_{1}<1,0<$ $p_{2}<1,0<\varepsilon<1$, and $\varepsilon \leq \varepsilon_{1}, \varepsilon_{2}$. Then

$$
g_{A, A}>\varepsilon w_{A}\left(1-w_{A}\right)
$$

Proof. There are only two different types of nontrivial sets in $\{0,1\}^{2}$. For each, the result is easy to check.

Proof of Theorem 1(ii). We proceed by induction on $n$. For $n \leq 1$, all subsets of $\{0,1\}^{n}$ are trivial. By Lemma 4, the result holds for $n=2$.

Induction step. In the proof of Theorem 2, we divided the sets $A$ and $B$ into $A_{0}, A_{1}$ and $B_{0}, B_{1}$ according to coordinate $n$. However, we could equally well have chosen to split $A$ and $B$ according to another coordinate, say $i$. By Lemma 3, we can choose $i$ such that at least one of the sets $A_{0}(i)$ and $A_{1}(i)$ is nontrivial. Since both $1-p_{i}-x_{i}$ and $p_{i}-x_{i}$ are strictly positive, we have by the induction hypothesis

$$
\begin{aligned}
& \left(1-p_{i}-x_{i}\right)\left(g_{A_{0}(i), A_{0}(i)}+g_{A_{0}(i), A_{0}(i)}\right)+\left(p_{i}-x_{i}\right)\left(g_{A_{1}(i), A_{1}(i)}+g_{A_{1}(i), A_{1}(i)}\right) \\
& \quad>2\left(1-p_{i}-x_{i}\right) \varepsilon w_{A_{0}(i)}\left(1-w_{A_{0}(i)}\right)+2\left(p_{i}-x_{i}\right) \varepsilon w_{A_{1}(i)}\left(1-w_{A_{1}(i)}\right)
\end{aligned}
$$

Hence the inequality between (2.3) and (2.4) in the proof of Theorem 2 (replacing coordinate $n$ with coordinate $i$ ) is strict if $A=B$ is nontrivial. This completes the proof of Theorem 1.
3. Applications to recursion trees. Theorem 1(ii) may be applied to prove that pathology occurs in game-tree models with independent leaf values and independently occuring errors in the heuristic evaluation function. For a general background on the phenomenon of pathology in game trees, see [Bea], [CN], [Nau], [Pea], and [Tze].

We interpret $n>1$ as the number of leaves in the finite game tree, the $X_{i}$ as the true leaf values, and the $Y_{i}$ as the heuristic leaf values, and we let $f:\{0,1\}^{n} \rightarrow\{0,1\}$ be a concatenation of "negamax" functions $f_{y}:\{0,1\}^{\operatorname{deg}(y)} \rightarrow\{0,1\}$ for every inner node $y$ of the game tree: $f_{y}\left(a_{1}, \ldots, a_{\operatorname{deg}(y)}\right)=\max \left\{\left(1-a_{1}\right), \ldots,\left(1-a_{\operatorname{deg}(y)}\right)\right\}$. Thus $f\left(x_{1}, \ldots, x_{n}\right)$ represents the backed-up root value if the leaves have values $X_{1}, \ldots, X_{n}$.

First of all, let us assume that all $\varepsilon_{i}$ are equal and that $0<p_{i}<1$ for all $i$. Then, according to Theorem 1(ii), the true root value $v_{\text {root }}$ and the backed-up heuristic estimate $h_{\text {root }}$ satisfy the following corollary.

Corollary 5. $\operatorname{Prob}\left\{v_{\text {root }}=0, h_{\text {root }}=1\right\}>\varepsilon \operatorname{Prob}\left\{v_{\text {root }}=0\right\} \operatorname{Prob}\left\{v_{\text {root }}=1\right\}$. Hence true and backed-up heuristic root value are strictly less correlated than the leaf values. This phenomenon of pathology, which contradicts observations from computer game-playing practice, occurs independently of the size and the shape of the game trees (in the model). In particular, searching deeper does not yield better estimates of the true root value. We remark that, in real life games like chess or checkers, the leaf values are not independent.

For the special case of a depth-regular and $m$-uniform game tree with an invariant probability $p(m)=\operatorname{Prob}\{$ a node has true value 1$\}$ for all nodes of the tree, Pearl [Pea, pp. 332-346] investigated the error probabilities

$$
e_{t}=\operatorname{Prob}\left\{\begin{array}{l}
\text { a node at distance } t \text { from the leaves } \\
\text { has true value } 1 \text { and backed-up heuristic } \\
\text { value } 0
\end{array}\right\} .
$$

In the interesting case $0<e_{0}<p(m)[1-p(m)]$ he proved

$$
\lim _{t \rightarrow \infty} e_{t}=p(m)[1-p(m)] .
$$

This also follows from an iterated application of Theorem 1(ii). Hence in very high game trees, true and heuristic root values are nearly independent of each other. For this "tendency to independency" we use the term "strong pathology."

Whereas Pearl's analytical approach is restricted to depth-regular and uniform game trees with identically distributed leaf values, Theorem 1(ii) allows us to prove strong pathology in nonregular trees as well. For this, we first give a quantitative formulation of Theorem 1(ii).

Theorem $1^{\prime}$. For every triple $\left(n, p^{*}, \varepsilon^{*}\right)$ with $n \in \mathbb{N}, 0<p^{*}<1$, and $0<\varepsilon^{*}<1$, there exists a constant $\delta=\delta\left(n, p^{*}, \varepsilon^{*}\right)>0$ such that statement (i) of Theorem 1 can be substituted by the stronger statement
(i') $\operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=0, f\left(Y_{1}, \ldots, Y_{n}\right)=1\right\} \geq(1+\delta) \varepsilon p(1-p)$,
whenever $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is nontrivial, $p^{*} \leq p_{i} \leq 1-p^{*}$, and $\varepsilon^{*} \leq \varepsilon_{i} \leq 1-\varepsilon^{*}$ for $i=1, \ldots, n$.

Proof. As a first step, we prove Theorem $1^{\prime}$ for a fixed nontrivial function $f$ (with a constant $\delta_{f}=\delta\left(f, p^{*}, \varepsilon^{*}\right)$ instead of $\delta\left(n, p^{*}, \varepsilon^{*}\right)$ ). Indeed, we observe that the three quantities $1-p=\operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=0\right\}, p=\operatorname{Prob}\left\{f\left(Y_{1}, \ldots, Y_{n}\right)=1\right\}$, and $\operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=0, f\left(Y_{1}, \ldots, Y_{n}\right)=1\right\}$ are polynomial expressions in the $p_{i}$ and the $\varepsilon_{i}$, and hence are continuous functions of the $p_{i}$ and the $\varepsilon_{i} . \varepsilon=\min \varepsilon_{i}$ is also continuous.

Because

$$
S\left(p^{*}, \varepsilon^{*}\right)=\left\{\left(p_{1}, \ldots, p_{n}, \varepsilon_{1}, \ldots, \varepsilon_{n}\right) \left\lvert\, \begin{array}{l}
p^{*} \leq p_{i} \leq 1-p^{*} \text { and } \varepsilon^{*} \leq \varepsilon_{i} \leq 1-\varepsilon^{*} \\
\text { for all } i
\end{array}\right.\right\}
$$

is a compact set, and $0<p<1$ by the nontriviality of $f$, the continuous function

$$
h\left(p_{1}, \ldots, p_{n}, \varepsilon_{1}, \ldots, \varepsilon_{n}\right)=\frac{\operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=0, f\left(Y_{1}, \ldots, Y_{n}\right)=1\right\}}{\varepsilon p(1-p)}
$$

assumes its minimum (say $1+\delta_{f}$ ) on $S\left(p^{*}, \varepsilon^{*}\right)$, and this minimum must be $>1$ by part (ii) of Theorem 1.

Since there are only finitely many functions $f:\{0,1\}^{n} \rightarrow\{0,1\}$ for every fixed $n$, we get $\delta=\min \delta_{f}>0$.

We now describe an interesting class of recursion trees which we can prove are strongly pathological.

A bivalued recursion tree consists of a finite rooted tree $T$ and recursion functions $f_{x}:\{0,1\}^{\operatorname{deg}(x)} \rightarrow\{0,1\}$ for every inner node $x$ in $T$. We write $L$ for the set of leaves of $T$. If values $v(z) \in\{0,1\}$ for all $z \in L$ are given, the inner nodes of $T$ get their $v$-values recursively by $v(x)=f_{x}\left(v\left(y_{1}\right), \ldots, v\left(y_{n}\right)\right)$, where $y_{1}, \ldots, y_{n}$ are the direct successors of $x$. If probabilities $p_{z}=\operatorname{Prob}\{v(z)=1\}$ for all $z \in L$ are given, and if different leaves assume their values independently of each other, we can compute $p_{x}=\operatorname{Prob}\{v(x)=1\}$ for all nodes $x$ of $T$. Given $\left\{p_{z} \mid z \in L\right\}$, an inner node $x$ with successors $y_{1}, \ldots, y_{n}$ is called $p^{*}$-central, for a $p^{*} \geq 0$, if $f_{x}$ is nontrivial (which implies $n \geq 2$ ) and $p^{*} \leq p_{y_{i}} \leq 1-p^{*}$ for $i=1, \ldots, n$. The bivalued recursion tree ( $T,\left\{f_{x} \mid x \in T\right\},\left\{p_{z} \mid z \in L\right\}$ ) is called $k$-rich with respect to $p^{*}$ if every root-leaf path in $T$ contains at least $k p^{*}$-central nodes. For instance, $m$-uniform game trees of regular depth $t$ with invariant probability $p(m)$ are $t$-rich with respect to $\min \{p(m), 1-p(m)\}$.

If we denote true and heuristic leaf values by $X_{z}$ and $Y_{z}$, respectively, and the backed-up values for an inner node $x$ by $X_{x}$ and $Y_{x}$ (so that $X_{x}=f_{x}\left(X_{y_{1}}, \ldots, X_{y_{n}}\right)$ and $\left.Y_{x}=f_{x}\left(Y_{y_{1}}, \ldots, Y_{y_{n}}\right)\right)$, then our task is to estimate $\operatorname{Prob}\left\{X_{\text {root }}=0, Y_{\text {root }}=1\right\}$. We say the recursion tree has leaf errors $\geq \varepsilon^{*}$ if

$$
\varepsilon^{*} p_{z}\left(1-p_{z}\right) \leq \operatorname{Prob}\left\{X_{z}=0, Y_{z}=1\right\} \leq p_{z}\left(1-p_{z}\right)
$$

for all $z \in L$.
Formally, the pathology in $k$-rich recursion trees may be stated as follows.
Theorem 6. For every triple ( $n, p^{*}, \varepsilon^{*}$ ) with $n \geq 2,0<p^{*}<1$, and $0<\varepsilon^{*}<1$, there is a monotone increasing sequence $\left(c_{k}\right)_{k=0}^{\infty}$ of positive real numbers, with $c_{0}=\varepsilon^{*}$ and $\lim _{k \rightarrow \infty} c_{k}=1$, such that

$$
\operatorname{Prob}\left\{X_{\text {root }}=0, Y_{\text {root }}=1\right\} \geq c_{k} p_{\text {root }}\left(1-p_{\text {root }}\right)
$$

in every bivalued recursion tree which has maximum degree $\leq n$, leaf errors $\geq \varepsilon^{*}$, and is $k$-rich with respect to $p^{*}$.

Proof. This follows from the $k$-rich property by an iterated application of Theorem 1(i) (for the nodes that are not $p^{*}$-central) and Theorem $1^{\prime}$ (for the nodes that are $p^{*}$-central).

A more general discussion of pathology in game trees and other recursion trees appears in [Alt].
4. A probabilistic generalization of Theorem 1. Interpreting the $Y_{i}$ as heuristic estimates of the true data $X_{i}$, it is quite natural to ask for other (deterministic or probabilistic) estimation functions $\hat{f}:\{0,1\}^{n} \rightarrow\{0,1\}$ instead of $f$ itself. $\hat{f}$ is called unbiased with respect to $f$ if $\operatorname{Prob}\left\{\hat{f}\left(Y_{1}, \ldots, Y_{n}\right)=1\right\}=\operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=1\right\}$. Theorem 1 may be generalized to this situation as follows.

Theorem 7. Let $X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}$ be as in $\S 1, f:\{0,1\}^{n} \rightarrow\{0,1\}$ a deterministic function, and $\hat{f}:\{0,1\}^{n} \rightarrow\{0,1\}$ a probabilistic or deterministic function that is unbiased with respect to $f$. Put $\varepsilon=\min _{1 \leq i \leq n} \varepsilon_{i}$. Then
(i) $\operatorname{Prob}\left\{f\left(X_{1}, \ldots, X_{n}\right)=0, \hat{f}\left(Y_{1}, \ldots, Y_{n}\right)=1\right\} \geq \varepsilon p(1-p)$ and
(ii) if $f$ is nontrivial, $0<\varepsilon<1$, and $0<p_{i}<1$ for all $i$, then strict inequality holds above.

Sketch of proof. First, we generalize the notation $g_{A, B}$ for sets $A$ and $B$ to a function $g_{R, S}$ for fractional sets $R, S$; in other words, functions $R, S:\{0,1\}^{n} \rightarrow$ $[0,1] \subset \mathbb{R}$.

$$
g_{R, S}=\sum_{a \in\{0,1\}^{n}} \sum_{b \in\{0,1\}^{n}} R(a)[1-S(b)] \prod_{i=1}^{n} e_{i}(a, b) .
$$

For $A \subset\{0,1\}^{n}$, set

$$
R(a)= \begin{cases}1 & \text { if } a \in A \\ 0 & \text { if } a \notin A\end{cases}
$$

We say that the fractional set $R$ belongs to $A$. Thus, if $R$ belongs to $A$ and $S$ belongs to $B$ then $g_{A, B}=g_{R, S}$.

We define the weight of a fractional set $R$ to be

$$
w_{R}=\sum_{a \in\{0,1\}^{n}} R(a) w(a)
$$

With this notation we can formulate a probabilistic generalization of Theorem 2.
Theorem 8. Let $R$ and $S$ be fractional sets on $\{0,1\}^{n}$. Then

$$
g_{R, S}+g_{S, R} \geq \varepsilon\left[w_{R}\left(1-w_{R}\right)+w_{S}\left(1-w_{S}\right)\right]+\left(w_{R}-w_{S}\right)^{2}
$$

where $\varepsilon=\min _{1 \leq i \leq n} \varepsilon_{i}$.
The proof of Theorem 8 is analogous to that of Theorem 2, and is therefore omitted.

Setting

$$
R(a)= \begin{cases}1 & \text { if } f(a)=1 \\ 0 & \text { if } f(b)=0\end{cases}
$$

and $S(b)=\operatorname{Prob}\{\hat{f}(b)=1\}$, we obtain part (i) of Theorem 7 .
For the proof of part (ii), we start by considering the case $n=2$.

Lemma 9. If $n=2,0<p_{1}<1,0<p_{2}<1,0<\varepsilon<1, \varepsilon \leq \varepsilon_{1}, \varepsilon_{2}$, the fractional set $R$ belongs to one of the two sets $\{00,11\}$ or $\{00\}$, and $S$ is an arbitrary fractional set on $\{0,1\}^{n}$, then

$$
g_{R, S}+g_{S, R}>\varepsilon\left[w_{R}\left(1-w_{R}\right)+w_{S}\left(1-w_{S}\right)\right]+\left(w_{R}-w_{S}\right)^{2}
$$

Sketch of proof. The difference between Lemmas 9 and 4 is that we now have more choices for the fractional set $S=\left(s_{00}, s_{01}, s_{10}, s_{11}\right)$. Because the functions $g_{R, S}$ and $g_{S, R}$ are linear in each of the $s_{i j}$, we have only to check the boundary cases with $s_{i j} \in\{0,1\}$ for all $i, j$. This can be done by a case by case analysis (altogether $2 \cdot 8=16$ cases). The details are omitted.

It is now easy to complete the proof of Theorem 7 (ii), just as in the proof of Theorem 1(ii).
5. Concluding remarks. (a) Unfortunately Theorem 7(ii) cannot be used to prove an analogue to the strong pathology theorem (Theorem 6) for arbitrary tree evaluation functions. Nevertheless, such an analogue does exist. It is proved in [Alt] by other methods.
(b) For our proofs it is important that $X_{i}$ and $Y_{i}$ have the same marginal distributions. The result of Witsenhausen [Wit, p. 107] also provides lower error bounds in the general case with arbitrary marginals. However, these bounds are often not tight-for wide ranges of probability distributions they are surpassed by bounds given in a paper of Ahlswede and Gács [AG], who use other measures of correlation.
(c) It would be desirable to have generalizations of our results for the case with more than only two values. For general finite sets we make the following conjecture, based on analogy with Theorem 1.

Let $X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}$ be random variables with values in the finite sets $M_{1}, \ldots, M_{n}\left(\left|M_{i}\right| \geq 2\right)$, and assume that for all $i \in\{1, \ldots, n\}$ the following statements hold:
(i) for each $i$, the dependent pair $\left(X_{i}, Y_{i}\right)$ is independent of $\left\{\left(X_{j}, Y_{j}\right) \mid j \neq i\right\}$;
(ii) $\operatorname{Prob}\left\{X_{i}=j\right\}=\operatorname{Prob}\left\{Y_{i}=j\right\}=p_{i j}$ for all $j \in M_{i}$;
(iii) there exists a constant $\varepsilon, 0 \leq \varepsilon \leq 1$, such that for every $A \subset M_{i}$

$$
\begin{aligned}
& 2 \varepsilon \operatorname{Prob}\left\{X_{i} \in A\right\} \operatorname{Prob}\left\{Y_{i} \in A^{c}\right\} \\
& \leq \operatorname{Prob}\left\{X_{i} \in A, Y_{i} \in A^{c}\right\}+\operatorname{Prob}\left\{X_{i} \in A^{c}, Y_{i} \in A\right\} \\
& \leq 2 \operatorname{Prob}\left\{X_{i} \in A\right\} \operatorname{Prob}\left\{Y_{i} \in A^{c}\right\}
\end{aligned}
$$

This condition (iii) is more complicated than the corresponding condition in $\S 1$ because the error probabilities $\operatorname{Prob}\left\{X_{i}=j, Y_{i}=k\right\}$ for $j \neq k$ are not assumed to be symmetric in $j$ and $k$. In the symmetric case the inequalities in (iii) would reduce to

$$
\begin{aligned}
& \varepsilon \operatorname{Prob}\left\{X_{i} \in A\right\} \operatorname{Prob}\left\{Y_{i} \in A^{c}\right\} \\
& \quad \leq \operatorname{Prob}\left\{X_{i} \in A, Y_{i} \in A^{c}\right\} \leq \operatorname{Prob}\left\{X_{i} \in A\right\} \operatorname{Prob}\left\{Y_{i} \in A^{c}\right\}
\end{aligned}
$$

We call a function $f: M_{1} \times \cdots \times M_{n} \rightarrow\{0,1\}$ trivial, if there is some $i \in\{1, \ldots, n\}$ and some $A_{i} \subset M_{i}$, such that

$$
f\left(x_{1}, \ldots, x_{n}\right)=0 \quad \Leftrightarrow x_{i} \in A_{i} .
$$

Thus $f$ is trivial if it depends only on one coordinate.

We use the abbreviations $X=\left(X_{1}, \ldots, X_{n}\right)$ and $Y=\left(Y_{1}, \ldots, Y_{n}\right)$.
Conjecture 10. Let the $X_{i}, Y_{i}$ be as above, and let $f: M_{1} \times \cdots \times M_{n} \rightarrow\{0,1\}$. Then
(i) $2 \varepsilon \operatorname{Prob}\{f(X)=0\} \operatorname{Prob}\{f(Y)=1\} \leq \operatorname{Prob}\{f(X)=0, f(Y)=1\}+$ $\operatorname{Prob}\{f(X)=1, f(Y)=0\} \leq 2 \operatorname{Prob}\{f(X)=0\} \operatorname{Prob}\{f(Y)=1\}$ and
(ii) if $f$ is not trivial, $0<\varepsilon<1$, and $p_{i j}>0$ for all $i \in\{1, \ldots, n\}, j \in\{0, \ldots$, $\left.m_{i}-1\right\}$, then the first inequality in (i) holds strictly.

We believe that part (ii) of this conjecture might be genuinely more difficult to prove than part (i)-in contrast to the situation with Theorem 1.

It might be possible to deduce part (i) of Conjecture 10 from the results of Witsenhausen [Wit, p. 107] or Ahlswede and Gács [AG, p. 926]. The problem is that their parameters of correlation ( $S=\cos \theta$ in [Wit], $s_{p}(W, P)$ in [AG]) cannot be easily computed in the nonbinary case.
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#### Abstract

Körner defined the notion of graph entropy. He used it to simplify the proof of the Fredman-Komlos lower bound for the family size of perfect hash functions.

We use this information-theoretic notion to obtain a general method for formula size lower bounds. This method can be applied to low-complexity functions for which the other known general methods do not apply.
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1. Introduction. Körner [7] defined the notion of graph entropy. This notion is information theoretic and was used in [8] to simplify the proof of the Fredman-Komlos [2] lower bound for the family size of perfect hash functions.

We use this information-theoretic notion to obtain a general method for formula size lower bounds for Boolean functions. This method can be applied to lowcomplexity functions for which the other known general methods ([11], [12], [3], and see also [18]) do not apply. Specifically the results are as follows:

1. a new general lower bound on the formula size of quadratic Boolean functions;
2. as a corollary we get an $\Omega\left(n^{2} \log n\right)$ lower bound for the function that decides whether a graph of $n$ vertices has a cycle of length 4 , and to the function that decides whether a graph has a vertex of degree at least 2 ;
3. a simple proof of a result of Krichevskii [10], stating that the formula size for the threshold-2 Boolean function with $n$ variables is at least $n \log n$;
4. a simple proof of a lower bound first proved by Snir [17], stating that a $\vee \wedge \vee$ formula for an $n$-variable threshold- $k$ function, where all $\wedge$ gates have fan in $k$, has a size of

$$
\Omega\left(n \frac{\log n-\log (k-1)}{\log k-\log (k-1)}\right)=\Omega\left(n k \log \frac{n}{k}\right) .
$$

2. Definitions and notation. Let $X$ be a finite set, interpreted as Boolean variables. A formula is a rooted tree whose leaves are labeled with members of $X$ or their negations and whose internal nodes are labeled with the Boolean operations AND, OR. The root of the tree computes a Boolean function $f ;\{0,1\}^{X} \mapsto\{0,1\}$ in the natural way. If no negations appear, we say that the formula and the function computed are both monotone. The size of a formula is the number of leaves in the tree.

Let $f$ be any Boolean function. The formula size of $f$ is the minimum size of a formula that computes $f$; it is denoted by $L(f)$. For a monotone function $f$, the minimum size of a monotone formula for $f$ is denoted by $L_{M}(f)$.

[^49]The threshold- $k$ Boolean function, denoted by $T_{k}^{n}$, is a Boolean function on $n$ variables that gets value 1 if and only if the input has at least $k$ variables assigned 1 .

The set $\{1, \ldots, n\}$ is denoted as [ n$]$.
For a Boolean function $f$ on $n$ variables, we will assume that the variables are numbered from 1 to $n$, and by writing $f(T)=0(f(T)=1), \quad T \subseteq[\mathrm{n}]$, we mean that $f(x)=0(f(x)=1)$ for the characteristic vector $x$ of $T$.

A hypergraph $G=(V, E)$ is a set of "vertices" $V$, and a set $E$ of subsets of $V$ (also called the set of "edges"). If all edges $e \in E$ have a constant size $k$, the hypergraph is called $k$-uniform. A 2-uniform hypergraph is simply a graph. The $s$-uniform hypergraph on $n$ vertices that contains all subsets of size $s$ is called the complete $s$-uniform hypergraph and is denoted by $K_{n}^{s}$. The complete graph on $n$ vertices is denoted by $K_{n}$.

For a graph or hypergraph, an independent set $I$ is a subset of $V$ that contains no edges of $E$.

For a probability distribution $Q_{X Y}$ on a cross product $A \times B, Q_{X}\left(Q_{Y}\right)$ denotes the marginal distribution of $Q_{X Y}$ on $A(B)$.

All logarithms in this paper are to the base 2.

## 3. Definition and basic properties of entropy and hypergraph entropy.

1. Let $X$ and $Y$ be random variables in some probability space. The entropy of $X$ is defined as

$$
H(X)=\sum_{x} p(x) \log \frac{1}{p(x)}
$$

The mutual information between $X$ and $Y$ is defined as $I(X, Y)=H(X)+H(Y)-$ $H((X, Y))$ and it may be written also as:

$$
I(X, Y)=H(X)-\sum_{x, y} p(x, y) \log \frac{1}{p(x \mid y)}
$$

Further information on information theory may be found in [1].
2. Körner [7], [8] defined the notion of hypergraph entropy as follows: Let $G(V, E)$ be a hypergraph and $P$ a probability distribution on $V$. Let $A(G)$ be the collection of all maximal independent sets of $G$.

Define $\mathcal{Q}(G, P)$ to be the set of all probability distributions $Q_{X Y}$ on $V \times A(G)$ such that, for every $v \in V$,
(a) $Q_{X Y}(v, I)=0$ if $v \notin I$.
(b) $Q_{X}(v)=P(v)$ (where $Q_{X}($.$) is the marginal distribution of Q_{X Y}$ on $V$ ). The hypergraph entropy $H(G, P)$ is defined as

$$
H(G, P)=\min \left\{I(X, Y) \mid Q_{X Y} \in \mathcal{Q}(G, P)\right\}
$$

where $I(X, Y)$ is the mutual information between two random variables $X$ and $Y$ that are distributed according to the marginal distributions $Q_{X}$ and $Q_{Y}$.
3. Hereafter, we consider only uniform distributions on $V$, so we refer to the hypergraph entropy of $G$ as $H(G)$.
4. We shall need the following basic properties of $H(G)$ proved by Körner and Marton [7]-[9].
(i) For two hypergraphs on the same vertex set $G\left(V, E_{G}\right), F\left(V, E_{F}\right)$, let $K=$ $G \cup F$ be the hypergraph on V with $E=E_{G} \cup E_{F}$; then $H(K) \leq H(G)+H(F)$.
(ii) The hypergraph entropy is monotone-that is, deleting an edge can only decrease the entropy.
(iii) The entropy of the complete $k$-uniform hypergraph is $H\left(K_{n}^{k}\right)=\log n-$ $\log (k-1)$.
(iv) The entropy of a bipartite graph on $m$ (out of $n$ ) vertices does not exceed $\frac{m}{n}$.
(v) The generalization for hypergraphs is as follows: Let $G=(V, E)$ be a $k$ uniform hypergraph. We call $G$ a $k$-partite hypergraph if there is a partition of $V$ into $k$ parts $V_{1}, \ldots, V_{k}$ such that, for every edge $e \in E$ and every $V_{i}, i \in[\mathrm{k}],\left|e \cap V_{i}\right|=1$.

We have that the entropy of the $k$-partite hypergraph on $m$ (out of $n$ ) vertices is no more than $\frac{m}{n}(\log k-\log (k-1))$.
4. A lower bound for formula size of Boolean functions. In this section, we develop a general technique for formula lower bounds. A natural approach is to associate a nonnegative cost function $\mu$ to each Boolean function with the property that if $f=g \diamond h$, then $\mu(f) \leq \mu(g)+\mu(h)$ (where $\diamond$ is either $\wedge$ or $\vee$ ). Such a cost function is called an "abstract complexity measure" [18], [16]. It directly gives a lower bound on the formula size of a Boolean function in terms of its cost. We find that for monotone formulae, graph entropy is a natural choice for such a measure. It leads to nontrivial lower bounds for monotone formulae for quadratic functions (§4.1). We then extend it to the nonmonotone case using a lemma of Krichevskii.
4.1. A lower bound for monotone formula size. We assign each monotone function a cost and prove that the cost of a function computed by $\vee, \wedge$ gates is no more than the sum of costs of the inputs (thus the cost function is an "abstract complexity measure" for monotone formulae). The cost of a single variable will be $\frac{1}{n}$. Hence, (by induction on the formula) for a function of cost $\mu$ one gets a lower bound of $n \mu$.

The definition of the cost function is given below.
Definition 4.1. Let $g:\{0,1\}^{n} \mapsto\{0,1\}$ be Boolean function $g$ on $n$ variables. We identify the variable set with the set $[n]$. Define the following:

1. $(g)_{k}$ is the set of "minterms" of $g$ of size $k$, formally; $(g)_{k}=\{S \mid S \subseteq[n]$, $|S|=k, g(S)=1, \forall T \subset S g(T)=0\}$.
2. We are interested only in $(g)_{1}$ and $(g)_{2}$. Observe that $(g)_{1}$ is a subset of $[n]$ and $(g)_{2}$ is a set of unordered pairs on $[n] .\left(g_{2}\right)$ is identified with the graph $G(g)=(V, E), V=[n], E=(g)_{2}$.
3. The cost $\mu$ of a function $g$ is defined as

$$
\mu(g)=H(G(g))+\frac{\left|(g)_{1}\right|}{n} .
$$

Theorem 4.2. Let $g$ be a monotone Boolean function. Let $L_{M}(g)$ be the monotone formula size of $g$. Then $L_{M}(g) \geq n \mu(g)$.

Proof. We note the following:

1. For a variable $x_{i}$ (a leaf of a formula), $\left(x_{i}\right)_{1}=\{i\}, G\left(x_{i}\right)=\phi$ (the empty graph), and so $\mu\left(x_{i}\right)=\frac{1}{n}$.
2. The cost function is monotone with respect to inclusion; if $(g)_{1} \subseteq(h)_{1}$ and $(g)_{2} \subseteq(h)_{2}$, then $\mu(g) \leq \mu(h)$.

Subadditivity for $\vee$ gate. Let $g=h \vee f$. We have $(g)_{1}=(h)_{1} \cup(f)_{1}$ and $(g)_{2} \subseteq$ $G(h) \cup G(f)$; thus

$$
\mu(g) \leq \frac{\left|(h)_{1} \cup(f)_{1}\right|}{n}+H(G(h) \cup G(f))
$$

$$
\leq \frac{\left|(h)_{1}\right|}{n}+\frac{\left|(f)_{1}\right|}{n}+H(G(h))+H(G(f))=\mu(h)+\mu(f) .
$$

The first inequality follows from the monotonicity of $\mu$. The second follows from 4(i) in $\S 3$.

Subadditivity for $\wedge$ gate. Let $g=h \wedge f$. Denote $A=(h)_{1}, B=(f)_{1}$.
We get that $(g)_{1}=A \cap B$ and $(g)_{2} \subseteq G(h) \cup G(f) \cup G((A-B),(B-A))$, where $G(L, M)$ denotes the complete bipartite graph $G$ with parts $L$ and $M$. Thus

$$
\begin{aligned}
\mu(g) & \leq H(G(h) \cup G(f) \cup G((A-B),(B-A)))+\frac{|A \cap B|}{n} \\
& \leq H(G(h))+H(G(f))+\frac{|A-B|+|B-A|}{n}+\frac{|A \cap B|}{n} \\
& \leq H(G(h))+H(G(f))+\frac{|A|+|B|}{n}=\mu(h)+\mu(f) .
\end{aligned}
$$

The first inequality follows from the monotonicity of $\mu$. The second follows from 4(i) and 4 (iv) in $\S 3$.

The theorem now follows, since $\mu(t)=\frac{1}{n}$ for any leaf $t$ of the formula, and the cost of the output function does not exceed the sum of costs of all the leaves.

Remark. We note here that the best this method can give (by direct application) are lower bounds of at most $n \log n$.
4.2. The general lower bound. We use a lemma (Krichevskii [10]) to extend our monotone lower bound method to nonmonotone formulae.

Lemma 4.3 (see [10]). Let $f\left(x_{1}, \ldots, x_{n}\right)$ be any Boolean function for which $f(S)=$ 0 for every $S,|S|=1$. Then there is a monotone function $\psi_{f}$ such that the following hold:

1. $\psi_{f}(S)=0$ for any $S,|S|=1$.
2. $\psi_{f}(S) \geq f(S)$ for every $S,|S|=2$.
3. $L_{M}\left(\psi_{f}\right) \leq L(f)$.

For completeness, we present a proof.
Proof. The proof is by induction on the formula size $L(f)$. For $L(f)=2$, the claim is true. Let $F$ be an optimal formula for $f$. If $F=G \vee H$, where $G(H)$ is the optimal formula for $g(h)$, then by induction there are $\psi_{g}$ and $\psi_{h}$ for which conditions $1-3$ of Lemma 4.3 are satisfied. It is easy to see that $\psi_{f}=\psi_{g} \vee \psi_{h}$ satisfies conditions $1-3$ of Lemma 4.3 for $f$.

If $F=G \wedge H$ with the functions $g$ and $h$, respectively, then define $G_{1}=$ $\left\{x_{i} \mid g\left(\left\{x_{i}\right\}\right)=1\right.$, and $x_{i}$ appears in $\left.G\right\}$. Define $H_{1}$ similarly. By the assumption on $f$, it follows that $G_{1} \cap H_{1}=\phi$. Assume (w.l.o.g) that $G_{1}=\left\{x_{1}, \ldots, x_{k}\right\}$ and $H_{1}=\left\{x_{k+1}, \ldots, x_{k+l}\right\}$. Let

$$
\begin{aligned}
F^{*}= & \left(x_{1} \vee \cdots \vee x_{k} \vee G\left(0, \ldots, 0, x_{k+1}, \ldots, x_{n}\right)\right) \\
& \wedge\left(x_{k+1} \vee \cdots \vee x_{k+l} \vee H\left(x_{1}, \ldots, x_{k}, 0, \ldots, 0, x_{k+l+1}, \ldots, x_{n}\right)\right)
\end{aligned}
$$

We have that $F^{*}$ is a formula for some function $f^{*}$. It is easy to verify that, for any $S$ with $|S|=1, f^{*}(S)=0$, and, for any $S$ with $|S|=2, f^{*}(S) \geq f(S)$. In addition, $G\left(0, \ldots, 0, x_{k+1}, \ldots, x_{n}\right)$ and $H\left(x_{1}, \ldots, x_{k}, 0, \ldots, 0, x_{k+l+1}, \ldots, x_{n}\right)$ are formulae of some functions $g^{*}$ and $h^{*}$ that meet the requirements of the lemma, so by induction there are monotone functions $\psi_{g^{*}}$ and $\psi_{h^{*}}$ with monotone formulae $G^{*}$ and $H^{*}$ as required. Observe that by plugging $G^{*}$ and $H^{*}$ into $F^{*}$, we get a monotone formula for $\psi_{f}$ that satisfies conditions 1-3 of Lemma 4.3.

We state now the main theorem for nonmonotone formulae.
Theorem 4.4. Let $f$ be a Boolean function with $f(S)=0$ for every $S,|S|=1$. Then $L(f) \geq n \mu(f)$.

Proof. By the previous lemma, there is a monotone function $\psi_{f}$ for which $L(f) \geq$ $L_{M}\left(\psi_{f}\right)$. From Theorem 4.2, we get that $L_{M}\left(\psi_{f}\right) \geq n \mu\left(\psi_{f}\right)$. Since $\psi_{f}(S) \geq f(S)$ for $|S| \leq 2$, the monotonicity of the cost function $\mu$ implies the result.
4.3. Application to specific functions. Let $C 4(n)$ be the Boolean function that decides " 1 " on a graph of $n$ vertices if the graph contains a cycle of length 4.
Let $D 2(n)$ be the Boolean function that decides " 1 " on a graph of $n$ vertices if the graph contains a vertex of degree at least 2 .

Note that $C 4(n)$ and $D 2(n)$ are Boolean functions on $N=\binom{n}{2}$ variables.
Corollary 4.5. Any formula for $D 2(n)$ has size $\Omega\left(n^{2} \log n\right)$.
Proof. By Theorem 4.4, it is enough to show that $\mu(D 2(n))=\Omega(\log n)$. Observe that $(D 2(n))_{1}=\phi$ and $(D 2(n))_{2}=L\left(K_{n}\right)$, the line graph of $K_{n}$ (the graph whose vertices are the edges of $K_{n}$; two edges are connected if they have a common vertex in $K_{n}$ ).

We show that $\mu(D 2(n))=\Omega(\log n)$ by explicitly specifying the optimal distributions according to the definition of graph entropy. We do this by showing an upper bound of $\log (n-1)$ and $\log \frac{n}{2}$ on the graph entropies of $L\left(K_{n}\right)$ and its complement, respectively. (Note that the sum of these two numbers is $\log \binom{n}{2}$.) However, by $4(\mathrm{i})$ and 4 (iii) in $\S 3$, the sum of the two graph entropies must be at least $\log \binom{n}{2}$; thus the upper bounds are, in fact, tight.

The independent sets of $L\left(K_{n}\right)$ are matchings (in $K_{n}$ ). The cliques in $L\left(K_{n}\right)$ are stars and triangles (in $K_{n}$ ). (A star is a set of all edges adjacent to a vertex.) Let $\mathcal{M}$ denote the set of perfect matchings, $\mathcal{S}$ denote the set of maximal stars, and $E$ denote the edge set of $K_{n}$. Define the probability $Q_{1}$ on $E \times \mathcal{M} ; Q_{1}(e \mid M)=\frac{2}{n}$ for every matching $M \in \mathcal{M}, e \in M$, and such that the induced probability on $\mathcal{M}$ is uniform. Let $\left(X_{1}, Y_{1}\right)$ be a random variable on $E \times \mathcal{M}$ distributed according to $Q_{1}$. Define a probability distribution $Q_{2}$ on $E \times \mathcal{S} ; Q_{2}(e \mid S)=\frac{1}{n-1}$ for every star in $\mathcal{S}, e \in \mathcal{S}$, and such that the induced probability on $\mathcal{S}$ is uniform. Let $\left(X_{2}, Y_{2}\right)$ be a random variable on $E \times \mathcal{S}$ distributed according to $Q_{2}$.

It is easy to check, using the definitions in $\S 3$, that $I_{1}\left(X_{1}, Y_{1}\right)=\log (n-1)$ and $I_{2}\left(X_{2}, Y_{2}\right)=\log \frac{n}{2}$. However,

$$
\log \binom{n}{2} \leq H(L(G))+H\left(L(G)^{C}\right) \leq I_{1}+I_{2}=\log \binom{n}{2}
$$

The first inequality follows from 4(i) in $\S 3$ and the fact that $L(G) \cup L(G)^{C}$ is the complete graph on $\binom{n}{2}$ vertices. The second inequality follows from the definition of graph entropy. Thus we get equality all the way and $H(L(G))=I_{1}=\Omega(\log n)$.

Corollary 4.6. Any formula for $C 4(n)$ has size $\Omega(n \log n)$.
Proof. Let $f$ be the restriction of $C 4(n+1)$ obtained by the following procedure: Take a special vertex $z$ and set all edges adjacent to it to "1." Clearly, if there is a vertex of degree at least 2 in the remaining graph (the graph induced by unset edges), then there is a cycle of length 4 in the original graph. We have $(f)_{1}=\phi$ and $(f)_{2} \supseteq(D 2)_{2}$, so by the monotonicity of the cost, we get that $\mu(D 2) \leq \mu(f)$, and the result follows by Corollary 4.5 .

Corollary 4.7 [10]. Let $T$ be any formula that computes $T_{2}^{n}$; then the size of $T$ is at least $n \log n$. (We note here that this is the best possible result.)

Proof. $\left(T_{2}^{n}\right)_{1}=\phi$ and $G\left(T_{2}^{n}\right)=K_{n}$ (the complete graph on $n$ vertices); thus by 4(iii) in $\S 3, \mu\left(T_{2}^{n}\right)=\log n$.

Remark. A proof of the monotone formula lower bound for $T_{2}^{n}$ was given also by Hansel [5]. (See also [13].)
5. A lower bound on the size of a $\vee \wedge \vee$ formula for a threshold- $k$ function, where $\wedge$ gates' fan-in is $k$. A $\vee \wedge \vee$ formula, where $\wedge$ gates have fan-in $k$, is a formula of the form $\vee_{i=1}^{p} \wedge_{j=1}^{k} \vee_{q \in S_{i j}} t_{q}$, where $t_{q} \in\left\{x_{q}, \neg x_{q}\right\}$ for every $q$.

The notion of hypergraph entropy can be used here to give a simple proof to a lower bound of Snir for such restricted formulae.

Theorem 5.1 [17]. The size of $a \vee \wedge \vee$ formula for $T_{k}^{n}$, where $\wedge$ gates have fan-in $k$, is at least

$$
s \geq \frac{n \log \frac{n}{k-1}}{\log \frac{k}{k-1}}
$$

The original proof was based on some ad hoc combinatorial considerations. We will follow the lines of the proof of the previous section.

Proof. Consider a minimum-size $\vee \wedge \vee$ formula for $T_{k}^{n}$-that is, of the form $\vee_{i=1}^{p} \wedge_{j=1}^{k} \vee_{q \in S_{i j}} t_{q}$. Let $\left\{g_{i}, i=1, \ldots, p\right\}$ be the functions computed at the $\wedge$ gates. Clearly, the formula must be monotone (that is, no negations), and for every fixed $i, 1 \leq i \leq p$, the sets $S_{i j}, 1 \leq j \leq k$ are pairwise disjoint.

Let $g$ be any Boolean function; define, as in the previous section, $(g)_{k}=\{S \subseteq[\mathrm{n}]$ $:|S|=k, g(S)=1$, and, for all $T \subset S, g(T)=0\}$. Define the hypergraph $G_{i}$ whose edge set is $\left(g_{i}\right)_{k}$. We get that $G_{i}$ is a $k$-partite hypergraph on vertex set $\bigcup_{j} S_{i j}$. (The "parts" are $S_{i j}, 1 \leq j \leq k$.) Similarly, define $T$ to be the hypergraph whose edge set is $\left(T_{k}^{n}\right)_{k} . T$ is the complete $k$-regular hypergraph $K_{n}^{k}$. Since $T_{k}^{n}=\vee_{i} g_{i}$, we get that $\left(T_{k}^{n}\right)_{k}=\cup_{i}\left(g_{i}\right)_{k}$-that is, a formula of this kind for $T_{k}^{n}$ defines a way to decompose the complete $k$-regular hypergraph to a union of $k$-partite hypergraphs. The size of the formula is

$$
s=\sum_{i=1}^{p} \sum_{j=1}^{k}\left|S_{i j}\right|=\sum_{i=1}^{p}\left|V\left(G_{i}\right)\right| .
$$

The hypergraph entropy of $K_{n}^{k}$ is $\log n-\log (k-1)$ (from 4(iii) in §3). For each $G_{i}$, we have $H\left(G_{i}\right)=\leq \frac{\left|V\left(G_{i}\right)\right|}{n}(\log k-\log (k-1)$ ) (by $4(\mathrm{v})$ in $\S 3$ ). Thus, by the subadditivity of the hypergraph entropy (4(i) in §3),

$$
\begin{aligned}
H\left(K_{n}^{k}\right) & =\log n-\log (k-1) \leq \sum_{i=1}^{p} H\left(G_{i}\right) \\
& \leq \frac{1}{n}(\log k-\log (k-1)) \sum_{i=1}^{p}\left|V\left(G_{i}\right)\right|=\frac{s}{n} \log \frac{k}{k-1}
\end{aligned}
$$

and we get the desired lower bound

$$
s \geq \frac{n \log \frac{n}{k-1}}{\log \frac{k}{k-1}}
$$

Some remarks are due here.

1. This result was significantly improved recently by J. Radhakrishnan [14] using graph-entropy methods. He proved a near-optimal lower bound for any $\vee \wedge \vee$ formulae for $T_{k}^{n}$ of the order $e^{\delta(k)} n \log n$, where $\delta(k)=\Omega\left(\frac{\sqrt{k}}{\log ^{2} k}\right)$ and $k<\log n$ (see also [15]).
2. For constant $k$, there is an (optimal) construction of $O(n \log n) \vee \wedge \vee$ formulae for $T_{k}^{n}$ [6], [4].
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# FEASIBLE OFFSET AND OPTIMAL OFFSET FOR GENERAL SINGLE-LAYER CHANNEL ROUTING* 

RONALD I. GREENBERG ${ }^{\dagger}$ AND JAU-DER SHIH ${ }^{\ddagger}$


#### Abstract

This paper provides an efficient method to find all feasible offsets for a given separation in a very large-scale integration (VLSI) channel-routing problem in one layer. The previous literature considers this task only for problems with no single-sided nets. When single-sided nets are included, the worst-case solution time increases from $\Theta(n)$ to $\Omega\left(n^{2}\right)$, where $n$ is the number of nets. But if the number of columns $c$ is $O(n)$, the problem can be solved in time $O\left(n^{1.5} \lg n\right)$, which improves upon a "naive" $O(c n)$ approach. As a corollary of this result, the same time bound suffices to find the optimal offset (the one that minimizes separation). Better running times result when there are no two-sided nets or all single-sided nets are on one side of the channel. This paper also gives improvements upon the naive approach for $c \neq O(n)$, including an algorithm with running time independent of $c$. An interesting algorithmic aspect of the paper is a connection to discrete convolution.
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1. Introduction. Much attention has been given to planar or single-layer wire routing for very large-scale integration (VLSI) chips. Most popular has been river routing in the restricted sense of the term, the connection of two parallel rows of corresponding points, ${ }^{1}$ e.g., [11] and the references therein. Other works have considered routing within a rectangle [2], placement and routing within a ring of pads [1], or routing between very general arrangements of modules [10], [4].

Ironically, single-layer routing may become more relevant as technology evolves toward chips with increasing numbers of layers. With many layers, it becomes more likely that an individual layer can be dedicated to a coplanar subset of the original collection of nets. For example, the heuristic multilayer channel router MulCh [7] improved upon previous multilayer channel routers by dividing the problem into essentially independent subproblems of one, two, or three layers.

In this paper, we consider the single-layer channel-routing problem, which is more general than the more heavily studied river-routing problem. Channel routing is similar to river routing in that both deal with the interconnection of terminals lying in two parallel rows (sides of the channel); also, for simplicity, we restrict attention to two-point nets as in river routing. ${ }^{2}$ But we allow nets that have both their terminals on the same side of the channel, contrary to river routing. The existence of these single-sided nets is both realistic (as in the example problems of [7]) and a significant algorithmic complication. As shown in Fig. 1, the usual convention is to draw the rows of terminals horizontally; only the region between these rows is available for routing.

[^50]

Fig. 1. An example of a routed single-layer channel.

We refer to single-sided nets that have their two terminals on the top (bottom) as upper (lower) nets. Nets with terminals on opposite sides are referred to as two-sided nets. We restrict attention to a rectilinear, grid-based model in which terminals lie on gridpoints and wires are disjoint paths through grid edges. We use $c$ to denote the total number of grid columns from the leftmost terminal to the rightmost terminal and $n$ to denote the number of nets.

The greatest attention has been given to the minimum separation version of the problem. In this case, we assume that the horizontal positions of the terminals are completely fixed, but we seek the minimum vertical distance between the two rows of terminals that allows the routing to be completed. An $O(n)$ time solution in the riverrouting case was given in [6]. Though some erroneous solutions have been published for the general channel-routing case, a simple and correct $O(n)$ algorithm is provided in [8].

In this paper, other important versions of the river-routing problem are solved in the context of channel routing; in these problems, we allow the rows of terminals to be offset relative to one another. That is, we allow the upper row of terminals to be slid as a block to the left or right, though individual terminals do not shift position relative to one another. (This models the situation in which we are trying to wire together two modules, each having terminals on one side, and we have substantial freedom on how to place the modules.) The optimal offset problem involves finding the offset that minimizes the amount of separation necessary to route the problem. A related problem, which we refer to as the feasible offset problem, is to determine all offsets that are feasible (i.e., give enough room to route) at a given separation. In the river-routing context, the second problem is usually called the offset range problem, since the feasible offsets always constitute a single continuous range, but this property does not hold for channels with single-sided nets.

Mirzaian [11] showed that feasible offset and optimal offset can be computed in $O(n)$ time in the river-routing case, but we are not aware of any published solutions for channels with single-sided nets. One complication that arises when single-sided nets are included is that the solution time is no longer insensitive to the number of columns in the problem (at least for feasible offset). As illustrated in Fig. 2, if the number of columns is large, the number of disjoint intervals of feasible offsets may be $\Omega\left(n^{2}\right)$. But if $c=O(n)$, we show that feasible offset can be solved in $O\left(n^{1.5} \lg n\right)$ time. This improves on the naive $O(c n)$ time obtained by running the $O(n)$ algorithm for the minimum separation problem at each of the $2 c$ offsets that may need to be checked. In the remainder of this paper, we express our running times in terms of $c$ as well as $n$ where necessary but concentrate on obtaining a good running time when $c=O(n)$. Later, we give an algorithm that is less efficient for $c=O(n)$ but has a running time independent of $c$.


Fig. 2. For small separation, the number of disjoint intervals of feasible offsets of the channel above is $\Omega\left(n^{2}\right)$.

The remainder of this paper is organized as follows. In $\S 2$, we introduce some additional terminology and notation and show how to solve the feasible offset problem for a channel in which all nets are single sided. In this case, the running time with $c=O(n)$ is $O\left(n^{1.5} \sqrt{\lg n}\right)$, which leads to an $O\left(n^{1.5} \sqrt{\lg n}\right)$ algorithm for optimal offset. (The optimal offset problem as defined above is trivial when all nets are single sided; large offset minimizes separation. But we can handle a nontrivial generalization of the problem in which certain offsets are disallowed.) In §3, we show how to combine ideas from $\S 2$ with some new ideas to obtain solutions for channels with both single-sided and two-sided nets. For the general channel, the running time to solve either feasible offset or optimal offset is $O\left(n^{1.5} \lg n\right)$. Section 4 provides concluding remarks and some additional results. In particular, feasible offset and optimal offset can be solved in time $O\left(n^{2} \lg n\right)$ independent of $c$. Also, the optimal placement problem, involving multiple modules on each side of the channel, can be handled in $O\left(n^{3}\right)$ time.
2. Channels with single-sided nets only. In this section, we deal with the special case of channels with only single-sided nets. Much of the work we do here will help us in the next section where we consider channels that have both single-sided and two-sided nets.

We begin by explaining some notation and terminology that we use throughout this paper. First, we use $L, U$, and $T$ for the sets of lower, upper, and two-sided nets, respectively, and $N$ for the complete set of nets in the channel. In addition, we often use the same notation interchangeably for a set of nets or for a lower or upper contour. The contour of a set of lower nets is the upper boundary of the routing region consumed in the routing of those nets that minimizes total wire length. That is, when the nets are routed as tightly as possible against the bottom of the channel, the contour is formed by the uppermost nets and portions of the channel boundary. The contour of a set of upper nets is defined similarly. We also refer often to subsets of contours, which simply means restricting the contour to certain columns (even though there may be no set of nets that would generate the resulting contour). We use the notation FOP and OOP to refer to the feasible offset problem and optimal offset problem, respectively. We also use the more precise notation $\operatorname{FOP}(s, A)$ to represent the set of solutions to the feasible offset problem with separation $s$ and the set $A$ of nets (or contours or contour fragments). We also use analogous notation SSFOP and SSOOP for the corresponding problems when all nets are single sided. (For optimal offset, we permit the problem specification to disallow some set of offsets, e.g., all offsets $\geq c / 2$; otherwise SSOOP is trivial.)

Our first step in solving SSFOP is to find the contours of the upper and lower nets. We use Pinter's result that $O(n)$ time suffices to find a contour (i.e., the coordinates of all the bends in the contour) [12].

Lemma 2.1 (Pinter). The contour of a set of $n$ single-sided nets can be found in $O(n)$ time.

Once we find the contours of the upper and lower nets, SSFOP can be expressed simply in terms of these contours. At each column, we define the extension of a contour to be the distance that the contour extends into the channel at that column. Then we are simply seeking all offsets for which no vertical cut corresponds to extensions of the upper and lower contours that sum to more than the separation under consideration. One way to solve this problem would be to compute the discrete convolution of the two sequences of extensions with the max and + operators substituted for the usual + and $\times$. It is unknown whether max, + convolution for vectors of length $n$ can be computed in better than $\Theta\left(n^{2}\right)$ time; still it will be seen that there is some relationship between convolution and our solution technique for SSFOP.

We begin with a general lemma that allows us to decompose SSFOP into smaller instances of the problem. In each of the smaller problems, we use only a portion of the lower contour, while retaining the entire upper contour. In fact, the lemma applies even when there are also two-sided nets. (Naturally, we also could switch the roles of the lower and upper contours.)

Lemma 2.2. Let $L_{1}, L_{2}, \ldots, L_{k}$ be any subsets of the contour $L$ of the lower nets such that $L_{1} \cup L_{2} \cup \cdots \cup L_{k}=L$, and let $A$ be an additional set of nets. Then $\operatorname{FOP}(s, L \cup A)=\bigcap_{i=1}^{k} \operatorname{FOP}\left(s, L_{i} \cup A\right)$.

Proof. This follows from the fact that routing is possible if and only if each line segment from the top of the channel to the bottom of the channel is long enough (in the $L_{\infty}$ metric) to accommodate the number of nets that must cross it (i.e., each cut is safe). More details on the theory of single-layer routability can be found in [10]; see especially $\S 2.1$.

We now proceed to decompose the lower contour into pieces that are easier to handle and not too numerous. The next three lemmas are directed toward handling pieces of the contour that have large extension, and the following two lemmas handle portions of the contour in which there are not too many distinct extensions. Then we show how to put these two ideas together to solve the entire problem.

For the next lemma, we define a special type of contour fragment such that if it comprises the entire lower contour, then SSFOP is particularly easy to solve. A monotonic subset of the lower contour $L$ is a subset of $L$, such that the extensions within the selected columns are monotonically nondecreasing or monotonically nonincreasing as we move across the columns.

Lemma 2.3. If $L_{m}$ is a monotonic subset of the lower contour and $U$ is the upper contour, then we can solve $\operatorname{SSFOP}\left(s, L_{m} \cup U\right)$ in $O(n)$ time.

Proof. Without loss of generality, assume the (nonzero portion of the) lower contour has nondecreasing extensions from left to right. We need only march across the columns of the upper contour once from left to right. Initially, we consider a far left position for the lower contour (highly negative offset). The check for each column of the upper contour involves adding the upper extension to the lower extension for the corresponding column of the lower contour, based on the current offset, and comparing to the upper bound on separation. After any unsuccessful check, the current offset is incremented and we do not yet advance to the next column of the upper contour. After each successful check, we move to the next column of the upper contour; prior columns never need to be rechecked at larger offsets since the lower contour is nondecreasing. When the rightmost column of the lower contour is involved in a successful check, a feasible offset has been found and, again, the current offset is incremented. The $O(c)$ approach just described can actually be improved to $O(n)$ time because of the following two facts. First, we really only need to look at
columns of the upper contour where the upper contour bends. Second, there are at most $n$ places where the extension of the lower contour changes, and preprocessing of the lower contour will allow us to increment offset sufficiently after each unsuccessful check so that we can proceed immediately to the next bend point of the upper contour.

In the next lemma, we show that not only are monotonic pieces of contour easy to handle but that we don't have to check too many of them as long as we restrict attention to sections of contour with large extension. Here we define a monotonic subset to be maximal if no other monotonic subset contains it. Now we bound the number of maximal monotonic subsets in the portion of the contour with extension of at least $h$.

Lemma 2.4. Let $L_{g}$ be the subset of the lower contour containing only extensions greater than or equal to $h$. Then $L_{g}$ contains at most $c / 2 h$ maximal monotonic pieces.

Proof. To have a maximal monotonic piece of the lower contour with extensions of at least $h$, there must be $h$ lower nets nested one inside the next. Therefore, a maximal monotonic piece with extensions greater than or equal to $h$ must span at least $2 h$ columns, so $L_{g}$ contains at most $c / 2 h$ maximal monotonic pieces.

We can now put together Lemmas 2.2, 2.3, and 2.4 to solve SSFOP efficiently for any piece of lower contour in which all extensions are large enough.

Lemma 2.5. If $L_{g}$ is a subset of the lower contour containing only extensions greater than or equal to $h$ and if $U$ is the upper contour, then we can solve $\operatorname{SSFOP}\left(s, L_{g} \cup U\right)$ in $O(c n / h)$ time.

Proof. By Lemma 2.2, we know that it suffices to solve the problem independently for each of the maximal monotonic pieces of $L_{g}$. By Lemma 2.4 there are $O(c / h)$ such pieces, and by Lemma $2.3 O(n)$ time suffices for each piece.

What remains is to solve the SSFOP for the portion of the lower contour with small extensions. (Later we'll show how to choose $h$, the dividing point between large and small extensions.) The next lemma handles the simplified case in which all extensions on the lower contour are 0 or 1 . The following lemma goes on to handle $h$ distinct extensions.

Lemma 2.6. If all extensions are 0 or 1 , we can solve SSFOP in $O(c \lg c)$ time.
Proof. The only interesting case is separation 1, and the feasible offsets correspond to the zero entries in the convolution of the upper and lower extensions. The convolution can be computed in $O(c \lg c)$ time by using the Fast Fourier Transform method. (See [5], for example.)

Lemma 2.7. If all extensions of the lower contour are at most $h$, we can solve SSFOP in $O(h c \lg c)$ time.

Proof. From Lemma 2.2, $\operatorname{SSFOP}(s, L \cup U)=\bigcap_{i=1}^{h} \operatorname{SSFOP}\left(s, L_{i} \cup U\right)$, where $L_{i}$ is the subset of the lower contour with extension $i$. We can now solve $\operatorname{SSFOP}\left(s, L_{i} \cup U\right)$ using Lemma 2.6 after assigning 1 to the lower extensions in $L_{i}$ and those upper extensions exceeding $s-i$ and 0 to the other extensions. Since we have a total of $h$ problems, each solvable in $O(c \lg c)$ time, the total time is $O(h c \lg c)$.

Now we can provide an overall solution to SSFOP by combining our results for contours with large extensions and contours with small extensions.

Theorem 2.8. SSFOP can be solved in $O(c \sqrt{n \lg c})$ time.
Proof. $\operatorname{SSFOP}(s, L \cup U)=\operatorname{SSFOP}\left(s, L_{l} \cup U\right) \cap \operatorname{SSFOP}\left(s, L_{g} \cup U\right)$, where $L_{l}$ is the subset of $L$ with extensions less than $h$ and $L_{g}$ is the subset of $L$ with extensions greater than or equal to $h$. Using Lemmas 2.7 and 2.5 with $h=\sqrt{n / \lg c}$, the solution time is $O(c \sqrt{n \lg c})$.


Fig. 3. The effect of two-sided nets in (a) is incorporated into the top contour in (b). In this figure, $L_{0}$ is a monotonic portion of the lower contour.

We can adapt the halving technique of [11] to solve SSOOP in the same time as SSFOP. The details will be shown in $\S 3$. The following theorem is just a simplified version of Theorem 3.8:

THEOREM 2.9. SSOOP can be solved in $O(c \sqrt{n \lg c})$ time. $\quad$
Corollary 2.10. SSFOP and SSOOP can be solved in $O\left(n^{1.5} \sqrt{\lg n}\right)$ time for $c=O(n)$.
3. General single-layer channel. In this section, we use the ideas of $\S 2$ to solve FOP and OOP when there are two-sided as well as single-sided nets. As before, we begin by computing the contours of the upper and lower nets. Also as before, we consider separately the portions of the lower contour with large extensions and the portions with small extensions and then show how to put these ideas together. But first we consider an intermediate case, that is, when there are both single-sided and two-sided nets but all the single-sided nets are on one side.

Lemma 3.1. When all single-sided nets are on one side, FOP and OOP can be solved in $O(n)$ time.

Proof. When the single-sided nets are on one side, we can extend the method of Mirzaian [11]. The basic idea is that as in river routing, the feasible offsets at a given separation form a continuous range whose bounds are determined by $O(n)$ cut conditions. More details can be found in [9].

To deal with the extra complications of two-sided nets, we also must introduce two new definitions.

First, let $L_{0}$ be a subset of the contour of the lower nets and $T$ a set of two-sided nets whose lower terminals are to the left of $L_{0}$. Define $T / L_{0}$ as the upper contour obtained by pulling up the lower terminals of the nets in $T$ and reconnecting them to the upper side to the left of preexisting terminals. That is, we convert the nets in $T$ to single-sided nets without violating planarity and without moving what were their lower terminals to the wrong side of $L_{0}$. This notation is also used analogously for any set $A$ of upper and two-sided nets as long as the lower terminal of each two-sided net is to the left or right of all nonzero extensions in $L_{0}$. In all cases, $A / L_{0}$ is the upper contour formed by moving lower terminals in $T$ away from $L_{0}$ and to the upper side. Finally, the notation can also be used with a portion of the upper contour, in which case "upper" and "lower" are reversed throughout the definition. Figure 3 illustrates the definition of $(T \cup U) / L_{0}$.

For the second definition, let $M$ be a subset of the contour of the upper or lower nets. We define $\left.M\right|_{s}$ to be a new contour in which we replace all extensions exceeding $s-1$ with extension $s-1$.

We now proceed in the next two lemmas to handle a portion of lower contour with
only large extensions. As before, the first lemma shows how to handle a monotonic piece of lower contour, and the second lemma handles a contour portion with large extensions by dividing it into maximal monotonic pieces.

Lemma 3.2. Let $A$ be a set of upper and two-sided nets. Then we can solve $\operatorname{FOP}\left(s, L_{m} \cup A\right)$ in $O(n)$ time, where $L_{m}$ is a monotonic portion of the lower contour.

Proof. The solution is the intersection of the feasible offsets from two subproblems. In the first subproblem, we solve FOP without $L_{m}$ (using Lemma 3.1). In the second subproblem, we retain $L_{m}$ and reroute the two-sided nets in the fashion shown in Fig. 3, i.e., we determine $(U \cup T) / L_{m}$. Since we have already determined the infeasible offsets in the absence of $L_{m}$ (in the first subproblem), we now ignore those portions of $(U \cup T) / L_{m}$ with extension exceeding $s-1$; we need only determine those offsets for which a vertical cut through $(U \cup T) / L_{m}$ and $L_{m}$ has too large a sum of upper and lower extensions. So the second subproblem is $\operatorname{SSFOP}\left(s,\left.L_{m} \cup\left((U \cup T) / L_{m}\right)\right|_{s}\right)$, which can be constructed and solved in $O(n)$ time by Lemmas 2.1 and 2.3.

Now we combine Lemmas 2.2, 3.2, and 2.4 to solve FOP for a subset of $L$ with large extensions. As before, we define large as exceeding $h$ and specify the value of $h$ later.

Lemma 3.3. If $L_{g}$ is a subset of $L$ containing only extensions greater than or equal to $h$, then we can solve $\operatorname{FOP}\left(s, L_{g} \cup U \cup T\right)$ in $O(c n / h)$ time.

Now that we have taken care of FOP with large extensions, we use the next two lemmas to deal with small extensions. The next lemma tells us how to transform certain instances of FOP into SSFOP and will be used in handling general instances of FOP with small extensions.

Lemma 3.4. Let $T_{l}$ and $T_{r}$ be two sets of two-sided nets such that all the nets in $T_{l}$ are to the left of those in $T_{r}$. (That is, the upper terminals in $T_{l}$ are to the left of those in $T_{r}$ and similarly for the lower terminals.) Also let $U_{l}$ be a set of upper nets in which all terminals are to the left of (the upper terminals of) $T_{r}$, and let $L_{r}$ be a set of lower nets in which all terminals are to the right of $T_{l}$. (See Fig. 4.) Then

$$
\begin{aligned}
\operatorname{FOP}\left(s, U_{l} \cup T_{l} \cup T_{r} \cup L_{r}\right)= & \operatorname{FOP}\left(s, U_{l} \cup T_{l} \cup T_{r}\right) \cap \operatorname{FOP}\left(s, L_{r} \cup T_{l} \cup T_{r}\right) \\
& \cap \operatorname{FOP}\left(s,\left.\left.\left(\left(U_{l} \cup T_{l}\right) / L_{r}\right)\right|_{s} \cup\left(\left(L_{r} \cup T_{r}\right) / U_{l}\right)\right|_{s}\right) .
\end{aligned}
$$

Proof. The argument is similar to the one for Lemma 3.2. At any given offset that is infeasible, either there is a vertical cut demonstrating infeasibility that goes through both $U_{l}$ and $L_{r}$ or there is not. In the former case, we know that we can incorporate the effect of the two-sided nets into the upper and lower contours; i.e., solving $\operatorname{FOP}\left(s,\left.\left.\left(\left(U_{l} \cup T_{l}\right) / L_{r}\right)\right|_{s} \cup\left(\left(L_{r} \cup T_{r}\right) / U_{l}\right)\right|_{s}\right)$, as illustrated in Fig. 4, will rule out the infeasible offsets of the first type. On the other hand, if the infeasibility does not result from interaction between $U_{l}$ and $L_{r}$, it suffices to solve $\operatorname{FOP}\left(s, U_{l} \cup T_{l} \cup T_{r}\right)$ and $\operatorname{FOP}\left(s, L_{r} \cup T_{l} \cup T_{r}\right)$. Thus, intersection of the feasible offsets from these three problems provides the feasible offsets for the original problem.

We can now solve FOP with small extensions.
Lemma 3.5. If the extensions of the upper and lower contours are all less than $h$, then we can solve FOP in $O\left(h c \lg ^{2} c\right)$ time.

Proof. Let $t$ be the number of two-sided nets. We first consider the case when $s<4 h$. Divide the channel into $t / 4 h$ blocks $B_{1}, B_{2}, \ldots, B_{t / 4 h}$, each spanning $4 h$ twosided nets as shown in Fig. 5. Let $L_{i}, U_{i}$, and $T_{i}$ denote the lower nets, upper nets, and two-sided nets in block $i$. (Single-sided nets at a boundary between blocks of two-sided nets are assigned to exactly one of those blocks.) Since the upper side and


Fig. 4. The effect of two-sided nets in (a) is incorporated into the upper and lower contours in (b).


Fig. 5. The partition for $s<4 h$.
lower side of a block may not be of the same length, we define $c_{i}$ to be the sum of the number of columns spanned by the upper side and the number of columns spanned by the lower side.

From Lemma 2.2, $\operatorname{FOP}(s, N)=\bigcap_{i=1}^{t / 4 h} \operatorname{FOP}\left(s, L_{i} \cup T \cup U\right)$. Since $s<4 h$, there must be fewer than $4 h$ two-sided nets through any vertical cut at any feasible offset. Therefore, any offset with vertical cuts through $L_{i}$ and $U_{j}$ for $j>i+1$ or $j<i-1$ would be an infeasible offset, because such a cut would be crossed by all the nets in $T_{i+1}$ or $T_{i-1}$. Thus we can write

$$
\operatorname{FOP}(s, N)=\bigcap_{i=1}^{t / 4 h}\left[\operatorname{FOP}\left(s, L_{i} \cup T \cup U_{i}\right) \cap \operatorname{FOP}\left(s, L_{i} \cup T \cup U_{i+1}\right) \cap \operatorname{FOP}\left(s, L_{i} \cup T \cup U_{i-1}\right)\right] .
$$

Note also that no vertical cuts through both $L_{i}$ and $U_{j}$ can cut any two-sided nets outside blocks $i$ through $j$, so we can rewrite $\operatorname{FOP}(s, N)$ as

$$
\bigcap_{i=1}^{t / 4 h}\left[\operatorname{FOP}\left(s, L_{i} \cup T_{i} \cup U_{i}\right) \cap \operatorname{FOP}\left(s, L_{i} \cup T_{i} \cup T_{i+1} \cup U_{i+1}\right) \cap \operatorname{FOP}\left(s, L_{i} \cup T_{i-1} \cup T_{i} \cup U_{i-1}\right)\right] .
$$

Now we can solve each of $\operatorname{FOP}\left(s, L_{i} \cup T_{i} \cup T_{i+1} \cup U_{i+1}\right)$ and $\operatorname{FOP}\left(s, L_{i} \cup T_{i-1} \cup\right.$ $\left.T_{i} \cup U_{i-1}\right)$ in time $O\left(h\left(c_{i-1}+c_{i}+c_{i+1}\right) \lg \left(c_{i-1}+c_{i}+c_{i+1}\right)\right)$ as follows. We use Lemma 3.4 to decompose the problem further, Lemma 2.1 for the computation of new contours (which will still have $O(h)$ extensions), and Lemmas 3.1 and 2.7 to solve the subproblems.

To solve $\operatorname{FOP}\left(s, L_{i} \cup T_{i} \cup U_{i}\right)$, we use a recursive method, for which we consider the general problem of solving $\operatorname{FOP}\left(s, L^{*} \cup T^{*} \cup U^{*}\right)$ with $\left|T^{*}\right|=t^{*} \leq 4 h$. We decompose
such a problem into left and right blocks, each having half as many two-sided nets as the original. Using subscripts $l$ and $r$ to denote the portions of $L^{*}, T^{*}$, and $U^{*}$ falling in the left and right blocks, we know from Lemma 2.2 that

$$
\begin{aligned}
\operatorname{FOP}\left(s, L^{*} \cup T^{*} \cup U^{*}\right)= & \operatorname{FOP}\left(s, L_{l}^{*} \cup T^{*} \cup U^{*}\right) \cap \operatorname{FOP}\left(s, L_{r}^{*} \cup T^{*} \cup U^{*}\right) \\
= & \operatorname{FOP}\left(s, L_{l}^{*} \cup T_{l}^{*} \cup U_{l}^{*}\right) \cap \operatorname{FOP}\left(s, L_{l}^{*} \cup T^{*} \cup U_{r}^{*}\right) \\
& \cap \operatorname{FOP}\left(s, L_{r}^{*} \cup T^{*} \cup U_{l}^{*}\right) \cap \operatorname{FOP}\left(s, L_{r}^{*} \cup T_{r}^{*} \cup U_{r}^{*}\right)
\end{aligned}
$$

The restrictions from $T^{*}$ to $T_{l}^{*}$ and $T_{r}^{*}$ are determined by reasoning similar to that used above. Also as above, we use Lemma 3.4, Lemma 2.1, Lemma 3.1, and Lemma 2.7 to solve $\operatorname{FOP}\left(s, L_{l}^{*} \cup T^{*} \cup U_{r}^{*}\right)$ and $\operatorname{FOP}\left(s, L_{r}^{*} \cup T^{*} \cup U_{l}^{*}\right)$ in time $O\left(h c^{*} \lg c^{*}\right)$, where $c^{*}$ is the sum of the number of top and bottom columns spanned by $L^{*}, T^{*}$, and $U^{*}$. $\operatorname{FOP}\left(s, L_{l}^{*} \cup T_{l}^{*} \cup U_{l}^{*}\right)$ and $\operatorname{FOP}\left(s, L_{r}^{*} \cup T_{r}^{*} \cup U_{r}^{*}\right)$ are just recursive calls; we denote the sum of the number of top and bottom columns in these subproblems as $c_{l}^{*}$ and $c_{r}^{*}$. Then, the time $T\left(t^{*}, c^{*}\right)$ to compute $\operatorname{FOP}\left(s, L^{*} \cup T^{*} \cup U^{*}\right)$ can be written as

$$
T\left(t^{*}, c^{*}\right)=T\left(t^{*} / 2, c_{l}^{*}\right)+T\left(t^{*} / 2, c_{r}^{*}\right)+O\left(h c^{*} \lg c^{*}\right)
$$

for all $t^{*} \leq 4 h$, where $c_{l}^{*}+c_{r}^{*}=c^{*}$, and $T(1, c)=O(h c \lg c)$. There are $O\left(\lg t^{*}\right)$ stages in the recursion, and the total work on all subproblems at any given stage is $O\left(h c^{*} \lg c^{*}\right)$ time. Thus, $T\left(t^{*}, c^{*}\right)=O\left(h c^{*} \lg c^{*} \lg t^{*}\right)$, and, in particular, $T\left(4 h, c_{i}\right)=$ $O\left(h c_{i} \lg c_{i} \lg h\right)=O\left(h c_{i} \lg ^{2} c\right)$.

Putting everything together, the time to solve $\operatorname{FOP}(s, N)$ is

$$
\begin{aligned}
T(t, c) & =\sum_{i=1}^{t / 4 h} T\left(4 h, c_{i}\right)+\sum_{i=1}^{t / 4 h} O\left(\left(c_{i-1}+c_{i}+c_{i+1}\right) h \lg c\right) \\
& =\sum_{i=1}^{t / 4 h} O\left(h c_{i} \lg ^{2} c\right)+O(h c \lg c) \\
& =O\left(h c \lg ^{2} c\right)+O(h c \lg c) \\
& =O\left(h c \lg ^{2} c\right)
\end{aligned}
$$

Finally, we must return to solving the original problem in the case that $s \geq 4 h$. We divide the channel into $t / 2 h$ blocks, each spanning $2 h$ two-sided nets. From Lemma 2.2, $\operatorname{FOP}(s, N)=\bigcap_{i=1}^{t / 2 h} \operatorname{FOP}\left(s, L_{i} \cup T \cup U\right)$. Furthermore, at any offset, we need not consider any vertical cut for which the number of two-sided nets crossing the cut is less than $s-2 h$ or greater than $s$. In the former case, we know the cut cannot provide evidence of infeasibility; in the latter case infeasibility is guaranteed. Thus, we can write

$$
\begin{aligned}
\operatorname{FOP}(s, N)= & \bigcap_{i=1}^{t / 2 h}\left[\operatorname{FOP}\left(s, L_{i} \cup T_{i} \cup T_{i+1} \cup \cdots \cup T_{i+s / 2 h} \cup U_{i+s / 2 h-1} \cup U_{i+s / 2 h}\right)\right. \\
& \left.\cap \operatorname{FOP}\left(s, L_{i} \cup T_{i} \cup T_{i-1} \cup \cdots \cup T_{i-s / 2 h} \cup U_{i-s / 2 h+1} \cup U_{i-s / 2 h}\right)\right] .
\end{aligned}
$$

At this point, we could proceed as when $s<4 h$ by incorporating two-sided nets into the upper and lower contours, but there are too many two-sided nets to get the desired running time; we might end up with more than $O(h)$ distinct extensions in the contours. Instead, we take out the $s-4 h$ two-sided nets between $L_{i}$ and $U_{i+s / 2 h-1}$ and the $s-4 h$ two-sided nets between $L_{i}$ and $U_{i-s / 2 h+1}$, and we decrease $s$ by $s-4 h$.

Each infeasible offset in this new problem actually denotes the center of a range of $2(s-4 h)+1$ infeasible offsets of the original problem, but with this proviso, the task is to solve

$$
\begin{aligned}
& \bigcap_{i=1}^{t / 2 h}\left[\operatorname{FOP}\left(4 h, L_{i} \cup T_{i} \cup T_{i+s / 2 h-1} \cup T_{i+s / 2 h} \cup U_{i+s / 2 h-1} \cup U_{i+s / 2 h}\right)\right. \\
& \left.\quad \cap \operatorname{FOP}\left(4 h, L_{i} \cup T_{i} \cup T_{i-s / 2 h+1} \cup T_{i-s / 2 h} \cup U_{i-s / 2 h+1} \cup U_{i-s / 2 h}\right)\right] .
\end{aligned}
$$

We can solve these subproblems using Lemmas 3.4, 2.1, 3.1, and 2.7 as before. Also, with a similar analysis for the combined running time of the subproblems, we get a total time of $O(h c \lg c)$.

Theorem 3.6. FOP can be solved in $O(c \sqrt{n} \lg c)$ time.
Proof. We can use Lemma 2.2 to write $\operatorname{FOP}(s, N)=\operatorname{FOP}\left(s, L_{l} \cup T \cup U_{l}\right) \cap$ $\operatorname{FOP}\left(s, L_{g} \cup T \cup U\right) \cap \operatorname{FOP}\left(s, U_{g} \cup T \cup L\right)$, where $L_{l}$ is the subset of $L$ with extensions less than $h$ and $L_{g}$ is the subset of $L$ with extensions greater than or equal to $h$, and similarly for $U_{l}$ and $U_{g}$. The first subproblem can be solved in $O\left(h c \lg ^{2} c\right)$ time using Lemma 3.5, and the latter two subproblems can be solved in $O(c n / h)$ time using Lemma 3.3. By letting $h=\sqrt{n} / \lg c$, FOP can be solved in $O(c \sqrt{n} \lg c)$ time. $\quad$

We now show how to use a halving technique similar to that of [11] and [9] to solve OOP in the same time as FOP. We actually focus here on finding optsep $(P)$, the minimum separation attainable with an optimal offset for the routing problem $P$; once optsep $(P)$ is determined, the solution of the feasible offset problem can be used to determine the optimal offsets. From the original problem $P$, we create a simpler problem $P^{e}$ that has about half the separation of $P$. The basic idea is to halve the extensions of the contours of single-sided nets, remove every other two-sided net, and compact the channel horizontally to eliminate the freed space. More precisely, if the two-sided nets are numbered 1 through $t$ from left to right, we remove all the oddnumbered nets and move the terminals of net $2 i$ to the left by $i$ units. The nonzero portions of the single-sided contours are also shifted left so that they stay the same distance from their nearest two-sided nets. This is the same transformation used in [9], but the effect on optsep is slightly different here due to the general arrangement of single-sided nets and the disallowance of routing on the channel boundaries, and the timing analysis for computing optsep $(P)$ differs more substantially. The following lemma states the relationship between optsep $(P)$ and $\operatorname{optsep}\left(P^{e}\right)$.

Lemma 3.7. Let $s=\operatorname{optsep}(P)$ and $s^{e}=\operatorname{optsep}\left(P^{e}\right)$. Then $2 s^{e}-2 \leq s \leq 2 s^{e}+2$.
Proof. We again use the theory of single-layer routability from [10]. In our context, the flow of a cut is the number of nets that must cross it, and the cut is safe if its flow is no greater than one less than the maximum of the horizontal and vertical extents of the cut. A cut $\chi$ in $P$ that crosses $f$ nets, $p$ of which are lower nets, $q$ of which are two-sided nets, and $r$ of which are upper nets, can be seen to correspond to a cut $\chi^{e}$ with the following properties: (1) The flow of $\chi^{e}$ is in the range $\left[\frac{p-1}{2}+\frac{q-1}{2}+\frac{r-1}{2}, \frac{p}{2}+\frac{q+1}{2}+\frac{r}{2}\right]=\left[\frac{f}{2}-\frac{3}{2}, \frac{f}{2}+\frac{1}{2}\right]$, and (2) the horizontal extent of $\chi^{e}$ is diminished relative to $\chi$ to the same extent as the flow. Thus $s^{e}-1 \in\left[\frac{s-1}{2}-\frac{3}{2}, \frac{s-1}{2}+\frac{1}{2}\right]$, i.e., $2 s^{e} \in[s-2, s+2]$.

Theorem 3.8. OOP can be solved in $O(c \sqrt{n} \lg c)$ time.
Proof. To find optsep $(P)$, we recursively find $s^{e}=\operatorname{optsep}\left(P^{e}\right)$. Then we need only determine which of the five separations in $\left[2 s^{e}-2,2 s^{e}+2\right]$ have feasible offsets for $P$. Let $T(m)$ be the solution time for optsep $(P)$ where $P$ has maximum extension $m$ but has been derived by repeated application of the halving transformation to a problem
with maximum extension $M$. Then any extension $h$ in $P$ has been derived from an extension $h M / m$ in the original problem. An argument as in the proof of Theorem 3.6 then tells us that we can solve FOP for $P$ in $O(\sqrt{m} \sqrt{n / M} c \lg c)$ time. Thus we have $T(m)=T(m / 2)+\sqrt{m} \sqrt{n / M} c \lg c$, which yields $T(m)=\sqrt{m} \sqrt{n / M} c \lg c \leq$ $\sqrt{n} c \lg c$.

Corollary 3.9. FOP and OOP can be solved in $O\left(n^{1.5} \lg n\right)$ time for $c=$ $O(n)$.
4. Conclusion and further results. We have shown how to solve the feasible offset and optimal offset problems for single-layer channel routing in time $O(c \sqrt{n} \lg c)$. (The time is $O(c \sqrt{n \lg c})$ when all nets are single sided and $O(n)$ when all single-sided nets are on one side of the channel.) This result is unattractive for large values of $c$, but there is a superior alternative when $c$ is larger than $n^{1.5}$. Essentially all the necessary machinery is already in place for the following result, which states that FOP can be solved in $O\left(n^{2} \lg n\right)$ time independent of the number of columns.

Theorem 4.1. FOP can be solved in $O\left(n^{2} \lg n\right)$ time.
Proof. Using Lemma 2.2, we decompose the lower contour into maximal monotonic subsets. Since there are only $n$ nets, we have at most $n$ monotonic subsets. We can find the feasible offsets for each subset in $O(n)$ time using Lemma 3.2. The total time required to find the feasible offsets for all of the subsets of the lower contour is $O\left(n^{2}\right)$. Furthermore, for each subset, the set of feasible offsets can be output as a list of at most $n$ nonoverlapping intervals with all the interval endpoints in sorted order. Two sets of nonoverlapping intervals with endpoints in sorted order can be intersected in time proportional to the total number of intervals, which is an upper bound on the output size. We intersect the $O(n)$ sets of intervals in a tournament style, i.e., we go from $n$ sets with $n$ intervals in each set to $n / 2$ sets with $2 n$ intervals in each set, ..., to 1 set with $n^{2}$ intervals. There are $\lg n$ stages, with $O\left(n^{2}\right)$ work at each stage, yielding a total time of $O\left(n^{2} \lg n\right)$.

One direction for further research is to improve the time for feasible offset when the number of columns is large. We know that $\Omega\left(n^{2}\right)$ is a lower bound on the worstcase running time, but we suspect that it may not be difficult to obtain an $O\left(n^{2}\right)$ upper bound as well. Another remaining open question is whether our upper bounds for feasible offset with smaller $c$ can be improved. We know of no nontrivial lower bounds, i.e., better than $\Omega\left(\min \left\{c, n^{2}\right\}\right)$. It also might be possible to improve the time required to solve optimal offset without making further progress on feasible offset. Though it seems unlikely that optimal offset would be much easier than feasible offset, optimal offset has a much smaller output size, and output size is the only basis for our lower bounds on feasible offset.

It is also desirable to handle the situation in which there are multiple modules. Within each module, the positions of the terminals are fixed, but on each side of the channel the modules can slide back and forth as long as their order does not change. In the optimal placement problem, the goal is to minimize the channel length given a channel width. We can solve this problem in $O\left(n^{3}\right)$ time by adapting ideas used by Chao and LaPaugh [3] for density minimization; more details can be found in [13]. A further direction for research is to improve this $O\left(n^{3}\right)$ time when there is a reasonable bound on the number of columns.

Finally, an interesting open problem related to SSFOP is efficient computation of the max, + convolution. The technique in Lemma 2.7 can be extended to yield a solution to max, + convolution for $n$-vectors of small integers (e.g., $\leq n^{1 / 4}$ ) in less than $\Theta\left(n^{2}\right)$ time. If the range of integers could be extended to 1 through $n$, improved
solutions for several VLSI routing problems would result (e.g., see [11]).
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#### Abstract

The existence and uniqueness of a canonical minimal encoder for any given sliding block decoder are proven. The structure of this encoder is given in terms of an explicit sequence of state splittings. The universality of the state splitting algorithm for code construction is clarified.
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1. Introduction. Consider a finite directed graph whose edges are labeled by a finite alphabet. We call such an object a labeled graph. Now, together with a given subset of initial states and a given subset of terminal states, a labeled graph presents a regular language, defined as the set of all blocks obtained by reading the labels of paths which begin at an initial state and end at a terminal state. When a labeled graph is viewed as describing a regular language, it is usually called an automaton.

A labeled graph also presents a sofic shift, which is defined as the set of biinfinite sequences obtained by reading the labels of biinfinite paths in the graph. When viewed in this way, a labeled graph is usually called a presentation.

Regular languages form a prominent class of languages that is studied in automata theory. Sofic shifts form a prominent class of systems that is studied in symbolic dynamics. As can be seen just from the definitions, there is a strong connection between regular languages and sofic shifts. And many results for regular languages have analogues for sofic shifts.

The best-known example of this is the uniqueness of minimal presentations. These are fundamental results which show how regular langauages and sofic shifts can be presented in a canonical and minimal way.

For regular languages the result is as follows: Every regular language has a unique minimal deterministic (i.e., at each state, the outgoing edges are labeled distinctly) automaton; here, minimality is taken either in terms of number of states or in a functorial sense (see [17]).

The analogous result for sofic shifts would be that every sofic shift has a unique minimal deterministic presentation; this is not quite true. However, sofic shifts can, in some sense, be broken down into irreducible pieces, and it is true that every every irreducible sofic shift has a unique minimal deterministic presentation; again, minimality can be taken either in terms of number of states or in a functorial sense ([13]).

These minimality results (one for regular languages and the other for sofic shifts) are closely related, but neither implies the other.

It is natural to wonder if there is a notion of deterministic mapping between regular languages or deterministic mapping between sofic shifts, and if such mappings can also be presented in a canonical, minimal way. Indeed, for mappings between regular languages, this was done some time ago (see [23, p. 290]). By considering the identity mapping on a regular language, this result generalizes the minimality result, mentioned above, for regular languages.

[^51]We offer the notion of a sliding block decoder as the notion of deterministic mapping between sofic shifts. A sliding block decoder is a special kind of sliding block code; the latter is a mapping from one sofic shift into another such that each symbol in the image sequence is a function of only a fixed number $m$ (the memory) of past symbols, the present symbol, and a fixed number $a$ (the anticipation) of future symbols in the domain sequence, and this function does not change with time. In §6, we define a sliding block decoder as a sliding block code that can be presented by what we call a finite-state code or encoder (finite-state codes belong to a class of objects known in automata theory as transducers). In $\S 7$, we give intrinsic and other equivalent definitions of sliding block decoders.

In Theorem 6.2, we show that every sliding block decoder on an irreducible sofic shift has a canonical, minimal encoder which is unique in a strong functorial sense. And, again by considering the identity map, this result generalizes the fact that each irreducible sofic shift has a unique minimal presentation. The canonical encoder comes from a general construction for sliding block codes that is given in $\S 5$. In $\S 8$, we describe how our canonical encoders can be constructed using specific splitting and amalgamation operations on graphs. As part of our development in $\S 8$, we show (Lemma 8.5) how any 1-block conjugacy (i.e., invertible sliding block code) between two graph shifts (special kinds of sofic shifts) can be canonically decomposed into splitting and amalgamation operations. This result may be of independent interest within symbolic dynamics.

Aside from the connection with automata theory, there is a strong connection between sofic shifts and the theory of constrained coding, a subfield of coding theory. A typical problem in constrained coding is that of encoding a user's digital data stream into another digital data stream tailored to a channel across which it is to be transmitted. No assumptions are made about the user's data stream other than it is binary or ternary or $k$-ary. It is the encoder's job to encode the user's arbitrary stream of symbols into a stream of symbols conforming to specific constraints. We assume that the constrained sequences, into which the user's stream is encoded, lie in some sofic shift $W$. The constraints are imposed either because of the physical limitations of the channel or in order to improve the reliability of the transmission process. For instance, $W$ might be the ( $d, k$ ) run-length limited sofic shift: between any two consecutive 1 's, there must be at least $d$ and at most $k 0$ 's. Such a constraint arises in magnetic and optical data storage channels where very short runs of 0 's and very long runs of 0 's are prone to error (see [18], [33]). Or $W$ might be an errorcorrecting code i.e., a set of binary sequences such that any two distinct sequences differ in a "large" number of coordinates; so, if a "small" number of errors are made, then a sequence in $W$ cannot be corrupted to look like a different sequence in $W$ (see [29]).

In these practical applications, the encoding is done via a finite-state code. The finite-state code is used as a finite-state machine to encode information in a symbol-by-symbol manner. One can also use the finite-state code to decode, but the decoding is done with bounded delay-not symbol-by-symbol (see the definition of finite-state code in §6). Finite-state codes can be implemented in hardware.

Now, if the noise in the channel causes an error in the encoded information, then because of the state-dependence of the decoding, such an error could propagate indefinitely. For this reason, it is desirable that the decoding be implemented via a sliding block code; by definition, such a code is a sliding block decoder. As a consequence, any particular constrained-stream symbol figures into the computation
of only a bounded block of user symbols; so, an error caused by the channel gives rise to only a bounded burst of errors in the user's sequence.

Given a sofic shift $W$ and a positive integer $k$, a necessary and sufficient condition for the existence of a finite-state code which encodes arbitrary $k$-ary data to sequences in $W$ is the entropy inequality: $h(W) \geq \log (k)$; here, $h(W)$ denotes the entropy of $W$, i.e., the asymptotic growth rate of the number of $n$-blocks that appear in $W$; this is a consequence of the state-splitting algorithm ([1]); see $\S 9$.

For finite-state codes with sliding block decoders, stronger assumptions are needed. It is sufficient that $h(W)>\log (k)$ or that $W$ be a shift of finite type (a special kind of sofic shift) and $h(W) \geq \log (k)$ (see [1], [20], [26]). Methods for constructing such codes are contained in [1], [9], [14], [18], [28], among many others.

The state-splitting algorithm requires the choice of a deterministic presentation and an auxiliary vector, called an approximate eigenvector; see, for example, the formulation given in $[28, \S E]$.

If we allow arbitrary choices in both the presentation and approximate eigenvector, then Corollary 11.7 shows that the algorithm is strong enough to find every sliding block decoder. This is a broad and not-so-algorithmic interpretation of the algorithm. See the discussion after Corollary 11.7.

If we fix the presentation to be the minimal deterministic presentation but allow arbitrary choice in the approximate eigenvector, then Corollary 12.2 shows that, up to a change in the domain of the decoder and a shift of the decoding function (but no change in the decoding function itself), the algorithm is strong enough to find every sliding block decoder. See the discussion after Corollary 12.2. In particular, it will find the sliding block decoder with smallest window length; but Example 11.4 shows that, in some cases, it will not find the sliding block decoder with smallest number of encoder states ("state expansion" and "in-splitting" are additional necessary tools).

The narrowest and most algorithmic interpretation of the state-splitting algorithm fixes the presentation to be the minimal deterministic presentation and the approximate eigenvector to be a smallest such vector (in terms of maximal component). Example 10.1 shows that, with this intrepretation, the algorithm need not find the sliding block decoder with minimal window length. This is the first such example we know of where $W$ is a shift of finite type and $h(W)=\log (k)$; examples of this phenomenon, where $h(W)>\log (k)$, were found in [19] and [18].

Sections 2-4 provide most of the necessary background from symbolic dynamics.
There may be some overlap between our work and that of Hollmann ([16]).
2. Background. In this section, we review definitions of some of the basic concepts in symbolic dynamics.

The full shift over a finite alphabet $\mathcal{A}$ is the set of all biinfinite sequences over $\mathcal{A}$. A block (over $\mathcal{A}$ ) is a finite sequence of symbols (in $\mathcal{A}$ ). An $n$-block is a block of length $n$. The shift map $\sigma$ is defined by $\sigma(x)=y$, where $y_{i}=x_{i+1}$. For an element $x=\ldots x_{-1} x_{0} x_{1} \ldots$ in a full shift, $x_{[m, n]}$ denotes the block which appears in coordinates $m$ through $n$ :

$$
x_{[m, n]} \equiv x_{m} \ldots x_{n}
$$

And

$$
x_{[n, \infty)} \equiv x_{n} x_{n+1} \ldots, \quad x_{(-\infty, n]} \equiv \ldots x_{n-1} x_{n}
$$

The full $k$-shift is the full shift over $\mathcal{A} \equiv\{0, \ldots, k-1\}$.

A shift space or a shift is a shift-invariant subset of a full shift obtained by forbidding the appearance of a collection of blocks.

A shift of finite type (abbreviated SFT) is a shift space obtained by forbidding the appearance of a finite collection of blocks.

By a graph we mean a finite directed graph. For a graph $G$, we write $G=$ $(\mathcal{V}(G), \mathcal{E}(G))$, where $\mathcal{V}(G)$ is the set of vertices (sometimes called states) and $\mathcal{E}(G)$ is the set of edges. We write a finite path as a sequence of edges

$$
u=e_{1} \ldots e_{n}
$$

$s(u)$ denotes the initial state of $u$ and $t(u)$ denotes the terminal state of $u$.
A graph homomorphism from a graph $G$ to a graph $H$ is a pair of mappings, the state mapping

$$
L^{*}: \mathcal{V}(G) \rightarrow \mathcal{V}(H)
$$

and the edge mapping

$$
L: \mathcal{E}(G) \rightarrow \mathcal{E}(H)
$$

that are consistent in the sense that initial states and terminal states of edges are preserved. We often refer to $L$ itself, rather than the pair $\left(L^{*}, L\right)$, as a graph homomorphism. This makes sense because if $L$ is the edge mapping of a graph homomorphism, then $L$ determines $L^{*}$. A graph homomorphism such that $L$ and $L^{*}$ are 1-1 is called a graph isomorphism.

The graph shift, sometimes called an edge shift, $X_{G}$ is the set of all biinfinite paths on $G$ :

$$
X_{G} \equiv\left\{\ldots e_{-1} e_{0} e_{1} \ldots: e_{i} \in \mathcal{E}(G) \text { and } e_{i+1} \text { follows } e_{i} \text { in } G\right\}
$$

We often regard graph shifts based on isomorphic graphs as being identical. Note that any graph shift is an SFT.

For a square nonnegative integral matrix $A$, we take $X_{A}$ to be a graph shift defined by a graph whose adjacency matrix is $A$. For instance, $X_{[k]}$ may be regarded as the full $k$-shift.

A labeled graph $(G, L)$ is a graph $G$ together with a labeling $L$ of its edges. A sofic shift $X$ is the set of all biinfinite sequences obtained by reading the labels of a labeled graph $(G, L)$ :

$$
X=\left\{\ldots L\left(e_{-1}\right) L\left(e_{0}\right) L\left(e_{1}\right) \ldots: \ldots e_{-1} e_{0} e_{1} \ldots \in X_{G}\right\} .
$$

$(G, L)$ is called a presentation of $X$. Note that any graph shift is a sofic shift. In fact, it is not hard to see that any SFT is a sofic shift. A sofic shift which is not an SFT is called strictly sofic.

Let $X$ and $Y$ be shift spaces. Let $m, a$ be integers such that $m+a \geq 0$ and $\Phi$ a map from ( $m+a+1$ )-blocks of $X$ to 1-blocks (i.e., symbols) of $Y$. Let $\phi: X \rightarrow Y$ be the map defined by

$$
\phi(x)_{i}=\Phi\left(x_{[i-m, i+a]}\right)
$$

$\phi$ is called a sliding block code with memory $m$ and anticipation $a$. The window length is defined to be $m+a+1$. We write

$$
\phi=\Phi_{\infty}^{m, a} .
$$

By an ( $m, a$ )-block code, we mean a sliding block code that can be expressed with memory $m$ and anticipation $a$. By an $n$-block code we mean a sliding block code that can be expressed with window length $n$. Unless otherwise specified, an $n$-block code $\phi$ is assumed to have memory 0 , i.e., is a $(0, n-1)$-block code; when we write

$$
\phi=\Phi_{\infty}
$$

we make this tacit assumption. In particular, unless otherwise specified, a 1-block code has memory 0 and anticipation 0 .

Note that the memory, anticipation, and window length of a sliding block code are not well defined. For instance, a sliding block code with memory $m$ and anticipation $a$ can also be expressed as a sliding block code with memory $m$ and anticipation $a+1$. One might hope that the ambiguity could be removed if we were to restrict ourselves to a consideration of ( $m, a$ ) with minimum window length $m+a+1$. If $X$ is a graph shift, then this does the trick-see Proposition 7.2. There are a unique memory and anticipation which achieve the minimum window length; but even for SFT's, this does not hold in general (see [21]).

If $X$ is a shift space and $n$ is a positive integer, then the higher block system $X^{[n]}$ is the shift space obtained by breaking the sequences in $X$ into overlapping blocks of length $n$ : the alphabet of $X^{[n]}$ is the set of $n$-blocks in $X$, and each sequence $x \in X$ gives rise to the sequence $\ldots\left(x_{-1} \ldots x_{n-2}\right)\left(x_{0} \ldots x_{n-1}\right)\left(x_{1} \ldots x_{n}\right) \ldots \in X^{[n]}$.

Note that an $n$-block code on $X$ may be viewed as a 1-block code on $X^{[n]}$.
There is an analogous notion for graphs: $G^{[n]}$ denotes the graph whose states are paths of length $n-1$ in $G$ and edges are paths of length $n$ in $G$ with the same kind of overlapping condition as in $X^{[n]}$. There is a natural identification between the graph shift $X_{G^{[n]}}$ and $\left(X_{G}\right)^{[n]}$.

Observe that for a labeled graph $(G, L), L_{\infty}$ is a 1-block code. In fact, every 1-block code on a graph shift is of this form. One special case of this is as follows. Suppose that $(G, L)$ is a presentation of a sofic subshift contained in a graph shift $X_{H}$. Then $L$ can be regarded as (the edge mapping of) a graph homomorphism: $\left(L^{*}, L\right):(\mathcal{V}(G), \mathcal{E}(G)) \rightarrow(\mathcal{V}(H), \mathcal{E}(H))$.

A factor map, sometimes called a factor code, is a sliding block code which is onto. We say that the image is a factor of the domain and the domain is an extension of the image. An imbedding is a sliding block code which is 1-1. A conjugacy is a sliding block code which is 1-1 and onto. Conjugacies are the fundamental mappings of symbolic dynamics. If there is a conjugacy from one shift space $X$ to another shift space $Y$, then $X$ and $Y$ are forced to share many properties; for instance, if one is an SFT (resp., sofic), then so is the other. However, the property of being a graph shift is not preserved under conjugacy; in fact, it is well known that a shift space is an SFT if and only if it is conjugate to a graph shift.
3. The structure of conjugacies betweeen graph shifts. It is well known that every conjugacy between graph shifts can be broken down into conjugacies obtained by the basic graph operations: out-splitting; in-splitting; out-amalgamation; in-amalgamation; and graph isomorphism. We briefly review these operations.

An out-splitting $H$ of a graph $G$ is obtained as follows: for each state $I$ of $G$, partition the outgoing edges from $I$ into sets $\left\{P_{I}^{1}, \ldots, P_{I}^{m_{I}}\right\}$. The graph $H$ has vertices $\left\{I^{1}, \ldots, I^{m_{I}}\right\}$ and an edge, called $e^{j}$, from state $I^{i}$ to state $J^{j}$ for each edge $e \in P_{I}^{i}$ from $I$ to $J$. The states $I^{i}$ are called descendants of state $I$, and the edges $e^{j}$ are called descendants of edge $e$. The state $I^{i}$ and its outgoing edges in $H$ are shown in Fig. 1.


Fig. 1.

Note that an out-splitting can split several states simultaneously, each into several pieces (sometimes, an out-splitting is called a round of out-splitting to emphasize that several things are done at the same time).

And an in-splitting is defined by partitioning incoming edges rather than outgoing edges. When $H$ is an out-splitting of $G$, we say that $G$ is an out-amalgamation of $H$. When $H$ is an in-splitting of $G$, we say that $G$ is an in-amalgamation of $H$. We include graph isomorphism as a basic graph operation as well.

The notion of "state combining," as in [18], is a combination of in-splitting and out-amalgamation.

Each basic graph operation creates a graph $H$ from a graph $G$. Associated to such an operation is a basic graph conjugacy $X_{G} \rightarrow X_{H}$. For instance, if $H$ is an outsplitting of $G$, then the basic graph conjugacy is the 2-block code $\phi=\Phi_{\infty}: X_{G} \rightarrow X_{H}$ defined by

$$
\Phi(e f)=e^{j}
$$

where $j$ is the index of the partition element to which $f$ belongs. Now, $G$ is an out-amalgamation of $H$ and the associated basic graph conjugacy is the 1-block code $\psi=\Psi_{\infty}: X_{H} \rightarrow X_{G}$ defined by

$$
\Psi\left(e^{j}\right)=e .
$$

The basic graph conjugacy associated to a graph isomorphism is simply a relabeling of the symbols of the shift; for our purposes, this is not very important, and we will often forget about it (on the other hand, it is extremely crucial in the theory of automorphisms of SFTs-see [34]).

We sometimes refer to the conjugacy associated with a basic graph operation as that basic graph operation itself.

The following is a cornerstone of symbolic dynamics, due to R. F. Williams.
Theorem 3.1 ([35], [32, Chap. 5, §3]). Every conjugacy between graph shifts is the composition of basic graph conjugacies.

Now, let $(G, L)$ and $(H, M)$ be labeled graphs which present the same sofic shift $X$. We say that $(H, M)$ is obtained from $(G, L)$ by basic graph operations if there is a sequence of presentations

$$
(G, L)=\left(G_{0}, L_{0}\right),\left(G_{1}, L_{1}\right), \ldots,\left(G_{n}, L_{n}\right)=(H, M)
$$

of $X$ and basic graph conjugacies

$$
\psi_{i}: X_{G_{i}} \rightarrow X_{G_{i+1}}
$$



Fig. 2.
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such that the diagram in Fig. 2 commutes. Notice what happens to the labeling $L$ of $(G, L)$ if $\psi: X_{G} \rightarrow X_{H}$ is a splitting: the label of each edge in $G$ is copied to all of its descendants in $H$. Viewed the other way, this says that if $\psi^{-1}: X_{H} \rightarrow X_{G}$ is an amalgamation, then any two edges of $H$ amalgamating to the same edge of $G$ must have the same label.

By focusing on the perimeter of the commutative diagram of Fig. 2, we see that if ( $H, M$ ) is obtained from ( $G, L$ ) by basic graph operations, then there is a conjugacy $\psi: X_{G} \rightarrow X_{H}$ such that the diagram in Fig. 3 commutes.

In fact, the converse is true.
Theorem 3.2. Let $(G, L)$ and $(H, M)$ be labeled graphs which present the same sofic shift $X$. Then $(H, M)$ is obtained from $(G, L)$ by basic graph operations if and only if there is a conjugacy $\psi: X_{G} \rightarrow X_{H}$ such that the diagram in Fig. 3 commutes.

Proof. It remains to verify the "If" direction. Decompose $\psi$ into basic graph conjugacies $\psi_{i}: X_{G_{i}} \rightarrow X_{G_{i+1}}$. We claim that this can be done so that all of the splittings come first. To see this, it suffices to show that if $H$ is an amalgamation (out or in) of $G$ and $K$ is a splitting (out or in) of $H$, then there is a graph $A$ such that $A$ is a splitting of $G$ and $K$ is an amalgamation of $A$ and the diagram of basic graph conjugacies in Fig. 4 commutes. This can be done by mimicking the splitting of $H$ by a splitting of $G$ or by using the fiber product construction-for the latter, see Proposition 8.6 and the definition of fiber product before it; we leave the proof as an exercise for the reader.

So, we may suppose that $G=G_{0}, G_{1}, \ldots, G_{\ell}$ are constructed by out-splitings/insplittings, and $G_{\ell+1}, \ldots, G_{n}=H$ are constructed by out-amalgamations/inamalgamations. For $0 \leq i \leq \ell-1$, let $\theta_{i}=\left(\Theta_{i}\right)_{\infty}=\left(\psi_{0}\right)^{-1} \circ \cdots \circ\left(\psi_{i}\right)^{-1}$; then $\theta_{i}$ is a 1-block code, and we define $L_{i}=L \circ \Theta_{i}$. For $\ell \leq i \leq n-1$, let $\theta_{i}=\left(\Theta_{i}\right)_{\infty}=\left(\psi_{n-1}\right) \circ \cdots \circ\left(\psi_{i}\right)$; then $\theta_{i}$ is a 1-block code, and we define $L_{i}=M \circ \Theta_{i}$. The reader can verify that, with these choices, the diagram in Fig. 3 above commutes.

In later sections, we will have more to say about the specific sequence of basic graph operations used to pass from ( $G, L$ ) to ( $H, M$ ) in terms of the conjugacy $\psi$. See Proposition 8.2 and Lemma 8.5.
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4. Right-resolving labelings and the Fischer cover. A labeled graph is called right resolving if, at each state $I$, all of the outgoing edges from $I$ have distinct labels. Intuitively, this means that, given knowledge of an initial state, the label resolves the outgoing edge. In automata theory, "right resolving" is usually called "deterministic." When $(G, L)$ is right resolving, we will sometimes say that the labeling $L$, or the 1 -block code $L_{\infty}$ that it generates, is right resolving.

Likewise, we have the notion of left resolving: replace "outgoing" with "incoming" in the definition above.

Consider the special case in which the following conditions hold: $G$ is irreducible, ( $G, L$ ) presents a graph shift $X_{H}$, and $L$ is right resolving; then, we have the following unique lifting property: $L$ is the edge mapping of a graph homomorphism $\left(L^{*}, L\right)$ from $G$ to $H$, and for each state $I$ of $G$ and each outgoing edge $e$ in $H$ from $L^{*}(I)$, there is a unique edge $d$ in $G$ such that $d$ is outgoing from $I$ and $L(d)=e$ as shown in Fig. 5. See [11, p. 8].

Every sofic shift $X$ has a right-resolving presentation. We define one such presentation below.

Let $X^{+}$(resp., $X^{-}$) denote the set of all right (resp., left) semiinfinite sequences which appear in elements of $X$ :

$$
\begin{aligned}
X^{+} & =\left\{x_{[0, \infty)}: x \in X\right\} \\
X^{-} & =\left\{x_{(-\infty,-1]}: x \in X\right\}
\end{aligned}
$$

For a left semiinfinite sequence $x^{-} \in X^{-}$, define the follower set of $x^{-}$to be the set of all right semiinfinite sequences that can follow it:

$$
\mathcal{F}\left(x^{-}\right)=\left\{y^{+}: x^{-} y^{+} \in X\right\}
$$

Now, the Krieger cover $\left(K_{X}, M_{X}\right)$ of $X$ is the right-resolving labeled graph whose vertices are the follower sets $\left\{\mathcal{F}\left(x^{-}\right): x \in X\right\}$ with an edge

$$
\mathcal{F}_{1} \rightarrow \mathcal{F}_{2}
$$

labeled $u$ whenever there is an $x \in X$ such that $x_{0}=u, \mathcal{F}_{1}=\mathcal{F}\left(x^{-}\right)$and $\mathcal{F}_{2}=$ $\mathcal{F}\left(x^{-} u\right)$. Such an edge is denoted $e\left(\mathcal{F}_{1}, u\right)$. It is well known that a shift space is sofic if and only if it has only finitely many follower sets, and if so, $\left(K_{X}, M_{X}\right)$ is a (right-resolving) presentation of $X$.

A shift space $X$ is called irreducible if for every (ordered) pair of blocks $u, v$ that appear in $X$, there is a block $w$ such that $u w v$ appears in $X$. An element $x \in X$ is called left transitive if every block that appears in $X$ appears infinitely often to the left in $x$. It is not hard to see that a shift space is irreducible if and only if it has a left-transitive point. In fact, if $X$ is irreducible, then the set of left-transitive points is dense in the sense that for every $x \in X$ and positive integer $n$, there is a left-transitive point $x^{\prime} \in X$ such that $x_{[-n, n]}^{\prime}=x_{[-n, n]}$.

For an irreducible sofic shift $X$, let $F_{X}$ be the subgraph of $K_{X}$ whose edges are incident to follower sets of left-transitive points (here, we mean a vertex which can be expressed as the follower set of a left-transitive point; it may also be expressable as the follower set of a point which is not left transitive). Clearly, $F_{X}$ is a sink component of $K_{X}$, i.e., every outgoing edge in $K_{X}$ from a vertex in $F_{X}$ is an edge in $F_{X}$. So, $F_{X}$ is irreducible. Let $L_{X}=M_{X} \mid F_{X}$. The labeled graph ( $F_{X}, L_{X}$ ) is called the Fischer cover of $X$. ${ }^{1}$

Let $X$ be an irreducible sofic shift. According to [13], $X$ is an SFT if and only if $\left(L_{X}\right)_{\infty}$ is 1-1. It is easy to see that $X$ is a graph shift if and only if $L_{X}$ is 1-1.

For a sofic shift $X$, a magic word $w$ is a block in $X$ such that whenever $u w$ and $w v$ are blocks in $X$, so is $u w v$. If a sofic shift is irreducible, then it has a magic word ([13]). Observe that if $x^{-}=\left(x^{\prime}\right)^{-}$and this semiinfinite sequence contains a magic word, then $\mathcal{F}\left(x^{-}\right)=\mathcal{F}\left(\left(x^{\prime}\right)^{-}\right)$. The only important thing to remember about left-transitive points is that they contain magic words infinitely often to the left; this, together with the fact that $\left(L_{X}\right)_{\infty}$ is right resolving, yields the following: If $x$ is left transitive, $x_{(-\infty, i]}=x_{(-\infty, i]}^{\prime},\left(L_{X}\right)_{\infty}(z)=x,\left(L_{X}\right)_{\infty}\left(z^{\prime}\right)=x^{\prime}$, then $z_{(-\infty, i]}=z_{(-\infty, i]}^{\prime}$. In particular, $\left(L_{X}\right)_{\infty}^{-1}(x)$ consists of a single point.

The next result summarizes some basic facts regarding the Fischer cover. In particular, the Fischer cover is the minimal right-resolving presentation.

Theorem 4.1. Let $X$ be an irreducible sofic shift with Fischer cover $\left(F_{X}, L_{X}\right)$.
(1) ([13], see also [25]) For every right-resolving presentation $(G, L)$ of $X$, with $G$ irreducible, there is a right-resolving graph homomorphism $\Psi: G \rightarrow F_{X}$ such that $\Psi_{\infty}$ is onto and the diagram in Fig. 6 commutes.


Fig. 6.

[^52](2) ([24], see also [10]) If $\phi: X \rightarrow Y$ is a conjugacy, then there is a unique conjugacy $c_{\phi}: X_{F_{X}} \rightarrow X_{F_{Y}}$ (called the lift of $\phi$ ) such that the diagram in Fig. 7 commutes.


Fig. 7.
The following is a useful fact regarding right-resolving labelings.
Proposition 4.2. Let $G, H$ be irreducible graphs, and let $f_{1}: X_{G} \rightarrow X_{H}, f_{2}$ : $X_{H} \rightarrow Y$ be 1 -block codes with $f_{1}$ onto. Then $f_{2} \circ f_{1}$ is right (resp., left) resolving if and only if $f_{2}$ and $f_{1}$ are right (resp., left) resolving.

Proof. Clearly, the composition of two right-resolving codes is right resolving. If $f_{2} \circ f_{1}$ is right resolving, then $f_{1}$ cannot collapse two edges of $G$ having the same initial state. Thus $f_{1}$ is right resolving. So, it remains to prove:

$$
f_{2} \circ f_{1} \text { right resolving } \Rightarrow f_{2} \text { right resolving. }
$$

Write $f_{1}=\left(F_{1}\right)_{\infty}$ and $f_{2}=\left(F_{2}\right)_{\infty}$. If $f_{2}$ were not right resolving, then there would be two distinct edges $e, e^{\prime}$ in $H$, with the same initial state $J$ such that $F_{2}(e)=F_{2}\left(e^{\prime}\right)$.

Since $f_{1}$ is a 1-block code from a graph shift into another, $F_{1}$ is the edge mapping of a graph homomorphism: $\left(F_{1}^{*}, F_{1}\right)$. Since $f_{1}$ is a right-resolving code from one irreducible graph shift onto another, it has the unique lifting property. So, we can lift the edges $e, e^{\prime}$ to distinct edges $d, d^{\prime}$ in $G$ with the same initial state, namely any $F_{1}^{*}$ preimage $I$ of $J$, such that $F_{1}(d)=e, F_{1}\left(d^{\prime}\right)=e^{\prime}$. This is shown in Fig. 8. However,


Fig. 8.
then $F_{2} \circ F_{1}(d)=F_{2} \circ F_{1}\left(d^{\prime}\right)$, contradicting the fact that $f_{2} \circ f_{1}$ is right resolving. ■

There is a "delayed" version of right resolving: a labeled graph $(G, L)$ is called right closing if there is a nonnegative integer $d$ such that for each state $I$ all paths of length $d+1$ which begin at $I$ and have the same $L$-label must also have the same initial edge. We denote the smallest such $d$ by $d(G, L)=d(L)=d\left(L_{\infty}\right)$, and we call this the delay of $L$. If ( $G, L$ ) is not right closing, then we declare $d=\infty$. We sometimes call the labeling $L$ itself, or the 1-block code $L_{\infty}$, right closing. Observe that $L$ is right resolving if and only if $L$ is right closing with delay zero.

Both notions, right resolving and right closing, can be formulated in the more general context of sliding block codes on shift spaces as follows.

Let $\phi: X \rightarrow Y$ be a sliding block code on a shift space. We say that $\phi$ is right resolving if it is a 1-block code $\phi=\Phi_{\infty}$ and whenever $u v$ and $u v^{\prime}$ are 2-blocks in $X$ (with the same initial symbol $u$ ) and $\Phi(u v)=\Phi\left(u v^{\prime}\right)$, then $v=v^{\prime}$; we say that $\phi$ is right closing if whenever $x, x^{\prime} \in X, x_{(-\infty, i]}=x_{(-\infty, i]}^{\prime}$ for some $i$, and $\phi(x)=\phi\left(x^{\prime}\right)$, then $x=x^{\prime}$.

We leave it to the reader to verify that these definitions reduce to the definitions that we gave earlier in the case that $\phi$ is a 1 -block code on a graph shift (i.e., induced by a labeled graph).

The following is an analogue of Proposition 4.2 for right-closing codes.
Proposition 4.3 (see [10]). Let $X, Y$ be irreducible SFTs and $f: X \rightarrow Y, g$ : $Y \rightarrow Z$ be sliding block codes with $f$ onto. Then $g \circ f$ is right closing (resp., left closing) if and only if $g$ and $f$ are right closing (resp., left closing). Also, if $X$ and $Y$ are merely sofic and $g \circ f$ is right closing (resp., left closing), then $f$ is right closing (resp., left closing).

The proof of this is analogous to that of Proposition 4.2; it is contained in [10, Lem. 12].

For right-closing labelings, we have the following more specific version of Proposition 4.3, which generalizes Proposition 4.2. Since it is not used directly in the remainder of this paper, we defer the proof to Appendix I.

Proposition 4.4. Let $G, H$ be irreducible graphs, and let $f_{1}: X_{G} \rightarrow X_{H}, f_{2}$ : $X_{H} \rightarrow Y$ be 1-block codes with $f_{1}$ onto. Then $d\left(f_{2} \circ f_{1}\right) \leq d\left(f_{2}\right)+d\left(f_{1}\right), d\left(f_{1}\right) \leq$ $d\left(f_{2} \circ f_{1}\right)$, and $d\left(f_{2}\right) \leq d\left(f_{2} \circ f_{1}\right)$. In particular, $f_{2} \circ f_{1}$ is right closing if and only if $f_{2}$ and $f_{1}$ are.

There is a version of the notion of delay for sliding block codes on irreducible sofic shifts; this is given in $\S 7$. Proposition 4.4 actually generalizes to this setting.
5. A basic construction. In this section, we associate some apparatus to sliding block codes-especially sliding block codes on sofic shifts.

Let $X, Y$ be shift spaces over the alphabets $\mathcal{U}, \mathcal{V}$. Let $\phi: X \rightarrow Y$ be a sliding block code. Define

$$
S_{\phi}=\{(x, \phi(x)): x \in X\}
$$

We naturally identify a pair of sequences with a sequence of pairs, and regard $S_{\phi}$ as a subshift over the alphabet $\mathcal{U} \times \mathcal{V}$. Define

$$
\mathcal{I}_{\phi}: \mathcal{U} \times \mathcal{V} \rightarrow \mathcal{V}, \quad \mathcal{I}_{\phi}(u, v)=v
$$

and

$$
\mathcal{O}_{\phi}: \mathcal{U} \times \mathcal{V} \rightarrow \mathcal{U} \quad \mathcal{O}_{\phi}(u, v)=u
$$

Then $\left(\mathcal{I}_{\phi}\right)_{\infty}: S_{\phi} \rightarrow Y$ and $\left(\mathcal{O}_{\phi}\right)_{\infty}: S_{\phi} \rightarrow X$ are 1-block codes, and we have

$$
\left(\mathcal{O}_{\phi}\right)_{\infty}(x, \phi(x))=x, \quad\left(\mathcal{I}_{\phi}\right)_{\infty}(x, \phi(x))=\phi(x) .
$$

Note that $\phi$ is a factor map (i.e., onto $Y$ ), if and only if $\left(\mathcal{I}_{\phi}\right)_{\infty}$ is.
The following is a consequence of the definitions.
Proposition 5.1. Let $X$ and $Y$ be shift spaces and $\phi: X \rightarrow Y$ be a sliding block code. Then $\left(\mathcal{O}_{\phi}\right)_{\infty}$ is a conjugacy, and we have the commutative diagram in Fig. 9.

Proof. $\left(\mathcal{O}_{\phi}\right)_{\infty}$ is a conjugacy since $x$ determines $\phi(x)$. The commutativity of the diagram is immediate.


Fig. 9.

So, $X$ and $S_{\phi}$ share many properties, such as the following: $X$ is an SFT if and only if $S_{\phi}$ is an SFT; $X$ is sofic if and only if $S_{\phi}$ is sofic; $X$ is irreducible if and only if $S_{\phi}$ is irreducible. In particular, if $X$ is an irreducible sofic shift, then, so is $S_{\phi}$, and thus it too has a Fischer cover. We denote the Fischer cover ( $F_{S_{\phi}}, L_{S_{\phi}}$ ) by simply ( $F_{\phi}, L_{\phi}$ ). We write

$$
\overline{\mathcal{I}}_{\phi}=\mathcal{I}_{\phi} \circ L_{\phi}, \quad \overline{\mathcal{O}}_{\phi}=\mathcal{O}_{\phi} \circ L_{\phi}
$$

Applying the basic properties of the Fischer cover in this setting, we obtain the following theorem.

Theorem 5.2. Let $X$ be an irreducible sofic shift, and let $\phi: X \rightarrow Y$ be a sliding block code.
(1) The diagram of Fig. 10 commutes.
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(2) $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)=\left(F_{\phi}, \mathcal{O}_{\phi} \circ L_{\phi}\right)$ is obtained from $\left(F_{X}, L_{X}\right)$ by a sequence of basic graph operations.
Proof. (1): this follows from Proposition 5.1, Theorem 4.1 (part (2)), and the definitions of $\overline{\mathcal{I}}_{\phi}, \overline{\mathcal{O}}_{\phi}$. (2): this comes from the commutativity of the left-most triangle in part (1) and Theorem 3.2.

When $\overline{\mathcal{I}}_{\phi}$ is right resolving, the apparatus given in Theorem 5.2 has more meaning. This is developed in the next section.
6. Encoders, decoders, and the canonical encoder. A finite-state code $(G, \mathcal{I}, \mathcal{O})$ is a graph $G$, together with two labelings $\mathcal{I}, \mathcal{O}$ (the input and output labelings) such that $\mathcal{I}_{\infty}$ is right resolving and $\mathcal{O}_{\infty}$ is right closing.

The idea is that we can use a finite-state code as a finite-state machine to encode right semiinfinite sequences presented by $(G, \mathcal{I})$ (well, at least all sequences that are presented by the $\mathcal{I}$-labeling of $G$ beginning at some fixed state of $G$ ) to right semiinfinite sequences presented by $(G, \mathcal{O})$; since $\mathcal{I}$ is right resolving, the encoding is
accomplished symbol-by-symbol, and since $\mathcal{O}$ is right closing, the decoding is accomplished with bounded delay.

Recall from $\S 1$ that we imagine that encoded information is transmitted across a noisy channel and then decoded. Recall also that it is desirable that each decoded symbol be a function of only a bounded number of encoded symbols, and thus that decoding be implemented by a sliding block decoder.

A sliding block decoder $\phi: X \rightarrow Y$ is a sliding block code for which there is a finite-state code $(G, \mathcal{I}, \mathcal{O})$ such that $X=\mathcal{O}_{\infty}\left(X_{G}\right), \mathcal{I}_{\infty}\left(X_{G}\right)=Y$, and the diagram in Fig. 11 commutes. We say that $\phi$ is a decoder for $(G, \mathcal{I}, \mathcal{O})$ and that $(G, \mathcal{I}, \mathcal{O})$ is an encoder for $\phi$. Note that, by definition, $\phi(X)=\mathcal{I}_{\infty}\left(X_{G}\right)=Y$.


Fig. 11.
If the diagram in Fig. 11 commutes, and $\mathcal{I}$ is right resolving, then by Proposition $4.3, \mathcal{O}$ is automatically right closing. So, we have the following proposition.

Proposition 6.1. An encoder for a sliding block decoder $\phi$ is a $(G, \mathcal{I}, \mathcal{O})$ such that the diagram in Fig. 11 commutes and $\mathcal{I}_{\infty}$ is right resolving.

The following result shows that every sliding block decoder on an irreducible sofic shift has a canonical minimum encoder. The proof is based on an idea of M. Nasu's. In [31, §7], he views a pair of graph homomorphisms $p: K \rightarrow G$ and $q: K \rightarrow H$ as a presentation $(K,(p, q))$ of a sofic shift, and then considers a canonical cover of this sofic shift. Here, we consider the Fischer cover $X_{F_{\phi}}$ of the sofic shift $S_{\phi}$.

Theorem 6.2. Let $X$ be an irreducible sofic shift, and let $\phi: X \rightarrow Y$ be a sliding block decoder. Then $\left(F_{\phi}, \overline{\mathcal{I}}_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is an encoder for $\phi$ and is the unique minimum encoder in the following sense:

Let $(G, \mathcal{I}, \mathcal{O})$ be any encoder for $\phi$ with $G$ irreducible. Then there is a rightresolving graph homomorphism $M: G \rightarrow F_{\phi}$ such that $M_{\infty}$ is onto and the diagram in Fig. 12 commutes.


Fig. 12.
Proof. Let $(G, \mathcal{I}, \mathcal{O})$ be an encoder for $\phi$ with $G$ irreducible. Let $\Psi$ be the labeling of the graph $G$ defined by

$$
\Psi(e) \equiv(\mathcal{O}(e), \mathcal{I}(e))
$$

Then

$$
\psi \equiv \Psi_{\infty}(z)=\left(\mathcal{O}_{\infty}(z), \mathcal{I}_{\infty}(z)\right)
$$

and we have the commutative diagram in Fig. 13. Now, since $\psi,\left(\mathcal{I}_{\phi}\right)_{\infty}$ and $\mathcal{I}_{\infty}$ are


Fig. 13.
1-block codes and $\mathcal{I}$ is right resolving, so is $\Psi$. Since $\mathcal{O}_{\infty}$ maps onto $X,(G, \Psi)$ is a right-resolving presentation of $S_{\phi}$. Thus, by Theorem 4.1 (part 1), there is a rightresolving graph homomorphism $M: G \rightarrow F_{\phi}$ such that $M_{\infty}$ is onto and the diagram in Fig. 14 commutes. Thus, the diagram in Fig. 12 commutes.


Fig. 14.
By Proposition 4.2, since $\mathcal{I}$ is right resolving, so is $\overline{\mathcal{I}}_{\phi}$; thus, $\left(F_{\phi}, \overline{\mathcal{I}}_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is indeed an encoder for $\phi$.

Note that the minimality of the Fischer cover (Theorem 4.1 (part (1))) amounts to the special case of Theorem 6.2 where $X=Y$ and $\phi=\mathrm{id}$ (here, and in the remainder of the paper, id denotes the identity map).

We now consider sliding block decoders that have an encoder $(G, \mathcal{I}, \mathcal{O})$ such that $\mathcal{O}$ is left resolving and $X$, the domain of $\phi$, is a graph shift. In the following, we will see that in such a case $\overline{\mathcal{O}}_{\phi}$ itself is left resolving.

Proposition 6.3. Let $\phi$ be a sliding block decoder on an irreducible graph shift $X=X_{H}$ which has an encoder $(G, \mathcal{I}, \mathcal{O})$ such that $G$ is irreducible and $\mathcal{O}$ is left resolving. Then, $\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty}$ is a left-resolving conjugacy.

Proof. By Theorem 6.2, we may write

$$
\begin{equation*}
\mathcal{O}_{\infty}=\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty} \circ M_{\infty}, \tag{1}
\end{equation*}
$$

where $M: G \rightarrow F_{\phi}$ is a graph homomorphism with $M_{\infty}$ onto. By Proposition 4.2, since $\mathcal{O}$ is left resolving, so is $\overline{\mathcal{O}}_{\phi}$.

Since $X$ is an SFT, $\left(L_{\phi}\right)_{\infty}$ is a conjugacy. Thus, since $\left(\mathcal{O}_{\phi}\right)_{\infty}$ is always a conjugacy, $\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty}$ is a conjugacy. So, $\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty}$ is a left-resolving conjugacy.

If, in the preceding result, $\mathcal{O}_{\infty}$ is a left-resolving conjugacy, then by (1) $M_{\infty}$ : $X_{G} \rightarrow X_{F_{\phi}}$ is a left-resolving conjugacy. But since $\mathcal{I}_{\infty}=\left(\overline{\mathcal{I}}_{\phi}\right)_{\infty} \circ M_{\infty}$ and $\mathcal{I}$ is right resolving, $M_{\infty}$ is a biresolving (i.e., both right- and left-resolving) conjugacy. Since the domain and range of this code are both irreducible graph shifts, $M$ is a graph isomorphism (see [30, §2], [5, Lem. 4]). Thus, we have recovered the result [5, Thm. 2] that whenever a conjugacy $\phi: X_{G} \rightarrow X_{H}$ between graph shifts can be expressed as

$$
\begin{equation*}
\phi=g \circ f^{-1} \tag{2}
\end{equation*}
$$

where $f: X_{K} \rightarrow X_{G}$ is a left-resolving conjugacy and $g: X_{K} \rightarrow X_{H}$ is a rightresolving conjugacy, then expression (2) is unique (up to codes that simply relabel the alphabet). M. Nasu has informed us that this also follows directly from [31, Lem. 3.12].
7. Characterization of sliding block decoders. Our next result characterizes when a sliding block code is a sliding block decoder in terms of a "right-resolving" type of property. The proof of this result pretty much boils down to an understanding of what $\left(F_{\phi}, L_{\phi}\right)$ really is. Well, $\left(F_{\phi}, L_{\phi}\right)$, is the right-resolving labeled graph whose vertices are the follower sets $\mathcal{F}\left((x, y)_{(-\infty,-1]}\right)$ where $(x, y) \in S_{\phi}$ is left transitive, with an edge

$$
\mathcal{F}\left((x, y)_{(-\infty,-1]}\right) \rightarrow \mathcal{F}\left(\left(x^{\prime}, y^{\prime}\right)_{(-\infty,-1]}\right)
$$

labeled $(u, v)$ whenever $\left(x^{\prime}, y^{\prime}\right)_{(-\infty,-1]}=(x, y)_{(-\infty,-1]}(u, v)$; such an edge is denoted $e(\mathcal{F},(u, v))$, where $\mathcal{F}=\mathcal{F}\left((x, y)_{(-\infty,-1]}\right)$ is the initial vertex.

Theorem 7.1. Let $\phi$ be a sliding block code on an irreducible sofic shift $X$. Then $\phi$ is a sliding block decoder if and only if for all left-transitive points $x \in X$ and $y=\phi(x), x_{(-\infty,-1]}$ and $y_{(-\infty, 0]}$ determine $x_{0}$ (that is, if $x, x^{\prime} \in X$ are left transitive, $y=\phi(x), y^{\prime}=\phi\left(x^{\prime}\right), x_{(-\infty,-1]}=x_{(-\infty,-1]}^{\prime}$, and $y_{(-\infty, 0]}=y_{(-\infty, 0]}^{\prime}$, then $\left.x_{0}=x_{0}^{\prime}\right)$.

Proof. Suppose that $\phi$ is a sliding block decoder.
By Theorem 6.2, $\left(F_{\phi}, \overline{\mathcal{I}}_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is an encoder for $\phi$. So, $\overline{\mathcal{I}}_{\phi}$ is right resolving, and this means that $\mathcal{F}$ and $v$ uniquely determine the edge $e(\mathcal{F},(u, v))$; equivalently, $\mathcal{F}$ and $v$ uniquely determine $u$.

Now, if $x \in X$ is left transitive and $y=\phi(x)$, then $(x, y) \in S_{\phi}$ is left transitive too. So, $\mathcal{F} \equiv \mathcal{F}\left((x, y)_{(-\infty,-1]}\right) \in \mathcal{V}\left(F_{\phi}\right)$. Now, $x_{(-\infty,-1]}$ and $y_{(-\infty,-1]}$ uniquely determine the vertex $\mathcal{F}$. Since $\overline{\mathcal{I}}_{\phi}$ is right resolving, $\mathcal{F}$ and $y_{0}$ uniquely determine the edge $e\left(\mathcal{F},\left(x_{0}, y_{0}\right)\right)$ and therefore $x_{0}$. Thus, $x_{(-\infty,-1]}$ and $y_{(-\infty, 0]}$ determine $x_{0}$.

For the converse, we will show that if the condition holds, then $\overline{\mathcal{I}}_{\phi}$ is right resolving and so $\phi$ is a sliding block decoder.

Let $\mathcal{F}$ be a vertex in $F_{\phi}$, and let $e(\mathcal{F},(u, v))$ be an outgoing edge from $\mathcal{F}$. Then there is a left-transitive point $(x, y) \in S_{\phi}$ such that $\mathcal{F}=\mathcal{F}\left((x, y)_{(-\infty,-1]}\right)$ and $(u, v)=$ $\left(x_{0}, y_{0}\right)$. Now, $x$ is left transitive, and $y=\phi(x)$. So, $x_{(-\infty,-1]}$ and $y_{(-\infty, 0]}$ determine $x_{0}$. So, $\mathcal{F}$ and $v$ determine $e(\mathcal{F},(u, v))$, and so $\overline{\mathcal{I}}_{\phi}$ is right resolving, as desired.

The goal of the remainder of this section is to give a version of the condition in the preceding result that is more concrete and is based on graph shifts.

Recall that the memory and anticipation of a sliding block code are not uniquely defined. Nevertheless, it is natural to consider the minimum memory and anticipation
of a sliding block code:

$$
\begin{aligned}
a_{\min } & \equiv a_{\min }(\phi) \equiv \min \{a: \text { for some } m, \phi \text { is an }(m, a) \text {-block code }\} \\
m_{\min } & \equiv m_{\min }(\phi) \equiv \min \{m: \text { for some } a, \phi \text { is an }(m, a) \text {-block code }\} .
\end{aligned}
$$

The following result shows that the minimum memory is actually independent of the minimum anticipation for sliding block codes on graph shifts. See [21] for an example which shows that this result is false for sliding block codes on sofic shifts-in fact on SFTs-in general.

Proposition 7.2. Let $\phi$ be a sliding block code on a graph shift $X_{G}$.
(1) $\phi$ is an ( $m_{\min }, a_{\min }$ )-block code.
(2) If $\phi$ is an $(m, a)$-block code, then $m+a+1 \geq m_{\min }+a_{\min }+1$ with equality if and only if $m=m_{\min }$ and $a=a_{\text {min }}$. In particular, the minimum window length, $m_{\min }+a_{\min }+1$, is divided uniquely between memory and anticipation.
Proof. (1): Let

$$
m^{*}=\min \left\{m: \phi \text { is an }\left(m, a_{\min }\right) \text {-block code }\right\} .
$$

Clearly $m^{*} \geq m_{\min }$. We must show that $m^{*}=m_{\min }$. Suppose not. Then

$$
m_{\min }<m^{*}
$$

Write $\phi=\Phi_{\infty}^{m^{*}, a_{\min }}$. By the definition of $m^{*}$, there are paths in $G$

$$
\gamma=e_{-m^{*}} \ldots e_{a_{\min }}
$$

and

$$
\eta=f_{-m^{*}} \ldots f_{a_{\min }}
$$

of length $m^{*}+a_{\min }+1$ such that

$$
\Phi(\gamma) \neq \Phi(\eta) \quad \text { and } \quad e_{i}=f_{i}, \quad-m^{*}+1 \leq i \leq a_{\min }
$$

Now, we can also write $\phi=\Psi_{\infty}^{m_{\min }, a}$ for some $a \geq a_{\text {min }}$. Let $\omega$ be a path of length $a-a_{\min }$ which begins at $t(\gamma)=t(\eta)$. Let $x, y \in X_{G}$ such that

$$
x_{\left[-m^{*}, a\right]}=\gamma \omega \quad \text { and } \quad y_{\left[-m^{*}, a\right]}=\eta \omega .
$$

Then,

$$
\begin{equation*}
\phi(x)_{0}=\Phi(\gamma) \neq \Phi(\eta)=\phi(y)_{0} . \tag{3}
\end{equation*}
$$

But since $m_{\min }<m^{*}$,

$$
\begin{equation*}
\phi(x)_{0}=\Psi\left(x_{\left[-m_{\min }, a\right]}\right)=\Psi\left(y_{\left[-m_{\min }, a\right]}\right)=\phi(y)_{0} . \tag{4}
\end{equation*}
$$

Equations (3) and (4) contradict one another. This yields part (1).
(2): If $m+a+1=m_{\text {min }}+a_{\text {min }}+1$ and $m>m_{\min }$, then $a<a_{\text {min }}$, contrary to the definition of $a_{\text {min }}$. This gives Part (2).

Write $\gamma=\phi \circ\left(L_{X}\right)_{\infty}$. Define

$$
a=a(\phi) \equiv a_{\min }(\gamma), \quad m=m(\phi) \equiv m_{\min }(\gamma)
$$

and define $d(\phi)$ as the smallest nonnegative integer such that for $z \in X_{F_{X}}$ and $y=$ $\gamma(z), z_{[-m, a-1]}$ and $y_{[0, d]}$ determine $z_{a}$. It is easy to see that this generalizes the notion of delay for labelings that we gave in $\S 4$.

The following proposition characterizes sliding block decoders in terms of $d(\phi)$ and $a(\phi)$.

Proposition 7.3. Let $\phi: X \rightarrow Y$ be a sliding block code on an irreducible sofic shift $X$. Then $\phi$ is a sliding block decoder if and only if

$$
d(\phi) \leq a(\phi)
$$

Proof. Suppose that $\phi$ is a sliding block decoder. Let $z, z^{\prime} \in X_{F_{X}}, y=\gamma(z)$, $y^{\prime}=\gamma\left(z^{\prime}\right)$ be such that

$$
z_{[-m, a-1]}=z_{[-m, a-1]}^{\prime} \quad \text { and } \quad y_{[0, a]}=y_{[0, a]}^{\prime}
$$

We will show that $z_{a}=z_{a}^{\prime}$. Then $d(\phi) \leq a(\phi)$.
We may assume $z$ and $z^{\prime}$ are left transitive and $z_{(-\infty, a-1]}=z_{(-\infty, a-1]}^{\prime}$. Let

$$
x=\left(L_{X}\right)_{\infty}(z), \quad x^{\prime}=\left(L_{X}\right)_{\infty}\left(z^{\prime}\right)
$$

Then $x$ and $x^{\prime}$ are left transitive. Now $x_{(-\infty, a-1]}=x_{(-\infty, a-1]}^{\prime}$ and $y_{(-\infty, a]}=y_{(-\infty, a]}^{\prime}$. Thus by Theorem 7.1, $x_{a}=x_{a}^{\prime}$. Since $L_{X}$ is right resolving, $z_{a}=z_{a}^{\prime}$.

Suppose $d \leq a$. Let $x, x^{\prime} \in X$ be left transitive, $y=\phi(x), y^{\prime}=\phi\left(x^{\prime}\right), x_{(-\infty,-1]}=$ $x_{(-\infty,-1]}^{\prime}$, and $y_{(-\infty, 0]}=y_{(-\infty, 0]}^{\prime}$. We will show $x_{0}=x_{0}^{\prime}$. Choose $z, z^{\prime} \in X_{F_{X}}$ such that $\left(L_{X}\right)_{\infty}(z)=x$ and $\left(L_{X}\right)_{\infty}\left(z^{\prime}\right)=x^{\prime}$. Then $z_{(-\infty,-1]}=z_{(-\infty,-1]}^{\prime}$. Since $y_{(-\infty, 0]}=y_{(-\infty, 0]}^{\prime}$ and $d \leq a$, we have $z_{0}=z_{0}^{\prime}$. Therefore $x_{0}=x_{0}^{\prime}$. Therefore $\phi$ is a sliding block decoder by Theorem 7.1.

In the next proposition, we characterize the delay of a sliding block decoder $\phi: X \rightarrow Y$ in terms of the output labeling $\mathcal{O}$ of any finite-state code $(G, \mathcal{I}, \mathcal{O})$ having sliding block decoder $\phi$.

Proposition 7.4. Let $G$ be an irreducible graph. Let $(G, \mathcal{I}, \mathcal{O})$ be a finite-state code having a sliding block decoder $\phi: X \rightarrow Y$. Then

$$
d(\phi)=\min \left\{d: \forall u \in X_{G}, u_{0} \text { determines } \mathcal{O}_{\infty}(u)_{[0, a-d]}\right\}
$$

Proof. Write $d=d(\phi)$ and

$$
d^{\prime}=\min \left\{d: \forall u \in X_{G}, u_{0} \text { determines } \mathcal{O}_{\infty}(u)_{[0, a-d]}\right\}
$$

$d^{\prime} \leq d:$ Let $u \in X_{G}$. We must show that $u_{0}$ determines $\mathcal{O}_{\infty}(u)_{[0, a-d]}$. We can assume that $u$ is left transitive. Let $z \in X_{F_{X}}$ be such that $\left(L_{X}\right)_{\infty}(z)=\mathcal{O}_{\infty}(u)$. Set $y=\mathcal{I}_{\infty}(u)$. By the definition of delay, $z_{(-\infty,-d+i]}$ and $y_{(-\infty, 1-a+i]}$ together determine $z_{1-d+i}$. Thus $z_{(-\infty,-d]}$ and $y_{(-\infty, 0]}$ determine $z_{[1-d, a-d]}$. Now $u_{(-\infty, 0]}$ determines both $z_{(-\infty, a-d]}$ and $y_{(-\infty, 0]}$; so $u_{(-\infty, 0]}$ determines $\left(L_{X}\right)_{\infty}(z)_{[1-d, a-d]}=$ $\mathcal{O}_{\infty}(u)_{[1-d, a-d]}$, so $u_{(-\infty, 0]}$ determines $\mathcal{O}_{\infty}(u)_{[0, a-d]}$. But $\mathcal{O}_{\infty}$ is a 1-block code on $X_{G}$; so actually, the edge $u_{0}$ determines $\mathcal{O}_{\infty}(u)_{[0, a-d]}$, as was to be shown.
$d \leq d^{\prime}:$ Fix $z \in X_{F_{X}}$ and set $y=\phi \circ\left(L_{X}\right)_{\infty}(z)$. We must show that $z_{[-m, a-1]}$ and $y_{\left[0, d^{\prime}\right]}$ determine $z_{a}$. Since $X_{F_{X}}$ is a graph shift and $\phi \circ\left(L_{X}\right)_{\infty}$ has memory $m$, it suffices to show that $z_{(-\infty, a-1]}$ and $y_{\left[0, d^{\prime}\right]}$ determine $z_{a}$. By Theorem 6.2

$$
d^{\prime}=\min \left\{d: \forall u \in X_{F_{\phi}}, u_{0} \text { determines }\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty}(u)_{[0, a-d]}\right\}
$$

Now $d\left(\overline{\mathcal{O}}_{\phi}\right) \leq a$. (Otherwise there would be two $(m+a+1)$-blocks $u_{-m} \ldots u_{-1} u_{0} \ldots u_{a}$ and $u_{-m} \ldots u_{-1} u_{0}^{\prime} \ldots u_{a}^{\prime}$ in $F_{\phi}$ with $u_{0} \neq u_{0}^{\prime}$ (and therefore with $\left.\overline{\mathcal{I}}\left(u_{0}\right) \neq \overline{\mathcal{I}}\left(u_{0}^{\prime}\right)\right)$ but with $\overline{\mathcal{O}}_{\phi}\left(u_{-m} \ldots u_{-1} u_{0} \ldots u_{a}\right)=\overline{\mathcal{O}}_{\phi}\left(u_{-m} \ldots u_{-1} u_{0}^{\prime} \ldots u_{a}^{\prime}\right)$.) By Theorem 5.2, there is a conjugacy $\theta: X_{F_{X}} \rightarrow X_{F_{\phi}}$. Now $z_{(-\infty, a-1]}$ determines $\left(L_{X}\right)_{\infty}(z)_{(-\infty, a-1]}=\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty}(\theta(z))_{(-\infty, a-1]}$. Using that $d\left(\overline{\mathcal{O}}_{\phi}\right) \leq a$, $\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty}(\theta(z))_{(-\infty, a-1]}$ together with $z_{(-\infty, a-1]}$ determines $\theta(z)_{(-\infty,-1]}$. Use that $\overline{\mathcal{I}}_{\phi}$ is right resolving to see that $\theta(z)_{(-\infty,-1]}$ together with $y_{\left[0, d^{\prime}\right]}$ determines $\theta(z)_{\left(-\infty, d^{\prime}\right]}$. By the definition of $d^{\prime}, \theta(z)_{\left(-\infty, d^{\prime}\right]}$ determines $\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty}(\theta(z))_{\left(-\infty, a-d^{\prime}+d^{\prime}\right]}=$ $\left(L_{X}\right)_{\infty}(z)_{(-\infty, a]}$. But this (together with $z_{(-\infty, a-1]}$ again) determines $z_{a}$, as was to be shown.

Sliding block decoders are intimately related to the following class of codes introduced in [11, §4].

A sliding block code $\phi$ on an irreducible sofic shift is right closing a.e. if for each left-transitive $x \in X$, the tail $x_{(-\infty,-1]}$ and the image $\phi(x)$ of $x$, taken together, determine $x$.

From [11, §4], one can see that $\phi$ is right closing a.e. if and only if $\phi \circ\left(L_{X}\right)_{\infty}$ is right closing (so, if $X$ is an SFT, then right closing a.e. $\Rightarrow$ right closing). And from this, one can show that $\phi$ is right closing a.e. if and only if there is some $k \geq 0$ such that for each left-transitive $x \in X, x_{(-\infty,-1]}$ and $\phi(x)_{(-\infty, k]}$, taken together, determine $x_{0}$.

From this and Theorem 7.1, we obtain the following corollary.
Corollary 7.5. A sliding block code $\phi$ on an irreducible sofic shift $X$ is right closing a.e. if and only if for some $k \geq 0, \phi \circ \sigma^{k}$ is a sliding block decoder.
8. Construction of $\left(\boldsymbol{F}_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ by basic graph operations. We view the canonical encoder $\left(F_{\phi}, \overline{\mathcal{I}}_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ as the labeled graph $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ together with a choice of rightresolving labeling $\overline{\mathcal{I}}_{\phi}$. In the main case of practical interest, $Y$ is the full $k$-shift. In this case, $F_{\phi}$ has out-degree $k$ at each state, and $\overline{\mathcal{I}}_{\phi}$ is simply a 1-1 assignment, for each state $I$ in $F_{\phi}$, of each of the $k$-ary symbols to the edges outgoing from state $I$ (such a labeling is sometimes called a road coloring). So, in some sense, the heart of the construction of $\left(F_{\phi}, \overline{\mathcal{I}}_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is the construction of $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$. This is why we focus, in this section, on how ( $F_{\phi}, \overline{\mathcal{O}}_{\phi}$ ) can be obtained from the Fischer cover ( $F_{X}, L_{X}$ ) by an explicit sequence of basic graph operations. This strengthens Theorem 5.2 (part (2)).

This section is somewhat technical. So, we recommend that the reader skim it first, paying particular attention to the statements of Theorem 8.1, the left and right Markov properties, Proposition 8.2, and Proposition 8.11. After reading the remaining sections, the reader can then come back to this section in detail.

Theorem 8.1. Let $\phi$ be a sliding block decoder on an irreducible sofic shift $X$. Then $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is obtained from $\left(F_{X}, L_{X}\right)$ by a sequence of at most $m(\phi)+d(\phi)$ in-splittings, followed by at most $a(\phi)$ out-splittings, followed by a sequence of inamalgamations. That is, there are presentations

$$
\left(F_{X}, L_{X}\right)=\left(G_{0}, L_{0}\right), \ldots,\left(G_{n}, L_{n}\right)=\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)
$$

of $X$ and basic graph conjugacies $\psi_{i}: X_{G_{i}} \rightarrow X_{G_{i+1}}$ such that for $i=0, \ldots, m(\phi)+$ $d(\phi)-1, \psi_{i}$ are in-splittings, for $i=m(\phi)+d(\phi), \ldots, m(\phi)+d(\phi)+a(\phi)-1, \psi_{i}$ are out-splittings, for $i=m(\phi)+d(\phi)+a(\phi), \ldots, n-1, \psi_{i}$ are in-amalgamations, and the diagram in Fig. 15 commutes.

Observe that if one is interested in the construction of only some encoder for $\phi$ (rather than the canonical encoder), then the in-amalgamations can be eliminated.
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We break the proof of Theorem 8.1 down into Proposition 8.2 and Lemmas 8.3, 8.4, and 8.5.

Proposition 8.2 shows that all resolving conjugacies $\psi: X_{G} \rightarrow X_{H}$ between graph shifts can be constructed by state splitting. The proposition also gives an interpretation of the states of $G$ as the atoms of a partition $\mathcal{P}$ of the length- $m$ paths of $H$, where $m+1$ is the block length of $\psi^{-1}$. These atoms are related to subsets of paths called independent paths in [15]. The partition $\mathcal{P}$ satisfies a property that we now explain.

Let $\mathcal{P}$ be a partition of paths in $H$ of length $m$. We use the notation $[w]$ to denote the atom of $\mathcal{P}$ to which $w$ belongs, and $w \sim w^{\prime}$ to mean that $w$ and $w^{\prime}$ belong to the same atom.

We say that $\mathcal{P}$ satisfies the right Markov property if the following holds:

> If $w \sim w^{\prime}$ and $e$ is an edge that follows $w$ in $H$, then $w_{2} \ldots w_{m} e \sim w_{2}^{\prime} \ldots w_{m}^{\prime} e$.

Note, in particular, that if $w \sim w^{\prime}$, then $t(w)=t\left(w^{\prime}\right)$.
Define a graph $A^{\mathcal{P}}$ as follows. The vertices of the graph $A^{\mathcal{P}}$ are the atoms $[w]$ of $\mathcal{P}$. For each $[w] \in \mathcal{V}\left(A^{\mathcal{P}}\right)$ and each edge $e$ that follows $w$ in $H$, we endow $A^{\mathcal{P}}$ with an edge, called $([w], e)$, from $[w]$ to $\left[w_{2} \ldots w_{m} e\right]$. By virtue of the right Markov property, this makes sense independent of the choice of representative of $[w]$.

We define the 1-block code $\psi^{\mathcal{P}}=\left(\Psi^{\mathcal{P}}\right)_{\infty}$ by

$$
\Psi^{\mathcal{P}}(([w], e))=e .
$$

Notice that $\Psi^{\mathcal{P}}$ is right resolving.
Symmetrically, we can consider partitions that satisfy the left Markov property:

$$
\begin{align*}
& \text { If } w \sim w^{\prime} \text { and } e \text { is an edge that precedes } w \text { in } H,  \tag{6}\\
& \text { then } e w_{1} \ldots w_{m-1} \sim e w_{1}^{\prime} \ldots w_{m-1}^{\prime} .
\end{align*}
$$

And we have the analogous graph construction $A^{\mathcal{P}}$ and 1-block code $\psi^{\mathcal{P}}$.
Proposition 8.2. Let $\psi=\Psi_{\infty}: X_{G} \rightarrow X_{H}$ be a 1-block code, and let $m$ be a positive integer. Then the following conditions are equivalent:
(1) $\psi$ is a 1-block conjugacy with an ( $m, 0$ )-block inverse (resp., $(0, m)$-block inverse).
(2) $(G, \Psi)$ is obtained from ( $H, \mathrm{id}$ ) by a sequence of $m$ in- (resp., out-) splittings.
(3) There is a partition $\mathcal{P}$ of the set of blocks of length $m$ in $H$ that satisfies the right Markov property (resp., left Markov property) such that $G$ is graph isomorphic to $A^{\mathcal{P}}$ and via this isomorphism, $\psi=\psi^{\mathcal{P}}$.

Moreover, a 1-block conjugacy $\psi: X_{G} \rightarrow X_{H}$ has an ( $m, 0$ ) (resp., $(0, m)$ )-block inverse for some $m$ if and only if $\psi$ is right (resp., left) resolving.

Lemma 8.3. Let $\phi$ be a sliding block decoder on an irreducible sofic shift X. Let

$$
\begin{equation*}
\gamma=\phi \circ\left(L_{X}\right)_{\infty}: X_{F_{X}} \rightarrow Y \tag{7}
\end{equation*}
$$

Then there is a right-resolving conjugacy

$$
\pi: X_{F_{\gamma}} \rightarrow X_{F_{\phi}}
$$

such that the diagram in Fig. 16 commutes.
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Lemma 8.4. Let $\gamma$ be a sliding block decoder on an irreducible graph shift $X_{G}$. Then $\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}: X_{F_{\gamma}} \rightarrow X_{G}$ is a 1-block conjugacy whose inverse is an $(m(\gamma)+$ $d(\gamma), a(\gamma))$-block code.

LEMMA 8.5. Let $\theta=\Theta_{\infty}: X_{G} \rightarrow X_{H}$ be a 1-block conjugacy from one graph shift to another such that $\theta^{-1}$ is an $(m, a)$-block code. Then $(G, \Theta)$ is obtained from $(H, \mathrm{id})$ by a sequence of at most $m$ in-splittings, at most a out-splittings and at most $m$ in-amalgamations.

Before we prove the lemmas, we show how to use them to prove Theorem 8.1.
Proof of Theorem 8.1. Let $\gamma$ be as in (7). By Proposition 8.2 and Lemma 8.3, $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is obtained from $\left(F_{\gamma}, L_{X} \circ \overline{\mathcal{O}}_{\gamma}\right)$ by a sequence of in-amalgamations.

By definition, $m(\gamma)=m(\phi), a(\gamma)=a(\phi)$ and $d(\gamma)=d(\phi)$. In particular, we see from Proposition 7.3, that $\gamma$ is also a sliding block decoder. We have, by Lemmas 8.4 and 8.5 (applied to $\left.\theta=\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}\right)$, that $\left(F_{\gamma}, \overline{\mathcal{O}}_{\gamma}\right)$ is obtained from $\left(F_{X}\right.$, id) by a sequence of at most $m(\phi)+d(\phi)$ in-splittings, followed by at most $a(\phi)$ out-splittings, followed by at most $m(\phi)+d(\phi)$ in-amalgamations.

So, $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is obtained from $\left(F_{X}, L_{X}\right)$ by a sequence of at most $m(\phi)+d(\phi)$ in-splittings, followed by at most $a(\phi)$ out-splittings, followed by a sequence of inamalgamations, as desired.

Thus we have the commutative diagram of Fig. 17.


Fig. 17.
Proof of Proposition 8.2. We will prove Proposition 8.2 presently, but first we remark that a proof is already contained in the literature. In [4, Lem. 2.6], it was
shown that conditions (2) and (3) are equivalent. (Actually, in that paper, this result was proven only for full shifts, but essentially the same proof works in general.) In [5, Lem. 5], it was shown that conditions (1) and (3) are equivalent. So, putting these two results together we obtain Proposition 8.2. The "if" half of the "moreover" is contained in [5, Lem. 1]. The other half is easy to see.
$(1) \Rightarrow(3)$. First we show that any two paths $x_{-m} \ldots x_{-1}$ and $x_{-m}^{\prime} \ldots x_{-1}^{\prime}$ in $G$ with $\Psi\left(x_{-m} \ldots x_{-1}\right)=\Psi\left(x_{-m}^{\prime} \ldots x_{-1}^{\prime}\right)$ have the same terminal state. Let

$$
y_{-m} \ldots y_{-1}=\Psi\left(x_{-m} \ldots x_{-1}\right)=\Psi\left(x_{-m}^{\prime} \ldots x_{-1}^{\prime}\right)
$$

Let $x_{-m-1}^{\prime}$ be any edge preceding $x_{m}^{\prime}$ in $G$ and let $x_{0}$ be any edge following $x_{-1}$ in $G$. Denote $\psi^{-1}=\Phi_{\infty}^{(m, 0)}$. Then $x_{-1}^{\prime}=\Phi^{(m, 0)}\left(\Psi\left(x_{-m-1}^{\prime}\right) y_{-m} \ldots y_{-1}\right)$ and $x_{0}=$ $\Phi^{(m, 0)}\left(y_{-m} \ldots y_{-1} \Psi\left(x_{0}\right)\right)$. Now $\Psi\left(x_{-m-1}^{\prime}\right) y_{-m} \ldots y_{-1} \Psi\left(x_{0}\right)$ is a path in $H$, so $t\left(x_{-1}^{\prime}\right)=$ $s\left(x_{0}\right)=t\left(x_{-1}\right)$.

Let $\mathcal{P}$ be the partition of the length- $m$ blocks of $X_{H}$ having, for each state $I$ of $G$, an atom

$$
P_{I}=\left\{y_{-m} \ldots y_{-1}: y_{-m} \ldots y_{-1}=\Psi\left(x_{-m} \ldots x_{-1}\right) \text { and } t\left(x_{-1}\right)=I\right\} .
$$

It is not hard to show that $\mathcal{P}$ is a right Markov partition. We define a label-preserving graph homomorphism $\Theta$ from $(G, \Psi)$ to ( $A^{\mathcal{P}}, \Psi^{\mathcal{P}}$ ) by mapping states via $I \mapsto P_{I}$ and mapping edges via $x_{0} \mapsto\left(P_{s\left(x_{0}\right)}, \Psi\left(x_{0}\right)\right)$. It is not hard to show that this graph homomorphism has an inverse that maps edges by $\left(P_{I}, y_{0}\right) \mapsto \Phi^{(m, 0)}\left(y_{-m} \ldots y_{-1} y_{0}\right)$, where $y_{-m} \ldots y_{-1}$ is any element of the atom $P_{I}$. It follows that $\Theta$ is a graph isomorphism and that $\Psi=\Psi^{\mathcal{P}} \circ \Theta$.
(3) $\Rightarrow(2)$. We use induction on $m$. We must show that $\left(A^{\mathcal{P}}, \Psi^{\mathcal{P}}\right)$ is obtained from ( $H, \mathrm{id}$ ) by a sequence of $m$ in-splittings. A degenerate base case $m=0$ is easy and we omit it. Suppose $m \geq 1$ and we are given a right Markov partition $\mathcal{P}$ of the length- $m$ blocks of $H$. We define a partition $\mathcal{Q}$ of the length- $(m-1)$ blocks of $H$ as follows. Declare $w_{-m+1} \ldots w_{-1} \approx w_{-m+1}^{\prime} \ldots w_{-1}^{\prime}$ if there are edges $w_{-m}$ and $w_{-m}^{\prime}$ with $w_{-m} w_{-m+1} \ldots w_{-1} \sim w_{-m}^{\prime} w_{-m+1}^{\prime} \ldots w_{-1}^{\prime}$. (Two length- 0 blocks are equivalent if and only if they have the same terminal state.) Now define $\mathcal{Q}$ to be the equivalence classes of the transitive closure $\underset{\sim}{\approx}$ of the relation $\approx$. It is not hard to verify that $\mathcal{Q}$ is a right Markov partition.

We show that $\left(A^{\mathcal{P}}, \Psi^{\mathcal{P}}\right)$ is obtained from $\left(A^{\mathcal{Q}}, \Psi^{\mathcal{Q}}\right)$ by one round of in-splitting. In fact, given a state $\left[u_{-m+1} \ldots u_{-1}\right]$ in $A^{\mathcal{Q}}$, the set

$$
\left\{\left[w_{-m} \ldots w_{-1}\right] \in \mathcal{P}:\left[w_{-m+1} \ldots w_{-1}\right]=\left[u_{-m+1} \ldots u_{-1}\right]\right\}
$$

corresponds to a partition of the in-coming edges to state $\left[u_{-m+1} \ldots u_{-1}\right]$. To be precise, $\left[w_{-m} \ldots w_{-1}\right] \in \mathcal{P}$ corresponds to an atom

$$
\left\{\left(\left[v_{-m} \ldots v_{-2}\right], v_{-1}\right): v_{-m} \ldots v_{-2} v_{-1} \in\left[w_{-m} \ldots w_{-1}\right]\right\}
$$

in the partition of the in-coming edges to state $\left[w_{-m+1} \ldots w_{-1}\right]$ in $A^{\mathcal{Q}}$. This gives the inductive step.
$(2) \Rightarrow(1)$. It suffices to prove the case $m=1$, since the composition of an ( $m, 0$ )-block map with a ( 1,0 )-block map is a ( $m+1,0$ )-block map. Suppose ( $G, \Psi$ ) is obtained from ( $H, \mathrm{id}$ ) by one round of in-splitting. Then $\Psi$ is the basic graph conjugacy associated with the in-amalgamation leading from $(G, \Psi)$ to ( $H, \mathrm{id}$ ). Now a length-2 block $f e$ of $H$ determines the index $j$ for which $f \in P_{J}^{j}$, and therefore
determines the edge $e^{j}$ (the unique edge in $G$ terminating length-2 blocks $x_{-1} x_{0}$ with $\Psi\left(x_{-1} x_{0}\right)=f e$ ). Thus $\Psi$ has a ( 1,0 )-block inverse.

Finally, we prove the "moreover." Suppose first that the 1-block conjugacy $\psi$ : $X_{G} \rightarrow X_{H}$ has an ( $m, 0$ )-block inverse. Then the implication (1) $\Rightarrow(3)$ shows that $\psi$ is essentially $\psi^{\mathcal{P}}$ for some right Markov partition $\mathcal{P}$. But, as noted above, $\psi^{\mathcal{P}}$ is right resolving.

Now suppose that $\psi: X_{G} \rightarrow X_{H}$ is a right-resolving conjugacy, say with inverse $\psi^{-1}=\Phi_{\infty}^{(m, a)}$. To show that $a$ can be taken to be 0 , we must show that

$$
\Phi^{(m, a)}\left(y_{-m} \ldots y_{0} y_{1} \ldots y_{a}\right)=\Phi^{(m, a)}\left(y_{-m} \ldots y_{0} y_{1}^{\prime} \ldots y_{a}^{\prime}\right)
$$

for any pair of paths $y_{-m} \ldots y_{0} y_{1} \ldots y_{a}$ and $y_{-m} \ldots y_{0} y_{1}^{\prime} \ldots y_{a}^{\prime}$ in the graph $H$. If $a>0$ and if $y_{1} \ldots y_{a-1}=y_{1}^{\prime} \ldots y_{a-1}^{\prime}$, then the edges

$$
x_{0}=\Phi^{(m, a)}\left(y_{-m} \ldots y_{0} y_{1} \ldots y_{a}\right)
$$

and

$$
x_{0}^{\prime}=\Phi^{(m, a)}\left(y_{-m} \ldots y_{0} y_{1}^{\prime} \ldots y_{a}^{\prime}\right)
$$

share the same initial state, namely, the terminal state of any edge in $G$ that can be expressed as $\Phi^{(m, a)}\left(y_{-m-1} \ldots y_{0} y_{1} \ldots y_{a-1}\right)$ for some edge $y_{-m-1}$ preceding $y_{-m}$. Now $\Psi\left(x_{0}\right)=y_{0}=\Psi\left(x_{0}^{\prime}\right)$ and $\Psi$ is right resolving, so $x_{0}=x_{0}^{\prime}$. This shows that, so long as $a>0, a$ can be replaced by $a-1$. By induction, we conclude that $a$ can be taken to be 0 .

Proof of Lemma 8.3. Define

$$
f=F_{\infty}: S_{\gamma} \rightarrow S_{\phi}, \quad(z, \gamma(z)) \mapsto(x, \phi(x)) \text { where } x=\left(L_{X}\right)_{\infty}(z)
$$

Then we have the commutative diagram in Fig. 18. We claim that $f$ is a right-resolving


Fig. 18.
sliding block code (recall that we defined right-resolving sliding block codes-as opposed to only right-resolving labelings-at the end of $\S 4$ ). To see this, first observe that we may write $f=F_{\infty}$ where

$$
F(u, v)=\left(L_{X}(u), v\right) .
$$

Now, suppose that $(u, v)(r, s)$ and $(u, v)\left(r^{\prime}, s^{\prime}\right)$ are 2-blocks (with the same initial symbol $(u, v))$ in $S_{\phi}$ such that $F((r, s))=F\left(\left(r^{\prime}, s^{\prime}\right)\right)$. Then $s=s^{\prime}$ and $r, r^{\prime}$ are edges in $F_{X}$ both of which follow the edge $u$ and have the same $L_{X}$-label; since $L_{X}$ is right resolving, $r=r^{\prime}$ as well, and we have $(r, s)=\left(r^{\prime}, s^{\prime}\right)$. So, $f$ is right resolving.

Since $L_{\gamma}$ is also right resolving, we have that the composition $F \circ L_{\gamma}$ is also right resolving. Since both $\left(L_{\gamma}\right)_{\infty}$ and $F_{\infty}$ are onto, $\left(F_{\gamma}, F \circ L_{\gamma}\right)$ is a right-resolving


Fig. 19.
presentation of $S_{\phi}$. By Theorem 4.1(part (1)), there is a right-resolving factor map $\pi: X_{F_{\gamma}} \rightarrow X_{F_{\phi}}$ such that the diagram in Fig. 19 commutes. Putting the diagrams in Figs. 18 and 19 together, we get the desired commutative diagram, Fig. 16.

It remains now only to see that $\pi$ is actually a conjugacy. For this, recall from Theorem 5.2 (part (1)) that there is a conjugacy $c=c_{\left(\mathcal{O}_{\phi}\right)_{\infty}}: X_{F_{\phi}} \rightarrow X_{F_{X}}$ such that the diagram in Fig. 20 commutes. From the diagrams in Figs. 16 and 20, we get


Fig. 20.

$$
\left(L_{X}\right)_{\infty} \circ\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}=\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty} \circ \pi=\left(L_{X}\right)_{\infty} \circ c \circ \pi .
$$

Now, since $\left(L_{X}\right)_{\infty}$ is 1-1 on the left-transitive points, and since sliding block codes preserve left-transitive points, we have that

$$
c \circ \pi(z)=\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}(z)
$$

for every left-transitive point $z \in X_{F_{\gamma}}$. But since the left-transitive points are dense, this must hold on all of $X_{F_{\gamma}}$ :

$$
\begin{equation*}
c \circ \pi=\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty} \tag{8}
\end{equation*}
$$

Now, since $\left(\mathcal{O}_{\gamma}\right)_{\infty}$ is a conjugacy, $S_{\gamma}$ is an SFT. So, $\left(L_{\gamma}\right)_{\infty}$ is a conjugacy, and therefore so is $\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}$. By (8), so is $\pi$.

Proof of Lemma 8.4. Since the domain of $\gamma$ is a graph shift $X=X_{G}$, we have $\left(F_{X}, L_{X}\right)=(G$, id $)$, so $a \equiv a(\gamma)=a_{\min }(\gamma)$ and $m \equiv m(\gamma)=m_{\min }(\gamma)$. Write $d \equiv d(\gamma)$. By Proposition 7.2, $\gamma$ is an ( $m, a$ )-block code.
$\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}$ is a 1 -block code by definition. To say that $\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}$ is a conjugacy whose inverse is an $(m+d, a)$-block code means: For $x \in X$ and $y=\gamma(x), x_{[-(m+d), a]}$ determines the edge $e\left(\mathcal{F}\left((x, y)_{(-\infty,-1]}\right),\left(x_{0}, y_{0}\right)\right)$ in $F_{\gamma}$. Well, clearly $x_{[-(m+d), a]}$ determines $\left(x_{0}, y_{0}\right)$. It suffices to show that $x_{[-(m+d), a-1]}$ determines $\mathcal{F}\left((x, y)_{(-\infty,-1]}\right)$.

Let $x, x^{\prime} \in X$ such that

$$
x_{[-(m+d), a-1]}=x_{[-(m+d), a-1]}^{\prime} .
$$

Let

$$
y=\gamma(x), y^{\prime}=\gamma\left(x^{\prime}\right)
$$

Suppose that

$$
(u, v)_{[0, \infty)} \in \mathcal{F}\left((x, y)_{(-\infty,-1]}\right) .
$$

We must show that

$$
(u, v)_{[0, \infty)} \in \mathcal{F}\left(\left(x^{\prime}, y^{\prime}\right)_{(-\infty,-1]}\right) .
$$

Let

$$
z=x_{(-\infty,-1]} u_{[0, \infty)} .
$$

Then $z \in X$ and

$$
\gamma(z)=y_{(-\infty,-1]} v_{[0, \infty)}
$$

Let

$$
z^{\prime}=x_{(-\infty,-1]}^{\prime} u_{[0, \infty)}
$$

Since $0 \leq d \leq a$, we have $x_{-1}=x_{-1}^{\prime}$, and so $z^{\prime} \in X$. It remains to show that

$$
\begin{equation*}
\gamma\left(z^{\prime}\right)=y_{(-\infty,-1]}^{\prime} v_{[0, \infty)} \tag{9}
\end{equation*}
$$

We break up the integers into four regions pictured in Fig. 21 and check (9) for coordinates $i$ in each region separately.


Fig. 21.
$i \in(-\infty,-a-1]$ : Since $\gamma\left(x^{\prime}\right)=y^{\prime}$, we have $\gamma\left(z^{\prime}\right)_{(-\infty,-a-1]}=y_{(-\infty,-a-1]}^{\prime}$.
$i \in[m, \infty)$ : Since $\gamma(u)=v$, we have $\gamma\left(z^{\prime}\right)_{[m, \infty)}=v_{[m, \infty)}$.
$i \in[-d, m-1]$ : First, note that if $m+d \leq 0$, then this case does not occur. Now observe that

$$
\begin{aligned}
z_{[-(m+d), a+m-1]}^{\prime} & =x_{[-(m+d),-1]}^{\prime} u_{[0, a+m-1]} \\
& =x_{[-(m+d),-1]} u_{[0, a+m-1]} \\
& =z_{[-(m+d), a+m-1]} .
\end{aligned}
$$

Thus, since $\gamma$ is an ( $m, a$ )-block code,

$$
\begin{equation*}
\gamma\left(z^{\prime}\right)_{[-d, m-1]}=\gamma(z)_{[-d, m-1]}=y_{[-d,-1]} v_{[0, m-1]} . \tag{10}
\end{equation*}
$$

Since $x_{[-(m+d), a-1]}=x_{[-(m+d), a-1]}^{\prime}$, we have

$$
\begin{equation*}
y_{[-d,-1]}=y_{[-d,-1]}^{\prime} . \tag{11}
\end{equation*}
$$

Comparing (10) and (11), we see that

$$
\gamma\left(z^{\prime}\right)_{[-d, m-1]}=y_{[-d,-1]}^{\prime} v_{[0, m-1]} .
$$

$i \in[-a,-d-1]:$ Since $d=d(\gamma), x_{(-\infty,-1]}=z_{(-\infty,-1]}$ and $\gamma(x)_{[-a,-1]}=$ $y_{[-a,-1]}=\gamma(z)_{[-a,-1]}$, we have

$$
x_{[0, a-d-1]}=z_{[0, a-d-1]} .
$$

Thus,

$$
x_{[0, a-d-1]}=u_{[0, a-d-1]} .
$$

So,

$$
\begin{aligned}
z_{[-m-a, a-d-1]}^{\prime} & =x_{[-m-a,-1]}^{\prime} u_{[0, a-d-1]} \\
& =x_{[-m-a,-1]}^{\prime} x_{[0, a-d-1]}^{\prime} \\
& =x_{[-m-a, a-d-1]}^{\prime} .
\end{aligned}
$$

Thus, since $\gamma$ is an $(m, a)$-block code,

$$
\gamma\left(z^{\prime}\right)_{[-a,-d-1]}=\gamma\left(x^{\prime}\right)_{[-a,-d-1]}=y_{[-a,-d-1]}^{\prime} .
$$

Proof of Lemma 8.5. The proof of this result will make use of the following construction.

Let $\phi_{1}: X_{1} \rightarrow Y$ and $\phi_{2}: X_{2} \rightarrow Y$ be sliding block codes on shift spaces. The fiber product $\left(Z, \psi_{1}, \psi_{2}\right)$ of $\phi_{1}, \phi_{2}$ is the shift space

$$
Z \equiv\left\{\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}: \phi_{1}\left(x_{1}\right)=\phi_{2}\left(x_{2}\right)\right\}
$$

together with

$$
\psi_{i}: Z \rightarrow X_{i}, \quad\left(x_{1}, x_{2}\right) \mapsto x_{i}, \quad i=1,2
$$

We call $\phi_{1}, \phi_{2}$ the legs of the fiber product and $\psi_{1}, \psi_{2}$ the arms of the fiber product.
The following proposition is well known and easy to prove (see [3], [10]).
Proposition 8.6. Let $\phi_{1}: X_{1} \rightarrow Y$ and $\phi_{2}: X_{2} \rightarrow Y$ be sliding block codes on shift spaces. Let $\left(Z, \psi_{1}, \psi_{2}\right)$ be the fiber product of $\phi_{1}, \phi_{2}$.
(1) If $X_{1}$ and $X_{2}$ are graph shifts (resp., SFT, sofic), then $Z$ is a graph shift (resp., SFT, sofic).
(2) If a leg has any of the following properties-right resolving, right closing, 1-1, onto, conjugacy, 1-block code-then so does the opposite arm.
For the proof of Lemma 8.5 we may assume $m>0$, for otherwise, by Proposition $8.2, \theta$ is a left-resolving conjugacy and $(G, \Theta)$ is obtained from ( $H, \mathrm{id}$ ) by at most $a$ rounds of out-splitting. Now, the conclusion of Lemma 8.5 is, by virtue of Proposition 8.2, equivalent to the existence of graphs $A$ and $K$, a left-resolving conjugacy $\psi_{1}: X_{K} \rightarrow X_{A}$ with a ( $0, a$ )-block inverse, and right-resolving conjugacies $\psi_{2}: X_{K} \rightarrow X_{G}, \psi: X_{A} \rightarrow X_{H}$, both with an ( $m, 0$ )-block inverses, such that the diagram in Fig. 22 commutes.

We first construct the right-resolving conjugacy $\psi: X_{A} \rightarrow X_{H}$. Then $\left(X_{K}, \psi_{1}, \psi_{2}\right)$ will be the fiber product of $\psi, \theta$.

The vertices of the graph $A$ will be atoms of a partition of $m$-blocks in $X_{H}$. In order to define this partition, we need the following result.

Sublemma 8.7. Let $\theta: X_{G} \rightarrow X_{H}$ be a 1-block conjugacy with an ( $m, a$ )-block inverse. Let $x, x^{\prime} \in X_{G}$ such that $\theta(x)_{[-m, a-1]}=\theta\left(x^{\prime}\right)_{[-m, a-1]}$. Then $s\left(x_{0}\right)=s\left(x_{0}^{\prime}\right)$.


Fig. 22.

Proof. Let

$$
y=\theta(x), y^{\prime}=\theta\left(x^{\prime}\right), \quad \bar{y}=\theta(x)_{(-\infty, a-1]} \theta\left(x^{\prime}\right)_{[a, \infty)} .
$$

Observe that $\bar{y} \in X_{H}$ since $X_{H}$ is a graph shift.
Let

$$
\bar{x}=\theta^{-1}(\bar{y}) .
$$

Since $\theta^{-1}$ is an $(m, a)$-block code, it follows that

$$
x_{-1}=\bar{x}_{-1} \quad \text { and } \quad x_{0}^{\prime}=\bar{x}_{0} .
$$

Thus,

$$
s\left(x_{0}\right)=t\left(x_{-1}\right)=t\left(\bar{x}_{-1}\right)=s\left(\bar{x}_{0}\right)=s\left(x_{0}^{\prime}\right) .
$$

We continue the proof of Lemma 8.5. For an $(m+a)$-block $w$ of $X_{H}$, fix $y \in X_{H}$ such that $y_{[-m, a-1]}=w$, and let

$$
s^{*}(w)=s\left(\theta^{-1}(y)_{0}\right)
$$

Sublemma 8.7 shows that $s^{*}(w)$ is well defined independent of the choice of $y$.
For each $m$-block $w=w_{1} \ldots w_{m}$ of $X_{H}$, let $f_{w}$ denote the following function on $a$-blocks of $X_{H}$ outgoing from $t(w)$ :

$$
f_{w}(u)=s^{*}(w u) .
$$

Define a partition $\mathcal{P}$ on the set of $m$-blocks of $H$ by declaring $w, w^{\prime}$ to belong to the same atom if and only if

$$
f_{w}=f_{w^{\prime}}
$$

Note that implicitly $f_{w}=f_{w^{\prime}} \Rightarrow t(w)=t\left(w^{\prime}\right)$. As before, we say that $w \sim w^{\prime}$ when $w$ and $w^{\prime}$ belong to the same atom, and we denote this atom by $[w]$.

We now establish the right Markov property (5) for our partition $\mathcal{P}$. Suppose that $w \sim w^{\prime}$ and $e$ follows $w$. Let $u=u_{1} \ldots u_{a}$ be an $a$-block such that $s(u)=t(e)$. We must show that

$$
s^{*}\left(w_{2} \ldots w_{m} e u\right)=s^{*}\left(w_{2}^{\prime} \ldots w_{m}^{\prime} e u\right)
$$

Since $w \sim w^{\prime}$, we have

$$
s^{*}\left(w e u_{[1, a-1]}\right)=s^{*}\left(w^{\prime} e u_{[1, a-1]}\right)
$$

Now, let $v$ be any path in $H$ of length $m$ such that $s(v)=t(u)$.
Write

$$
\theta=\Theta_{\infty}, \quad \theta^{-1}=\Pi_{\infty}^{m, a}
$$

For a 1-block code, such as $\theta=\Theta_{\infty}$, a diamond is a pair of distinct paths with the same initial state, terminal state, and $\Theta$-label. It is well-known that a 1-block conjugacy cannot have a diamond (see [12], [22]).

Now, the paths $\eta \equiv \Pi(w e u v)$ and $\eta^{\prime} \equiv \Pi\left(w^{\prime} e u v\right)$ in $G$ have the same initial state and the same terminal state; since $\Theta_{\infty}$ and $\Pi_{\infty}$ are inverses of one another, $\eta$ and $\eta^{\prime}$ have the same $\Theta$-label. Thus, $\eta=\eta^{\prime}$. In particular,

$$
s^{*}\left(w_{2} \ldots w_{m} e u\right)=s^{*}\left(w_{2}^{\prime} \ldots w_{m}^{\prime} e u\right)
$$

as desired. So, the right Markov property (5) holds. Let

$$
A=A^{\mathcal{P}}, \quad \psi=\psi^{\mathcal{P}} .
$$

By Proposition 8.2, $\psi$ is a right-resolving conjugacy with a ( $m, 0$ )-block inverse.
Let $\left(X_{K}, \psi_{1}, \psi_{2}\right)$ be the fiber product of $\psi, \theta$-we are justified in writing the domain of the fiber product as a graph shift $X_{K}$ by Proposition 8.6 (part (1)).

By Proposition 8.6 (part (2)), since $\psi$ is a right-resolving conjugacy with an ( $m, 0$ )-block inverse, so is $\psi_{2}$, It remains to show that $\psi_{1}: X_{K} \rightarrow X_{A}$ is a leftresolving conjugacy with an $(0, a)$-block inverse. This means that if $(z, x) \in X_{K}$, then $z_{[0, a]}$ determines $x_{0}$.

For this, first observe that, by the definition of $\psi=\psi^{\mathcal{P}}, \Psi\left(z_{[-m,-1]}\right)$ is a path in $H$ that belongs to the state $s\left(z_{0}\right) \in \mathcal{V}(A)$, regarded as an atom of the partition $\mathcal{P}$. Thus, $s\left(z_{0}\right)$ and $\Psi\left(z_{[0, a-1]}\right)$ uniquely determine the state $s\left(x_{0}\right) \in \mathcal{V}(G)$.

For the same reason, $s\left(z_{1}\right)$ and $\Psi\left(z_{[1, a]}\right)$ uniquely determine the state $s\left(x_{1}\right)=$ $t\left(x_{0}\right) \in \mathcal{V}(G)$.

Now, $\Psi\left(z_{0}\right)=\Theta\left(x_{0}\right)$. Thus, $z_{[0, a]}$ determines the initial state, terminal state, and $\Theta$-label of $x_{0}$. Since $\theta$ has no diamonds, we see that $z_{[0, a]}$ does indeed determine $x_{0}$.

This completes the proofs of the lemmas and therefore the proof of Theorem 8.1.

The in-splitting corresponding to the conjugacy $\psi: X_{A} \rightarrow X_{H}$ in the proof of Lemma 8.5 is the minimal amount of in-splitting possible to reach $(G, \Theta)$ from ( $H, \mathrm{id}$ ) by first in-splitting, then out-splitting, and finally in-amalgamating. A precise version of this is given in Proposition 8.8 below. In order to state this result, we need to say what it means for a partition $\mathcal{P}^{\prime}$ on blocks of length $m^{\prime}$ to refine a partition $\mathcal{P}$ on blocks of length $m$, when $m \neq m^{\prime}$. Well, each partition induces a partition on blocks of length $m_{0} \equiv \max \left(m, m^{\prime}\right)$ : two blocks of length $m_{0}$ are in the same atom of the partition induced by $\mathcal{P}$ if their suffixes of length $m$ are in the same atom of $\mathcal{P}$ (and likewise for $\mathcal{P}^{\prime}$ ). When we say that $\mathcal{P}^{\prime}$ refines $\mathcal{P}$, we mean that the partition induced by $\mathcal{P}^{\prime}$ on $m_{0}$-blocks partition refines the partition $\mathcal{P}$ on $m_{0}$-blocks.

Proposition 8.8. Let $\theta=\Theta_{\infty}: X_{G} \rightarrow X_{H}$ be a 1-block conjugacy from one graph shift to another such that $\theta^{-1}$ is an $(m, a)$-block code. Suppose that we have the commutative diagram of Fig. 23, where $\psi^{\prime}: X_{A^{\prime}} \rightarrow X_{H}$ is a right-resolving conjugacy, $\psi_{1}^{\prime}: X_{K^{\prime}} \rightarrow X_{A^{\prime}}$ is a left-resolving conjugacy, and $\psi_{2}^{\prime}: X_{K^{\prime}} \rightarrow X_{G}$ is a 1-block code; then the partition $\mathcal{P}^{\prime}$ corresponding to $\psi^{\prime}$ via Proposition 8.2 refines the partition $\mathcal{P}$ corresponding to $\psi$ (where $\psi$ is as in the proof of Lemma 8.5).
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Proof. We may assume that $\mathcal{P}^{\prime}$ and $\mathcal{P}$ are partitions of blocks of the same length, and we call this length $m_{0}$. Let $a_{0}$ denote the maximum of the anticipation of $\left(\psi_{1}^{\prime}\right)^{-1}$ and $\psi_{1}^{-1}$ (where $\psi_{1}$ is as in the proof of Lemma 8.5). For an $m_{0}$-block $w$ and an $a_{0}$-block $u$, by $s^{*}(w u)$, we mean $s^{*}(\bar{w} \bar{u})$, where $\bar{w}$ is the suffix of $w$ of length $m$ and where $\bar{u}$ is the prefix of $u$ of length $a$.

To show that $\mathcal{P}^{\prime}$ refines $\mathcal{P}$, we choose two $m_{0}$-blocks $w$ and $w^{\prime}$ in the same atom of $\mathcal{P}^{\prime}$ and show that they are in the same atom of $\mathcal{P}$. To this end, let $u$ be any $a_{0}$-block in $X_{H}$ with $t(w)=s(u)$. We will show that $s^{*}(w u)=s^{*}\left(w^{\prime} u\right)$, giving $f_{w}=f_{w^{\prime}}$, whence $w$ and $w^{\prime}$ are in the same atom of $\mathcal{P}$.

Suppose $y, y^{\prime} \in X_{K^{\prime}}$ satisfy $\psi^{\prime} \circ \psi_{1}^{\prime}(y)_{\left[-m_{0}, a_{0}-1\right]}=w u$ and $\psi^{\prime} \circ \psi_{1}^{\prime}\left(y^{\prime}\right)_{\left[-m_{0}, a_{0}-1\right]}=$ $w^{\prime} u$. Now

$$
s\left(\psi_{1}^{\prime}(y)_{0}\right)=s\left(\psi_{1}^{\prime}\left(y^{\prime}\right)_{0}\right)
$$

because both $\psi^{\prime} \circ \psi_{1}^{\prime}(y)_{\left[-m_{0},-1\right]}=w$ and $\psi^{\prime} \circ \psi_{1}^{\prime}\left(y^{\prime}\right)_{\left[-m_{0},-1\right]}=w^{\prime}$ are in the same atom of $\mathcal{P}^{\prime}$. Now $\psi^{\prime}$ is right resolving, so

$$
\psi_{1}^{\prime}(y)_{\left[0, a_{0}-1\right]}=\psi_{1}^{\prime}\left(y^{\prime}\right)_{\left[0, a_{0}-1\right]} .
$$

But $\left(\psi_{1}^{\prime}\right)^{-1}$ is an $\left(0, a_{0}\right)$-block map, so by Sublemma 8.7,

$$
s\left(y_{0}\right)=s\left(y_{0}^{\prime}\right)
$$

Write $\psi_{2}^{\prime}=\left(\Psi_{2}^{\prime}\right)_{\infty}$. Since the diagram in Fig. 23 above commutes,

$$
s^{*}(w u)=\left(\Psi_{2}^{\prime}\right)^{*}\left(s\left(y_{0}\right)\right)=\left(\Psi_{2}^{\prime}\right)^{*}\left(s\left(y_{0}^{\prime}\right)\right)=s^{*}\left(w^{\prime} u\right)
$$

completing the argument that $w$ and $w^{\prime}$ are in the same atom of $\mathcal{P}$.
The following corollary asserts that the in-splitting used in our proof of Theorem 8.1 is the minimal amount of in-splitting that suffices there.

Corollary 8.9. Let $\phi$ be a sliding block decoder on an irreducible sofic shift $X$. Let $\gamma=\phi \circ\left(L_{X}\right)_{\infty}$. Suppose that we have the commutative diagram of Fig. 24, where $\psi^{\prime}: X_{A^{\prime}} \rightarrow X_{F_{X}}$ is a right-resolving conjugacy, $\psi_{1}^{\prime}: X_{K^{\prime}} \rightarrow X_{A^{\prime}}$ is a left-resolving conjugacy, and $\psi_{2}^{\prime}: X_{K^{\prime}} \rightarrow X_{F_{\phi}}$ is a 1-block code; then the partition $\mathcal{P}^{\prime}$ corresponding to $\psi^{\prime}$ via Proposition 8.2 refines the partition $\mathcal{P}$ corresponding to $\psi$ (where $\psi$ is as in the proof of Lemma 8.5 for $\left.\theta=\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}\right)$.

Proof. $\left(K^{\prime}, \overline{\mathcal{I}}_{\phi} \circ \Psi_{2}^{\prime}, \Psi^{\prime} \circ \Psi_{1}^{\prime}\right)$ is an encoder for $\gamma$. Thus, by Theorem 6.2, there is a graph homomorphism $M: K^{\prime} \rightarrow F_{\gamma}$ such that the following diagram in Fig. 25 commutes. Now, apply Proposition 8.8 to $\theta=\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}$.

Suppose that for a finite-state code $(G, \mathcal{I}, \mathcal{O})$ with sliding block decoder $\phi, \mathcal{O}$ can be expressed as

$$
\mathcal{O}=L_{X} \circ M
$$
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where $X$ is the domain of $\phi$ and $M_{\infty}: X_{G} \rightarrow X_{F_{X}}$ is a left-resolving factor map. We call such a code a left-resolving encoder. Such codes arise in the state-splitting algorithm ([1]) and the stethering construction ([2], [8]). In the following, we see that if $\phi$ has a left resolving encoder, then ( $F_{\phi}, \overline{\mathcal{O}}_{\phi}$ ) is obtained from ( $F_{X}, L_{X}$ ) without using in-splittings.

Proposition 8.10. Let $\phi: X \rightarrow Y$ be a sliding block decoder on an irreducible sofic shift with a left-resolving encoder. Then $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is obtained from ( $F_{X}, L_{X}$ ) by a sequence of out-splittings followed by a sequence of in-amalgamations.

Proof. By Proposition 8.2, the conclusion of this result is equivalent to the existence of a graph $K$, a left-resolving conjugacy $\psi_{1}: X_{K} \rightarrow X_{F_{X}}$, and a rightresolving conjugacy $\psi_{2}: X_{K} \rightarrow X_{G}$, such that the diagram in Fig. 26 commutes. Let $\gamma=\phi \circ\left(L_{X}\right)_{\infty}$. By Proposition 6.3, $\left(\overline{\mathcal{O}}_{\gamma}\right)_{\infty}: X_{F_{\gamma}} \rightarrow X_{F_{X}}$ is a left-resolving
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conjugacy. Now, apply Lemma 8.3.
Our next result shows that, in Theorem 8.1, the in-splittings can be exchanged for out-splittings if we are allowed to "shift" the sliding block decoder.

Proposition 8.11. Let $\phi$ be a sliding block decoder on an irreducible sofic shift $X$. Let $\alpha=\phi \circ \sigma^{m+d}$. Then
(1) There is an encoder $\left(F, \mathcal{I}^{\prime}, \mathcal{O}^{\prime}\right)$ for $\alpha$ such that $\left(F, \mathcal{O}^{\prime}\right)$ is obtained from ( $F_{X}, L_{X}$ ) by a sequence of at most $m+d+a$ out-splittings.
(2) $\left(F_{\alpha}, \overline{\mathcal{O}}_{\alpha}\right)$ is obtained from $\left(F_{X}, L_{X}\right)$ by a sequence of at most $m+d+a$ out-splittings, followed by a sequence of in-amalgamations.

Proof. At the heart of the proof is the following simple fact: If $k$ rounds of complete out-splitting (resp., in-splitting) are performed on the pair ( $G$, id), then one obtains $\left(G^{[k+1]}, \Omega\right)$, where $\Omega\left(e_{0} \ldots e_{k}\right)=e_{0}$ (resp., $\left.\Omega\left(e_{0} \ldots e_{k}\right)=e_{k}\right)$.

As shown in Theorem 8.1, an encoder ( $K, \mathcal{I}, \mathcal{O}$ ) for $\phi: X \rightarrow Y$ can be obtained from ( $F_{X}, L_{X}$ ) by $m+d$ rounds of in-splitting (resulting in right-resolving conjugacy $\psi: X_{A} \rightarrow X_{F_{X}}$ ), followed by $a$ rounds of out-splitting (resulting in a left-resolving conjugacy $\psi_{1}: X_{K} \rightarrow X_{A}$ ). The encoder for $\phi$ is the tall commuting triangle on the right side of the commutative diagram in Fig. 27.
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The $m+d$ rounds of in-splitting leading from $F_{X}$ to $A$ can be completed by further in-splitting to reach $F_{X}^{[m+d+1]}$. Write $\eta: X_{F_{X}}^{[m+d+1]} \rightarrow X_{A}$ for the right-resolving conjugacy corresponding to this further in-splitting. The composition $\psi \circ \eta$ is the right-resolving conjugacy induced by the edge mapping that maps the edge $e_{0} \ldots e_{m+d}$ in $F_{X}^{[m+d+1]}$ to the edge $e_{m+d}$ in $F_{X}$. On the other hand the graph $F_{X}^{[m+d+1]}$ can also be obtained by $m+d$ rounds of complete out-splitting, resulting in the left-resolving conjugacy $\omega: X_{F_{X}}^{[m+d+1]} \rightarrow X_{F_{X}}$ induced by the edge mapping $e_{0} \ldots e_{m+d} \mapsto e_{0}$. Using these explicit descriptions, it is clear that $\omega=\sigma^{-(m+d)} \circ \psi \circ \eta$. Now let $\left(X_{F}, \psi_{1}^{\prime}, \eta^{\prime}\right)$ be the fiber product of $\eta, \psi^{\prime}$. It is easy to verify by chasing the commutative diagram that $\mathcal{I}_{\infty} \circ \eta^{\prime}: X_{F} \rightarrow Y$ gives an input labeling on $F$ and $\left(L_{X}\right)_{\infty} \circ \omega \circ \psi_{1}^{\prime}: X_{F} \rightarrow X$ gives an output labeling on $F$ that together define an encoder $\left(F, \mathcal{I}^{\prime}, \mathcal{O}^{\prime}\right)$ for $\alpha$. Now notice that $\omega \circ \psi_{1}^{\prime}$ is a left-resolving conjuagcy obtained by at most $m+d+a$ rounds of out-splitting. So, $\left(F, \mathcal{O}^{\prime}\right)$ is obtained from $\left(F_{X}, L_{X}\right)$ by a sequence of at most $m+d+a$ out-splittings. This completes the proof of part (1).

For part (2), first observe that for $z \in X_{F}$,

$$
\begin{equation*}
\left(\mathcal{I}^{\prime}\right)_{\infty}(z)=\mathcal{I}_{\infty}\left(\eta^{\prime}(z)\right) \quad \text { and } \quad\left(\mathcal{O}^{\prime}\right)_{\infty}(z)=\sigma^{-(m+d)} \circ \mathcal{O}_{\infty}\left(\eta^{\prime}(z)\right) \tag{12}
\end{equation*}
$$

Let $g: S_{\alpha} \rightarrow S_{\phi}$ be the map defined by $g(x, y)=\left(\sigma^{(m+d)}(x), y\right)$.
Now, by Theorem 6.2 there are right-resolving graph homomorphisms $M: K \rightarrow$ $F_{\phi}$ and $M^{\prime}: F \rightarrow F_{\alpha}$, such that $(\mathcal{O}, \mathcal{I})=L_{\phi} \circ M$ and $\left(\mathcal{O}^{\prime}, \mathcal{I}^{\prime}\right)=L_{\alpha} \circ M^{\prime}$.

From (12), we have

$$
g \circ\left(L_{\alpha}\right)_{\infty} \circ M_{\infty}^{\prime}=\left(L_{\phi}\right)_{\infty} \circ M_{\infty} \circ \eta^{\prime}
$$

From this it follows that the lift (see Theorem 4.1) $c_{g}: X_{F_{\alpha}} \rightarrow X_{F_{\phi}}$ of $g$ satisfies

$$
c_{g} \circ M_{\infty}^{\prime}=M_{\infty} \circ \eta^{\prime}
$$

(see the argument at the end of the proof of Lemma 8.3). By Theorem 8.1, we may assume that $M_{\infty}$ is a conjugacy. But $\eta^{\prime}$ is also a conjugacy. So, $M_{\infty}^{\prime}$ is a conjugacy as well. Thus, $\left(F_{\alpha}, \overline{\mathcal{O}}_{\alpha}\right)$ is obtained from ( $F, \mathcal{O}^{\prime}$ ) by a sequence of in-amalgamations. So, $\left(F_{\alpha}, \overline{\mathcal{O}}_{\alpha}\right)$ is obtained from $\left(F_{X}, L_{X}\right)$ by a sequence of at most $m+d+a$ out-splittings followed by a sequence of in-amalgamations.

We remark that the estimate, $m+d+a$, of out-splittings given here is often too high. A look at the proof shows that the number of out-splittings needed to produce $F_{\alpha}$ is equal to the total number of splittings (out and in) needed to produce $F_{\phi}$.
9. The state-splitting algorithm. In this section, we give a brief summary of the state-splitting algorithm; see [1] and [28] for more detail.

Suppose that we are given a sofic shift $W$ and a positive integer $k$, and we wish to encode arbitrary $k$-ary sequences to sequences that satisfy the constraints of $W$ via a finite-state code $(G, \mathcal{I}, \mathcal{O})$. It is important that $\mathcal{I}_{\infty}\left(X_{G}\right)$ be the entire full $k$ shift $X_{[k]}$, so that all (right semiinfinite) $k$-ary sequences can be encoded, and that $\mathcal{O}_{\infty}\left(X_{G}\right) \subseteq W$, so that the encoded (right semiinfinite) sequences obey the constraints dictated by $W$. If the finite-state code has a sliding block decoder, then it should be defined on $X \equiv \mathcal{O}_{\infty}\left(X_{G}\right)$ but not necessarily on all of $W$.

We introduce the following definitions in order to take account of this perspective.
Let $W$ and $Y$ be shift spaces. A finite-state $(W, Y)$-code is a finite-state code $(G, \mathcal{I}, \mathcal{O})$ such that

$$
\mathcal{O}_{\infty}\left(X_{G}\right) \subseteq W \quad \text { and } \quad Y=\mathcal{I}_{\infty}\left(X_{G}\right)
$$

A finite-state $\left(W, X_{[k]}\right)$-code is sometimes called a finite-state $(W, k)$-code.
A sliding block $(W, Y)$-decoder is a sliding block decoder that maps a subshift of $W$ onto $Y$. A sliding block $\left(W, X_{[k]}\right)$-decoder is sometimes called a sliding block ( $W, k$ )-decoder.

Given an irreducible sofic shift $W$ and a positive integer $k$ with $h(W) \geq \log (k)$, the state-splitting algorithm constructs a finite-state ( $W, k$ )-code $(H, \mathcal{I}, \mathcal{O})$. The algorithm begins with a right-resolving presentation $(G, L)$ of $W$ and a nonnegative integral vector satisfying $A_{G} r \geq k r$ (where $A_{G}$ is the adjacency matrix of $G$ ); such a vector is called an approximate eigenvector (for $G$ and $k$ ) and $k$ is called an approximate eigenvalue. The entries of $r$ are called weights. The algorithm proceeds by a sequence of out-splittings beginning with the graph $G$; the goal is to arrive at a graph $\bar{H}$ which has a subgraph $H$ with uniform out-degree $k$, i.e., each state of $H$ has out-degree exactly $k$. Now, $H$ inherits an output labeling $\mathcal{O}$ from $(G, L)$ via the sequence of out-splittings, and an input labeling $\mathcal{I}$ is defined on $H$ by assigning, at each state, each $k$-ary digit to a unique outgoing edge. This defines a finite-state code $(H, \mathcal{I}, \mathcal{O})$. In general, such a code need not have a sliding block decoder. However, if $L_{\infty}$ is a conjugacy (e.g., if $W$ is an SFT and ( $G, L$ ) is the minimal right-resolving presentation), then $\mathcal{O}_{\infty}$ is invertible and a sliding block ( $W, k$ )-decoder is defined on $\mathcal{O}_{\infty}\left(X_{H}\right) \subseteq W$ by $\phi=\mathcal{I}_{\infty} \circ\left(\mathcal{O}_{\infty}\right)^{-1}$. So, if $W$ is an SFT and $h(W) \geq \log (k)$,
then there is a sliding block ( $W, k$ )-decoder (this is the main result of [1])-results for strictly sofic shifts are contained in [20].

The key to the algorithm is the way that the out-splittings are selected. An outsplitting that constructs a graph $\bar{G}$ from a graph $G$ is said to be legal with respect to an approximate eigenvector $r$ (for $G$ and $k$ ) if there is an approximate eigenvector $\bar{r}$ (for $\bar{G}$ and $k$ ) such that for each state $I$ of $G$, the $\bar{r}$-components of the descendants of $I$ in $\bar{G}$ sum to the $r$-component of $I$. What this means is that it is possible to assign weights $\bar{r}_{I^{i}}$ to each atom $P_{I}^{i}$ of the partition which defines the splitting so that (1) the sum of the $r$-weights of the terminal states of the outgoing edges in each partition element $P_{I}^{i}$ is at least $k \cdot \bar{r}_{I^{i}}$ and (2) $\sum_{i} \bar{r}_{I^{i}}=r_{I}$. The algorithm guarantees that, for any choice of approximate eigenvector, it is always possible to find a sequence of legal out-splittings which eventually arrives at a graph with an approximate eigenvector consisting only of 0 's and 1's-this is the graph $\bar{H}$ above.

Let $r$ be an approximate eigenvector for $G$ and $k$. We claim that any out-splitting of $G$ is legal with respect to $k r$. To see this, let $q_{I^{i}}$ be the sum of the $r$-weights of the terminal states of the edges in $P_{I}^{i}$; then assign weights $\bar{r}_{I^{i}}$ such that (1) each $\bar{r}_{I^{i}} \leq q_{I^{i}}$ and (2) $\sum_{i} \bar{r}_{I^{i}}=k r_{I}$. It follows that, in fact, any sequence of $n$ rounds of out-splitting is legal with respect to $k^{n} r$.
10. An example. In this section, we consider, for some fixed $G$ and $k$, sliding block $\left(X_{G}, k\right)$-decoders where the domain of the decoder is all of $X_{G}$.
$G$ will be an irreducible graph with $h\left(X_{G}\right)=\log (5)$. In such a case, an approximate eigenvector (for $G$ and 5 ) must be a true eigenvector (for eigenvalue 5), and so it is unique up to scale. Thus, there is a unique smallest approximate eigenvector (for $G$ and 5), and we call it the primitive eigenvector. We describe three sliding block ( $X_{G}, 5$ )-decoders.

The first decoder is obtained by applying the state-splitting algorithm (in particular, only out-splittings) to the presentation ( $G, \mathrm{id}$ ) and the primitive eigenvector $r$. This decoder has the smallest ( 89 states) canonical encoder of any ( $X_{G}, 5$ )-decoder. It has decoding window length $=4$, and we will show that this minimizes the decoder window length of any decoder constructed in this way.

The second decoder is obtained by first in-splitting $G$ to obtain a graph $\hat{G}$ and then applying the state-splitting algorithm to ( $\hat{G}, \Psi$ ) (where $\Psi: \hat{G} \rightarrow G$ is the corresponding graph homomorphism) and the primitive eigenvector on $\hat{G}$. This decoder illustrates the use of all three graph operations in Theorem 8.1. Compared to the first decoder, its canonical enocoder is only slightly larger ( 91 states), but it has the significant advantage of a smaller decoding window length (3).

The third decoder is obtained by applying Proposition 8.11 to the second decoder. This is equivalent to applying the state-splitting algorithm to $G$ and the vector $5 r$. So, only out-splittings are used. This yields a decoder with the same window length (3) as the second decoder, but many more states $(5 \cdot 89=445)$ in its canonical encoder.

Example 10.1. In this example, $X=X_{G}$ where $G$ is the graph in Fig. 28 and $Y=X_{[5]}$, the full 5 -shift. The primitive eigenvector components ( $r$-weights) are indicated by the numbers inside the circles.

For our first decoder, we exhibit 3 rounds of legal out-splitting applied to the vector $r$.

In round 1, we split each state $I$ in row 4 into $r_{I}$ states, each of weight 1 , by partitioning the outgoing edges into groups of 5 edges each. We can do this since these edges terminate at the top state, which has weight 1 . The resulting graph looks just like $G$ in rows 1,2 , and 3 , but has 70 states of weight 1 on the bottom row, with
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a total of 350 outgoing edges, all terminating at the top state.
At this point, the terminal states of the outgoing edges from states of row 3 have weight 1 . So, in round 2 , we can split the states of row 3 into states of weight 1 . Finally, in round 3, we split each of the states in row 2 into 2 states each of weight 1. At this point, we have constructed a graph $H$ with uniform out-degree 5. This graph can be endowed with input and output labelings $\mathcal{I}, \mathcal{O}$ as described in $\S 9$.

We claim that this finite-state code has a sliding block decoder with memory 0 and anticipation 3. For this, observe that since we applied 3 rounds of out-splitting, each path $x_{0} x_{1} x_{2} x_{3}$ of length 4 in $G$ determines an edge $e$ in $H$ in the sense that all paths in $H$ which are $\mathcal{O}$-labeled $x_{0} x_{1} x_{2} x_{3}$ begin with edge $e$ (see Proposition 8.2); now, we can define $\Phi\left(x_{0} x_{1} x_{2} x_{3}\right)=\mathcal{I}(e)$.

So, this gives a sliding block decoder with window length 4 . At the end of this section, we will show that any sliding block decoder obtained by applying legal outsplittings to the primitive eigenvector $r$ must have window length 4. The encoder that we have constructed has 89 states (the sum of the entries of $r$ ), and it is easy to see that no states can be merged. In fact, it follows from [27] that no encoder for a sliding block ( $X_{G}, 5$ )-decoder can have fewer than 89 states.

Our second decoder is obtained by 1 round of in-splitting, 2 rounds of outsplitting, and 1 round of in-amalgamation.

We first in-split the state $t(f)=t(g)$ into 2 states, resulting in the graph $\hat{G}$ in Fig. 29, with the indicated primitive eigenvector $\hat{r}$ (inherited from $G$ ).

We then apply the state-splitting algorithm to $\hat{G}$ and $\hat{r}$. In our first round of out-splitting, we split the two descendants, with weight 6, in $\hat{G}$ as shown in Fig. 30 below, and simultaneously we split each of the states $t(j), t(k), \ldots, t(q)$ entirely into states of weight 1 by partitioning their outgoing edges into atoms of 5 edges each (we
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do not show this part of the graph in the figure). Call the resulting graph $G_{1}$.
At this point, one more round of out-splitting will yield a graph $G_{2}$ having uniform out-degree 5 . The history of the incoming and outgoing edges to state $t(f)$ and their descendants is shown schematically in Fig. 31. The input labeling on the edges outgoing from these descendants is also shown. The input labeling on the remainder

outsplit:

g: 512345123451234123451234512345 in-amalgamate:

g: 512345123451234123451234512345

Fig. 31.
of the graph is unimportant.
These in/out-splittings define a 1-block conjugacy $\mathcal{O}_{\infty}: X_{G_{2}} \rightarrow X_{G}$. With the indicated input labeling $\mathcal{I}$, we get a finite-state code $\left(G_{2}, \mathcal{I}, \mathcal{O}\right)$. Now, while $\left(\mathcal{O}_{\infty}\right)^{-1}$ has memory 1 and anticipation 2 (because there was one round of in-splitting and two rounds of out-splitting), $\mathcal{I}$ is chosen so that the sliding block decoder $\phi \equiv$ $\mathcal{I}_{\infty} \circ\left(\mathcal{O}_{\infty}\right)^{-1}: X_{G} \rightarrow X_{[5]}$ has memory 0 and anticipation 2, and thus decoding window length 3 . To get the canonical encoder requires 1 round of in-amalgamation on $\left(G_{2}, \mathcal{I}, \mathcal{O}\right)$. The number of states of this canonical encoder is the sum of the eigenvector components (89) plus 6 (because of in-splitting) minus 4 (because of inamalgamation), which is $89+6-4=91$.

Now, we apply Proposition 8.11 (really the proof of Proposition 8.11) to the second decoder. We exchange the one round of in-splitting for one round of outsplitting. This gives a decoder with memory -1 and anticipation 3-so, it too has decoding window length 3 . This decoder is obtained by 3 rounds of out-splitting; these splittings are not legal with respect to $r$, but it is not hard to see that they are legal with respect to $5 r$. The number of states in the resulting encoder is the sum of the entries of this vector: $5 \cdot 89=445$. We leave it to the reader to verify that any encoder for a sliding block decoder on a graph shift using only out-splittings cannot be collapsed onto a smaller encoder. So, the canonical encoder for this decoder has 445 states.

Finally, we show that no sequence of out-splittings, legal with respect to the primitive eigenvector $r$, can yield a sliding block decoding window length of less than 4. We do this by showing that the anticipation of any sliding block decoder must be at least 3 and the memory cannot be negative.

We begin by showing that, if only out-splitting is used in the construction of a finite-state ( $X_{G}, 5$ )-code $(H, \mathcal{I}, \mathcal{O})$, then at least 3 rounds of out-splitting are required. For this, first observe that nontrivial legal splittings of the two states in row 2 cannot be carried out until the state $I$, in row 3 , with weight 6 is split. But, as the reader can check, there is no way to split $I$ that works simultaneously for both states in row 2. Thus, we must split states in row 4 (terminal states of outgoing edges from $I$ ), then split state $I$, and finally split the states in row 2 . So, there must be at least three rounds of out-splitting (and we saw earlier that three rounds of splitting will suffice). In fact, in Appendix II, we show that there must be at least three rounds of out-splitting, legal with respect to any approximate eigenvector.

Now, since at least 3 rounds of out-splitting are required, there are paths $e_{0} e_{1} e_{2}$ and $f_{0} f_{1} f_{2}$ in $H$ with the same initial state $I_{0}$, the same output labeling, but distinct initial edges. So, for any path $\eta$ which terminates at $I_{0}, \mathcal{O}\left(\eta e_{0} e_{1} e_{2}\right)=\mathcal{O}\left(\eta f_{0} f_{1} f_{2}\right)$, but $\mathcal{I}\left(e_{0}\right) \neq \mathcal{I}\left(f_{0}\right)$. From this, it follows that the anticipation must be at least 3 .

If the memory were negative, then all edges in $H$ which terminate at the same state would have the same input label. Now, the unique descendant $I^{*}$ in $H$ of the state of $G$ in row 1 is the terminal state of all of the outgoing edges from all of the descendants of states in row 4. Thus, in fact, we see all 5 input labels on edges incoming to $I^{*}$. So, the memory cannot be negative. This completes the proof of the fact that no sequence of out-splittings legal with respect to the primitive eigenvector $r$ can yield a decoding window length of less than 4 . So, the state-splitting algorithm, in its narrowest and most algorithmic form, can fail to find the sliding block decoders with smallest decoding window length.
11. Improper encoders. In this section, we focus on finite-state $(W, Y)$-codes and sliding block ( $W, Y$ )-decoders where the domain of the decoder is a proper subshift of $W$. We call an encoder for such a decoder an improper encoder.

This is really the typical case. To see why, first observe that if $\phi: X \rightarrow Y$ is a sliding block ( $W, Y$ )-decoder, then since right-resolving and right-closing factor maps preserve entropy,

$$
h(X)=h\left(\mathcal{O}_{\infty}\left(X_{G}\right)\right)=h\left(X_{G}\right)=h\left(\mathcal{I}_{\infty}\left(X_{G}\right)\right)=h(Y),
$$

and thus $h(W) \geq h(X)=h(Y)$ is a necessary condition for the existence of a sliding block ( $W, Y$ )-decoder. If $h(W)>h(Y)$, then the domain $X$ must be a proper subshift of $W$ and any encoder must be improper.

We assume that $W$ is irreducible. While this does technically entail a loss in generality, we could always replace $W$ by an irreducible sofic subshift of maximal entropy; since entropy is not reduced, encoding into this subshift is no more difficult than encoding into $W$.

We write $X=\mathcal{O}_{\infty}\left(X_{G}\right)$, the domain of the sliding block decoder $\phi$. We assume that $X_{G}$, and therefore $X$, is irreducible. This assumption can be met by restricting $\mathcal{I}, \mathcal{O}$ to an irreducible component of $G$ with maximal entropy; this does not change the encoding or decoding in any essential way.

Since right-resolving factor maps preserve entropy, if $h(W)>h(Y)$, then $X_{F_{X}}$ will have strictly smaller entropy than $X_{F_{W}}$. Since $X_{F_{\phi}}$ is conjugate to $X_{F_{X}}$, it too will have strictly smaller entropy than $X_{F_{W}}$. Thus, since conjugacies preserve entropy, it is impossible to construct $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ from $\left(F_{W}, L_{W}\right)$ via basic graph operations. It is natural to wonder if $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ can be obtained from $\left(F_{W}, L_{W}\right)$ by a sequence of basic graph operations together with pruning, i.e., deletion of some edges. This turns out to be false. For instance, if $W$ were an SFT, then $\left(L_{W}\right)_{\infty}$ would be a conjugacy, and so, if the above were true, then $\left(\overline{\mathcal{O}}_{\phi}\right)_{\infty}$ would be a conjugacy of a graph shift onto $X$. This would force $X$ to be an SFT. But $X$ can be strictly sofic-just take $X$ to be any strictly sofic subshift of the full 2 -shift; there are lots of them!

Nevertheless, there is something that can be said along these lines. In order to say this, we need the following result, which we prove below.

Proposition 11.1. Let $X \subseteq W$ be irreducible sofic subshifts. Then there are right-resolving labeled graphs $(F, L)$ and $(G, M)$ such that $(F, L)$ presents $X_{F_{X}},(G, M)$ presents $X_{F_{W}}$, and $F$ is a subgraph of $G$, with the obvious imbedding $\iota: X_{F} \rightarrow X_{G}$, such that the diagram in Fig. 32 commutes.
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Moreover, if $W$ is an $S F T$, then $L_{\infty}$ can be taken to be a right-resolving conjugacy, and if $X$ is an SFT, then $M_{\infty}$ can be taken to be a right-resolving conjugacy.

The preceding result asserts that $\left(F_{X}, L_{X}\right)$ can be obtained from $\left(F_{W}, L_{W}\right)$ by $e x-$ pansion (i.e., a right-resolving extension), pruning, and merging (i.e, a right-resolving factor). In the special case that $W$ is an SFT, the merging can, by Proposition 8.2, be taken to be a sequence of in-amalgamations. So, for any sliding block ( $W, Y$ )-decoder $\phi$, we can construct ( $F_{\phi}, \overline{\mathcal{O}}_{\phi}$ ) from ( $F_{W}, L_{W}$ ) by expansion, pruning, merging, and basic graph operations. So, there is a collection of operations that can be used to construct a canonical (improper) encoder.

The proof of Proposition 11.1 relies on Theorem 8.1 and the fiber product construction and its properties (see Proposition 8.6).

Proof of Proposition 11.1. Let $\left(Z, \psi_{1}, \psi_{2}\right)$ be the fiber product of $\left(L_{X}\right)_{\infty}$ and $\left(L_{W}\right)_{\infty}$, viewing $\left(L_{X}\right)_{\infty}$ as a map into $W$. By Proposition 8.6 (part (1)), we may
write $Z=X_{F}$. We have the commutative diagram in Fig. 33.
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Write

$$
\psi_{1}=L_{\infty}^{\prime}, \quad \psi_{2}=M_{\infty}^{\prime}
$$

By Proposition 8.6 (part (2)), since $\left(L_{X}\right)_{\infty}$ is right resolving, so is $\psi_{2}$; thus, $\psi_{2}$ is a right-resolving code into $X_{F_{W}}$. So, $\left(F, M^{\prime}\right)$ is a right-resolving presentation of a subshift of $X_{F_{W}}$. By [7, Thm. 5], there is a right-resolving presentation $(G, M)$ of $X_{F_{W}}$ such that $F$ imbeds as a subgraph of $G$ and $M$ extends the labeling $M^{\prime}$. Take $L=L^{\prime}$. This gives us the desired commutative diagram in Fig. 32.

If $W$ is an SFT, then $\left(L_{W}\right)_{\infty}$ is a right-resolving conjugacy. So, by Proposition 8.6 (part (2)), $\psi_{1}=L_{\infty}$ is also a right-resolving conjugacy.

If $X$ is an SFT, then $\left(L_{X}\right)_{\infty}$ is $1-1$. So, by Proposition 8.6 (part (2)), $\psi_{2}$ is also 1-1. Thus, the image of $\psi_{2}$ is an SFT in $X_{F_{W}}$.

For a graph $H$ and positive integer $m$, let $\theta_{H, m}=\left(\Theta_{H, m}\right)_{\infty}: X_{H}^{[m]} \rightarrow X_{H}$ be the right-resolving conjugacy which simply reads off the last symbol in an $m$-block.

Now, for some $m$, the higher block shift $\psi_{2}\left(X_{F}^{[m]}\right)$ is a graph shift $X_{K}$ in $X_{F_{W}}^{[m]}$. In particular, $K$ is a subgraph of $F_{W}^{[m]}$. Thus,

$$
\beta \equiv \theta_{F_{W}, m}^{-1} \circ \psi_{2} \circ \theta_{F, m}: X_{F}^{[m]} \rightarrow X_{F_{W}}^{[m]}
$$

is a right-resolving imbedding whose image is $X_{K}$. So, $\beta: X_{F}^{[m]} \rightarrow X_{K}$ can be decomposed into a sequence of in-splittings. From this, it is not hard to see that $F^{[m]}$ imbeds in a graph $G$ such that $\beta$ extends to a right-resolving conjugacy $(\bar{M})_{\infty}$ : $X_{G} \rightarrow X_{F_{W}}^{[m]}$.

Now, take $L=L^{\prime} \circ \Theta_{F, m}$ and $M=\Theta_{F_{W}, m} \circ \bar{M}$.
Assume that $h(W)>h(Y)$. So, $h(W)>h(X)$. In our passage from ( $F_{W}, L_{W}$ ) to ( $F_{\phi}, \overline{\mathcal{O}}_{\phi}$ ) via expansion, pruning, merging, and basic graph operations, we cannot eliminate pruning, since right-resolving factor maps, as well as conjugacies, preserve entropy. In the following, we give two (very simple) examples to show that expansion and merging are necessary as well-even if we interpret pruning to mean an imbedding of a graph shift (rather than the trivial kind of imbedding obtained by deleting edges).

We will consider the labeled graphs in Fig. 34. Figure 34 (a) presents the full 2 -shift, (b) presents the even shift, i.e., the sofic shift consisting of binary sequences where run-lengths of zeros are constrained to be even, and (c) presents the trivial shift.

In the first example, we show why expansion is necessary.
Example 11.2. Let $W$ be the full 2 -shift and $X$ be the even shift. Let $\phi$ be the identity map. Then, we may regard (technically, only to graph isomorphism) $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)=\left(F_{X}, L_{X}\right)$. Now, suppose that we could pass from $\left(F_{W}, L_{W}\right)$ to $\left(F_{\phi}, \bar{O}_{\phi}\right)=$

(a)

(b)

(C)

Fig. 34.
( $F_{X}, L_{X}$ ) via pruning, merging, and basic graph operations only. Then there would be an imbedding $\iota: Z \rightarrow X_{[2]}$ and a factor map $\eta: Z \rightarrow X_{F_{X}}$ (the composition of a rightresolving factor map and conjugacies) such that the diagram in Fig. 35 commutes. Let $p=\ldots 000 \ldots \in X \subseteq W$. Let $e$ be the self-loop labeled 0 in Fig. 34 (a), and let


Fig. 35.
$z=\ldots$ eee $\ldots$. Then $\left(\left(L_{W}\right)_{\infty}\right)^{-1}(p)=z$. Since $\iota$ is an imbedding, $\left(\left(L_{W}\right)_{\infty} \circ \iota\right)^{-1}(p)$ consists of at most one point. But $\left(\left(L_{X}\right)_{\infty} \circ \eta\right)^{-1}(p)=\left(\left(L_{W}\right)_{\infty} \circ \iota\right)^{-1}(p)$, and so it too must consist of at most one point. Since $\eta$ is onto, this contradicts the fact that $p$ is presented, via $\left(L_{X}\right)_{\infty}$, by two distinct elements of $X_{F_{X}}$ : the two phases of the periodic 2-cycle in Fig. 34 (b) above.

In our next example, we show why merging is necessary.
Example 11.3. Let $W$ be the even shift and $X$ be the shift space consisting of only the single point $p=\ldots 000 \ldots$ Let $\phi$ be the trivial code $\phi(p)=p$. Then we may regard (technically, only up to graph isomorphism) $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ as the trivial labeled graph in Fig. 34 (c). Now, suppose that we could pass from $\left(F_{W}, L_{W}\right)$ to this trivial graph via expansion, pruning, and basic graph operations only. Then there would be a factor map $\gamma: X_{G} \rightarrow X_{F_{W}}$ and a point $z \in X_{G}$ such that $\left(\left(L_{W}\right)_{\infty} \circ \gamma\right)^{-1}(p)=z$. But this contradicts the fact that $p$ has two preimages in $X_{F_{W}}$ via $\left(L_{W}\right)_{\infty}$.

In our final example, we exhibit an SFT $W$ such that the minimal number of states in any finite-state ( $W, 2$ )-code is achieved uniquely (let ( $G, \mathcal{I}, \mathcal{O}$ ) denote this unique finite-state code). Moreover, $(G, \mathcal{I}, \mathcal{O})$ has a sliding block decoder which is a 1-block code. So, from the point of view of (1) number of encoder states and (2) sizes of decoder window length, this finite-state code is the unique "best" finite-state ( $W, 2$ )-code. We will see that $\mathcal{O}_{\infty}\left(X_{G}\right)$ is strictly sofic (i.e., sofic, but not SFT). So, according to the discussion earlier in this section, $(G, \mathcal{I}, \mathcal{O})$ cannot be obtained via only pruning and basic graph operations-in particular, the state-splitting algorithm, applied to ( $F_{W}, L_{W}$ ) and any approximate eigenvector (for $F_{W}$ and $k=2$ ), will fail
to find this code.
Example 11.4. Let $W$ be the SFT with alphabet $\{a, b, c\}$ defined by forbidding the blocks $\{b b, c c, b a b, c a c\}$. Let $(G, \mathcal{I}, \mathcal{O})$ be the transducer in Fig. 36. Here, the
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labels in front of the "/" are the $\mathcal{I}$-labels, and the labels in back of the "/" are the $\mathcal{O}$-labels.

Now, from the presentation $(G, \mathcal{O})$, we see that $X \equiv \mathcal{O}_{\infty}\left(X_{G}\right)$ is the sofic shift defined by forbidding $\left\{b a^{n} b: n \geq 0\right\} \cup\left\{c a^{n} c: n \geq 0\right\}$. It is clear that $X$ is strictly sofic and obeys the constraints dictated by $W$.

This is a finite-state $(W, 2)$-code since $(G, \mathcal{I})$ is a right-resolving presentation of the full 2 -shift, $\mathcal{O}$ is right closing, and $X \subset W$.

The 1-block code $\phi=\Phi_{\infty}: X \rightarrow X_{[2]}$ is defined by

$$
\begin{equation*}
\Phi(a)=0, \Phi(b)=1, \Phi(c)=1 \tag{13}
\end{equation*}
$$

Now, $\phi$ is a sliding block decoder for $(G, \mathcal{I}, \mathcal{O})$ because for all edges $e$

$$
\Phi \circ \mathcal{O}(e)=\mathcal{I}(e)
$$

Now, by exhaustively examining all possibilities (there aren't too many) one can show that $(G, \mathcal{I}, \mathcal{O})$ is the unique finite-state $(W, 2)$-code with at most two states. Just keep in mind that $G$ must have two outgoing edges from each state (since $\mathcal{I}$ is right resolving), $(G, \mathcal{O})$ must present a subshift of $W$, and $\mathcal{O}$ must be right closing.

Let $W$ be the sofic shift and $\phi$ be the 1-block decoder in Example 11.4. Fig. 37 depicts the Fischer cover of $W$. Since $W$ is an SFT and the sliding block decoder $\phi$
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is a 1-block code, it follows from Proposition 11.1 and Theorem 8.1 that $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is obtained from $\left(F_{W}, L_{W}\right)$ by expansion, pruning and in-amalgamations. This sequence of steps is shown in Fig. 38.

It is interesting to note, however, that there is a different 1-block sliding block decoder obtained merely by pruning the Fischer cover of $W$ : in Fig. 37 simply delete one of the edges outgoing from state 0 that is labeled $b$ or $c$, and assign an input labeling $\mathcal{I}$ that defines the same map $\Phi$ as in (13) (i.e., if $L_{W}(e)=a$, then $\mathcal{I}(e)=0$,


Fig. 38.
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and if $L_{W}(e)=b$ or $c$, then $\mathcal{I}(e)=1$ ); one sees that $\mathcal{I}$ is indeed right resolving, and so this gives the finite-state code with the 1-block decoder shown in Fig. 39. This is the same decoder as before except that the domain has changed; note that the new domain is an SFT.

So, here we found a 1-block decoder and then found that there was actually another 1-block decoder given by pruning the Fischer cover. This is no accident.

Proposition 11.5. Let $W$ be an irreducible sofic shift and $k$ be a positive integer. Suppose there is a finite-state ( $W, k$ )-code with a 1-block (i.e., $m=a=0$ ) decoder. Then there is another finite-state $(W, k)$-code $\left(G^{\prime}, \mathcal{I}^{\prime}, \mathcal{O}^{\prime}\right)$ with a 1-block decoder where $G^{\prime}$ is a subgraph of $F_{W}$ and $\mathcal{O}^{\prime}$ restricts the labeling $L_{W}$.

Proof. Let $(G, \mathcal{I}, \mathcal{O})$ be a finite-state $(W, k)$-code with a 1-block decoder $\phi=\Phi_{\infty}$. Let $\left(X_{F}, \psi_{1}, \psi_{2}\right)$ be the fiber product of $\mathcal{O}_{\infty}, L_{W}$. Write $\psi_{1}=\left(\Psi_{1}\right)_{\infty}$ and $\psi_{2}=\left(\Psi_{2}\right)_{\infty}$.


Fig. 40.
We have the commutative diagram in Fig. 40.

Since $m=a=0$ and $\mathcal{I}$ is right resolving, it follows that $\mathcal{O}$ is right resolving. So, $\Psi_{2}$ is also right resolving.

For each state $J \in \mathcal{V}\left(F_{W}\right)$ that is in the image of $\Psi_{2}^{*}$, choose (arbitrarily) a state $I=I_{J} \in \mathcal{V}(F)$ such that $\Psi_{2}^{*}\left(I_{J}\right)=J$. Let $\mathcal{E}_{I}$ denote the set of edges outgoing from $I$.

Let $G^{\prime}$ be the subgraph of $F_{W}$ which consists of the edges

$$
\mathcal{E}^{\prime} \equiv \cup_{J \in\left\{\text { image of } \Psi_{2}^{*}\right\}} \Psi_{2}\left(\mathcal{E}_{I_{J}}\right) .
$$

For $e \in \mathcal{E}^{\prime}$, choose $d=d_{e} \in \mathcal{E}_{I_{s(e)}}$ such that $\Psi_{2}(d)=e$. Define

$$
\mathcal{O}^{\prime}(e)=L_{W}(e), \quad \mathcal{I}^{\prime}(e)=\mathcal{I} \circ \Psi_{1}(d)
$$

Now, we show that $\left(G^{\prime}, \mathcal{I}^{\prime}, \mathcal{O}^{\prime}\right)$ is a finite-state $(W, k)$-code.
First, we show that $\mathcal{I}^{\prime}$ is right resolving. Let $e, f \in \mathcal{E}^{\prime}$ with the same initial state. Then $d_{e}, d_{f}$ have the same initial state in $F$. Now, $\mathcal{I}$ is right resolving. Since $L_{W}$ is right resolving, so is $\Psi_{1}$. Thus, $\mathcal{I} \circ \Psi_{1}$ is right resolving. So, if $\mathcal{I}^{\prime}(e)=\mathcal{I}^{\prime}(f)$, then $\mathcal{I} \circ \Psi_{1}\left(d_{e}\right)=\mathcal{I} \circ \Psi_{1}\left(d_{f}\right)$ and so $d_{e}=d_{f}$. Thus, $e=f$. So, $\mathcal{I}^{\prime}$ is right resolving.

Now, $G$ has uniform out-degree $k$; since $\psi_{1}$ and $\psi_{2}$ are right resolving, $F$ and therefore also $G^{\prime}$ have uniform out-degree $k$. Thus, the image of $\mathcal{I}_{\infty}^{\prime}$ is the entire full $k$-shift. And, by definition, the image of $\mathcal{O}_{\infty}^{\prime}$ is contained in $W$. Since $\mathcal{I}^{\prime}$ and $\mathcal{O}^{\prime}$ are right resolving, $\left(G^{\prime}, \mathcal{I}^{\prime}, \mathcal{O}^{\prime}\right)$ is a finite-state $(W, k)$-code.

Define $\phi^{\prime}:\left(L_{W}\right)_{\infty}\left(X_{G^{\prime}}\right) \rightarrow X_{[k]}$ by $\phi^{\prime}=\Phi_{\infty}$, a 1-block code. We claim that $\phi^{\prime}$ is a decoder for $\left(G^{\prime}, \mathcal{I}^{\prime}, \mathcal{O}^{\prime}\right)$. For this, we must show that $\Phi \circ \mathcal{O}^{\prime}=\mathcal{I}^{\prime}$ or, equivalently, for all edges $e \in \mathcal{E}^{\prime} \quad \Phi \circ L_{W} \circ \Psi_{2}\left(d_{e}\right)=\mathcal{I} \circ \Psi_{1}\left(d_{e}\right)$. But this follows from the definition of the fiber product and the fact that $\phi$ is a decoder for $(G, \mathcal{I}, \mathcal{O})$. $\quad \square$

The main result of $\S 12$ is a generalization of the preceding result for arbitrary memory and anticipation.

Of course, we know from the discussion above that the decoder, defined by the finite-state code in Fig. 39, cannot have an encoder with less than three states. In fact, by merging states in Fig. 39, we get the canonical (3-state) encoder shown in Fig. 41.
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The following result organizes the operations used to pass from $\left(F_{W}, L_{W}\right)$ to ( $F_{\phi}, L_{\phi}$ ) in a different way than explained in the discussion following the statement of Proposition 11.1.

Theorem 11.6. Let $X \subseteq W$ be irreducible sofic subshifts. Let $\phi: X \rightarrow Y$ be a sliding block $(W, Y)$-decoder. Then $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is obtained from $\left(F_{W}, L_{W}\right)$ by a rightresolving extension, a left-resolving conjugacy, pruning of edges and a right-resolving factor, i.e., there are graphs $G_{1}, G_{2}$, and $G_{3}$ such that $G_{2} \supseteq G_{3}$, a right-resolving factor map $\alpha_{1}: X_{G_{1}} \rightarrow X_{F_{W}}$, a left-resolving conjugacy $\alpha_{2}: X_{G_{2}} \rightarrow X_{G_{1}}$, and a rightresolving factor map $\alpha_{3}: X_{G_{3}} \rightarrow X_{F_{\phi}}$ such that the diagram in Fig. 42 commutes. Moreover, if $W$ is an SFT, then $\alpha_{3}$ can be taken to be a right-resolving conjugacy.
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The proof of this result is based on Proposition 11.1, Theorem 8.1, fiber products, and the fact that for any right- (resp., left-) resolving conjugacy $\phi: X_{K} \rightarrow X_{F}$ and any graph $G$ that contains $F$, there is a graph $K^{\prime}$ containing $K$ such that $\phi$ can be extended to a right- (resp., left-) resolving conjugacy $X_{K^{\prime}} \rightarrow X_{F}$. We leave the proof as an exercise for the reader.

Corollary 11.7. Let $X \subseteq W$ be irreducible sofic subshifts. Let $\phi: X \rightarrow Y$ be a sliding block $(W, Y)$-decoder. Then $\left(F_{\phi}, \overline{\mathcal{O}}_{\phi}\right)$ is obtained from $\left(F_{W}, L_{W}\right)$ by expansion, out-splitting, pruning, and then merging.

We remark that the steps of expansion, out-splitting, and pruning already give an encoder. Merging simplifies this encoder.

From Theorem 4.1, we know that the right-resolving presentations of $W$ are the same as the expansions of $\left(F_{W}, L_{W}\right)$. Recall from $\S 9$ that every sequence of outsplittings is legal with respect to some approximate eigenvector. Thus, Corollary 11.7 says that if we are allowed to start with any right-resolving presentation ( $G, L$ ) of $W$ and any approximate eigenvector for $G$ and $k$, then the state-splitting algorithm will find every sliding block ( $W, k$ )-decoder.
12. State splitting without expansion. Proposition 11.5 shows that if $W$ is an irreducible sofic shift having a finite-state $(W, k)$-code $(G, \mathcal{I}, \mathcal{O})$ with a 1 -block decoder $\phi=\Phi_{\infty}$, then in fact we can construct a finite-state $(W, k)$-code $\left(G^{\prime}, \mathcal{I}^{\prime}, \mathcal{O}^{\prime}\right)$ with a 1 -block decoder $\phi^{\prime}=\Phi_{\infty}^{\prime}$ starting from $\left(F_{W}, L_{W}\right)$ by pruning alone. No expansion is needed! Moreover, $\Phi$ and $\Phi^{\prime}$ are identical as functions of the 1-blocks of $W$. The sliding block decoders $\phi$ and $\phi^{\prime}$ differ only in the strict mathematical sense that their domains $\mathcal{O}_{\infty}\left(X_{G}\right)$ and $\mathcal{O}_{\infty}^{\prime}\left(X_{G^{\prime}}\right)$ might be different subshifts of the sofic subshift $W$. This is a distinction without any operational significance to the engineer who will design a circuit to implement the decoder (of course, there may be a vast difference in the encoders).

We generalize this result as follows.
Proposition 12.1. Let $W$ be an irreducible sofic shift and let $k$ be a positive integer. Suppose there is a finite-state $(W, k)$-code $(G, \mathcal{I}, \mathcal{O})$ with a sliding block $(W, k)$ decoder $\phi=\Phi_{\infty}^{m, a}: X \rightarrow X_{[k]}$ having memory $m$, anticipation a, and delay d. Then there is another finite-state $(W, k)$-code $\left(G^{\prime}, \mathcal{I}^{\prime}, \mathcal{O}^{\prime}\right)$ with a sliding block $(W, k)$-decoder $\phi^{\prime}: X^{\prime} \rightarrow X_{[k]}$, where $\phi^{\prime}=\Phi_{\infty}^{m, a}$ and $\left(G^{\prime}, \mathcal{O}^{\prime}\right)$ is obtained from $\left(F_{W}, L_{W}\right)$ by at most $m+d$ rounds of in-splitting, followed by at most a rounds of out-splitting, followed by pruning. Moreover, $\phi^{\prime}$ has memory m, anticipation a, and delay $d$.

Thus the operation of expansion is not needed to obtain some encoder having a sliding block decoder $\phi$ specified (except for its domain) by the finite-block function $\Phi$. What is more, if one is willing to compose the given decoder $\phi$ with a power of the shift map $\sigma$ then by Proposition 8.11, in-splitting can be avoided as well.

Corollary 12.2. Let $W$ be an irreducible sofic shift and let $k$ be a positive integer. Suppose there is a finite-state $(W, k)$-code $(G, \mathcal{I}, \mathcal{O})$ with a sliding block $(W, k)$ decoder $\phi=\Phi_{\infty}^{m, a}: X \rightarrow X_{[k]}$ having memory $m$, anticipation $a$, and delay $d$. Then there is another finite-state $(W, k)$-code $\left(G^{\prime \prime}, \mathcal{I}^{\prime \prime}, \mathcal{O}^{\prime \prime}\right)$ with a sliding block decoder $\phi^{\prime \prime}$ : $X^{\prime \prime} \rightarrow X_{[k]}$, where $\phi^{\prime \prime}=\Phi_{\infty}^{-d, a+m+d}$ and $\left(G^{\prime \prime}, \mathcal{O}^{\prime \prime}\right)$ is obtained from $\left(F_{W}, L_{W}\right)$ by $m+a+d$ rounds of out-splitting followed by pruning.

We conclude that out-splitting and pruning are, taken together, powerful enough tools to construct ( $W, k$ )-codes from ( $F_{W}, L_{W}$ ) having the shortest possible decoder window length. However, as Examples 10.1 and 11.4 show, we avoid in-splitting and expansion at the peril of greater encoder complexity.

Recall from $\S 9$ that any sequence of $n$ rounds of out-splitting is legal with respect to the scaled-up approximate eigenvector $k^{n} \mathbf{r}$ (where $k$ is the approximate eigenvalue and $\mathbf{r}$ is any smallest approximate eigenvector (in terms of maximal component)). Corollary 12.2 gives an upper bound on this scaling factor in terms of the parameters $d, m$, and $a$ of the sliding block $(W, k)$-decoder $\phi$. The bound is $k^{m+a+d}$. Now if $s$ is the number of states in the constraint graph $F_{W}$, then [6] gives an upper bound of $k^{2 s}$ on the largest entry of a smallest approximate eigenvector $\mathbf{r}$. The state-splitting algorithm will operate by a series of at most $m+a+d$ rounds of legal splitting on $F_{W}$ (with an initial approximate eigenvector whose components are dominated by $k^{2 s+m+a+d}$ ) to produce a finite-state ( $W, k$ )-code having sliding block decoder $\phi=\Phi_{\infty}^{-d, a+m+d}$ and having no more than $s k^{2 s+a+m+d}$ states.

Proof of Proposition 12.1. Let $(G, \mathcal{I}, \mathcal{O})$ be a finite-state $(W, k)$-code having a sliding block decoder $\phi=\Phi_{\infty}^{m, a}: X \rightarrow X_{[k]}$. Let $\left(X_{F}, \psi_{1}, \psi_{2}\right)$ be the fiber product of $\mathcal{O}_{\infty},\left(L_{W}\right)_{\infty}$. We have the commutative diagram in Fig. 43.
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Write $\psi_{1}=\left(\Psi_{1}\right)_{\infty}$ and $\psi_{2}=\left(\Psi_{2}\right)_{\infty}$. Note that $\left(F, \mathcal{I} \circ \Psi_{1}, L_{W} \circ \Psi_{2}\right)$ is a $(W, k)$ code having sliding block decoder $\phi$. Define $\psi_{2}^{[m+a+1]}: X_{F^{[m+a+1]}} \rightarrow X_{F_{W}^{[m+a+1]}}$ by $\psi_{2}^{[m+a+1]}=\left(\Psi_{2}^{[m+a+1]}\right)_{\infty}$, where

$$
\Psi_{2}^{[m+a+1]}\left(x_{-m-d} \ldots x_{a-d}\right)=\Psi_{2}\left(x_{-m-d}\right) \ldots \Psi_{2}\left(x_{a-d}\right)
$$

Apply $m+d$ rounds of complete in-splitting followed by $a-d$ rounds of complete out-splitting to $\left(F_{W}, L_{W}\right)$ to obtain $\left(F_{W}^{[m+a+1]}, L\right)$, where $L\left(y_{-m-d} \ldots y_{a-d}\right)=$ $L_{W}\left(y_{0}\right)$.

Let $H \subseteq F_{W}^{[m+a+1]}$ be the subgraph remaining after pruning away all of the edges of $F_{W}^{[m+a+1]}$ that are not in the image of $\Psi_{2}^{[m+a+1]}$ and then pruning away any stranded states. Notice that the image of $\psi_{2}^{[m+a+1]}$ is actually contained in $X_{H}$.

We will define a left Markov equivalence relation $\approx$ on the $d$-blocks of $X_{H}$ in two stages. First we define an equivalence relation $\sim$ on the edges of $H$. Let $y_{-m-d} \ldots y_{a-d}$ and $y_{-m-d}^{\prime} \ldots y_{a-d}^{\prime}$ be two $(m+a+1)$-blocks of $F_{W}$ that are in the image of $\Psi_{2}^{[m+a+1]}$. (These are edges of $H$.) We declare

$$
y_{-m-d} \ldots y_{a-d} \sim y_{-m-d}^{\prime} \ldots y_{a-d}^{\prime}
$$

if there are $(m+a+1)$-blocks $x_{-m-d} \ldots x_{a-d}$ and $x_{-m-d}^{\prime} \ldots x_{a-d}^{\prime}$ of $F$ such that

$$
\begin{gathered}
x_{-m-d} \ldots x_{-d}=x_{-m-d}^{\prime} \ldots x_{-d}^{\prime} \\
\Psi_{2}^{[m+a+1]}\left(x_{-m-d} \ldots x_{a-d}\right)=y_{-m-d} \ldots y_{a-d}
\end{gathered}
$$

and

$$
\Psi_{2}^{[m+a+1]}\left(x_{-m-d}^{\prime} \ldots x_{a-d}^{\prime}\right)=y_{-m-d}^{\prime} \ldots y_{a-d}^{\prime} .
$$

Now we extend the relation $\sim$ to an equivalence relation by taking its transitive closure.

If

$$
y_{-m-d} \ldots y_{a-d}=\Psi_{2}^{[m+a+1]}\left(x_{-m-d} \ldots x_{-d} x_{-d+1} \ldots x_{-d+a}\right)
$$

and

$$
y_{-m-d}^{\prime} \ldots y_{a-d}^{\prime}=\Psi_{2}^{[m+a+1]}\left(x_{-m-d} \ldots x_{-d} x_{-d+1}^{\prime} \ldots x_{-d+a}^{\prime}\right)
$$

then clearly

$$
y_{-m-d} \ldots y_{-d}=y_{-m-d}^{\prime} \ldots y_{-d}^{\prime}
$$

But more is true. By Proposition 7.4, the edge $x_{-d}$ of the encoder graph $F$ determines $L_{W} \circ \Psi_{2}\left(x_{-d+1} \ldots x_{-2 d+a}\right)$. But $L_{W}$ is right resolving. So the edge $x_{-d}$ determines $\Psi_{2}\left(x_{-d+1} \ldots x_{-2 d+a}\right)$. So in fact

$$
y_{-m-d} \ldots y_{-2 d+a}=y_{-m-d}^{\prime} \ldots y_{-2 d+a}^{\prime}
$$

Thus if

$$
y_{-m-d} \ldots y_{a-d} \sim y_{-m-d}^{\prime} \ldots y_{a-d}^{\prime}
$$

then

$$
y_{-m-d} \ldots y_{-2 d+a}=y_{-m-d}^{\prime} \ldots y_{-2 d+a}^{\prime}
$$

Now let $u_{1} \ldots u_{d}$ and $u_{1}^{\prime} \ldots u_{d}^{\prime}$ be two $d$-blocks of $X_{H}$. We define $u_{1} \ldots u_{d} \approx$ $u_{1}^{\prime} \ldots u_{d}^{\prime}$ if $u_{i} \sim u_{i}^{\prime}$ for $1 \leq i \leq d$. We show that $\approx$ satisfies the left Markov property. We can regard $u_{1} \ldots u_{d}$ as an $(m+a+d)$-block $y_{1-m-d} \ldots y_{a}$ of $F_{W}$, each $(m+a+1)$ subblock of which is in the image of $\Psi_{2}^{[m+a+1]}$. Similarly, we can regard $u_{1}^{\prime} \ldots u_{d}^{\prime}$ as an $(m+a+d)$-block $y_{1-m-d}^{\prime} \ldots y_{a}^{\prime}$ of $F_{W}$. Since $u_{i} \sim u_{i}^{\prime}$ we have $y_{i-m-d} \ldots y_{i-2 d+a}=$ $y_{i-m-d}^{\prime} \ldots y_{i-2 d+a}^{\prime}$ for $1 \leq i \leq d$. So $y_{1-m-d} \ldots y_{a-d}=y_{1-m-d}^{\prime} \ldots y_{a-d}^{\prime}$. Now, if $u_{0}$ is any edge preceding the edge $u_{1}$ in $H$, then $u_{0}=y_{-m-d} \ldots y_{a-d}$ for some edge $y_{-m-d}$
of $F_{W}$ such that $y_{-m-d} \ldots y_{a-d}$ is in the image of $\Psi_{2}^{[m+a+1]}$. So $u_{0}$ also precedes the edge $u_{1}^{\prime}$. Hence $u_{0} u_{1} \ldots u_{d-1} \approx u_{0} u_{1}^{\prime} \ldots u_{d-1}^{\prime}$.

Let $\pi: X_{H^{\prime}} \rightarrow X_{H}$ be the left-resolving conjugacy corresponding to the left Markov equivalence relation $\approx$, according to Proposition 8.2. Each edge of $H^{\prime}$ can be regarded as an $\approx$-equivalence class, where $\approx$ is regarded as an equivalence relation on that set of $(m+d+a+1)$-blocks of $F_{W}$ all of whose $(m+a+1)$-subblocks are in the image of $\Psi_{2}^{[m+a+1]}$. Here, $y_{-m-d} \ldots y_{a} \approx y_{-m-d}^{\prime} \ldots y_{a}^{\prime}$ if and only if $y_{i-m-d} \ldots y_{i-d+a} \sim y_{i-m-d}^{\prime} \ldots y_{i-d+a}^{\prime}$ for all $0 \leq i \leq d$. We now use this view of the edges of $H^{\prime}$ to define two labelings $\mathcal{I}^{\prime}$ and $\mathcal{O}^{\prime}$ on the edges. These will be the input and output labelings when they are restricted to a subgraph $G^{\prime}$ of $H^{\prime}$.

First we define the labeling $\mathcal{I}^{\prime}$. For the edge $z_{0}$ of $H^{\prime}$ choose any representative $(m+d+a+1)$-block $y_{-m-d} \ldots y_{a}$ in $F_{W}$ and $\operatorname{set} \mathcal{I}^{\prime}\left(z_{0}\right)=\Phi \circ L_{W}\left(y_{-m} \ldots y_{a}\right)$. We must verify that $\mathcal{I}^{\prime}$ is well defined. Suppose that $y_{-m-d}^{\prime} \ldots y_{a}^{\prime}$ is another representative $(m+d+a+1)$-block of the edge $z_{0}$. We must show that $\Phi \circ L_{W}\left(y_{-m} \ldots y_{a}\right)=$ $\Phi \circ L_{W}\left(y_{-m}^{\prime} \ldots y_{a}^{\prime}\right)$. We can assume that there are $(m+a+1)$-blocks $x_{-m} \ldots x_{a}$ and $x_{-m}^{\prime} \ldots x_{a}^{\prime}$ in $X_{F}$ such that $x_{-m} \ldots x_{0}=x_{-m}^{\prime} \ldots x_{0}^{\prime}, \Psi_{2}^{[m+a+1]}\left(x_{-m} \ldots x_{a}\right)=$ $y_{-m} \ldots y_{a}$, and $\Psi_{2}^{[m+a+1]}\left(x_{-m}^{\prime} \ldots x_{a}^{\prime}\right)=y_{-m}^{\prime} \ldots y_{a}^{\prime}$, because the equivalence relation $\sim$ is the transitive closure of pairs of $(m+a+1)$-blocks of $X_{F_{W}}$ related in this way. We have

$$
\Phi \circ L_{W}\left(y_{-m} \ldots y_{a}\right)=\mathcal{I} \circ \Psi_{1}\left(x_{0}\right)=\mathcal{I} \circ \Psi_{1}\left(x_{0}^{\prime}\right)=\Phi \circ L_{W}\left(y_{-m}^{\prime} \ldots y_{a}^{\prime}\right),
$$

showing that $\mathcal{I}^{\prime}$ is well defined.
Now define a labeling $\mathcal{O}^{\prime}$ on $H^{\prime}$ as follows. We regard an edge $z_{0}$ of $H^{\prime}$ as an $\approx$-equivalence class of $(m+d+a+1)$-blocks in $F_{W}$. All of the representative $(m+d+a+1)$-blocks of $z_{0}$ have identical initial $(m+a+1)$-blocks, say $y_{-m-d} \ldots y_{a-d}$. Define $\mathcal{O}^{\prime}\left(z_{0}\right)=L_{W}\left(y_{0}\right)$. This is the labeling inherited from $\left(F_{W}^{[m+a+1]}, L\right)$ after the edge deletions and the $d$ rounds of out-splitting leading from $H$ to $H^{\prime}$. Since $\phi=\Phi_{\infty}^{m, a}, \phi$ naturally extends (as an ( $m+a+1$ )-block map) to all of $\mathcal{O}_{\infty}^{\prime}\left(X_{H^{\prime}}\right)$. We now show that $\mathcal{I}_{\infty}^{\prime}=\phi \circ \mathcal{O}_{\infty}^{\prime}$ as functions from $X_{H^{\prime}}$ to $X_{[k]}$. Say $z \in X_{H^{\prime}}$. Then $\mathcal{O}^{\prime}(z)_{[-m, a]}=L_{W}\left(y_{-m} \ldots y_{a}\right)$, where for $-m \leq i \leq a, \quad y_{i-m-d} \ldots y_{i+a}$ is a representative $(m+d+a+1)$-block of the edge $z_{i}$. So

$$
\phi \circ \mathcal{O}_{\infty}^{\prime}(z)_{0}=\Phi \circ L_{W}\left(y_{-m} \ldots y_{a}\right)=\mathcal{I}^{\prime}\left(z_{0}\right)
$$

Finally, we show that there is an irreducible subgraph $G^{\prime} \subseteq H^{\prime}$ having at each state $k$ out-going edges that are distinctly $\mathcal{I}^{\prime}$-labelled. Thus $\left(G^{\prime}, \mathcal{I}^{\prime}, \mathcal{O}^{\prime}\right)$ is a finitestate ( $W, k$ )-code having a sliding block decoder $\phi^{\prime}$ defined by the same function $\Phi$ on ( $m+a+1$ )-blocks that defines $\phi: X \rightarrow X_{[k]}$.

Fix some $(d+m+1)$-block $x_{-m-d} \ldots x_{0}$ in $X_{F}$. Let $x_{1}^{(1)}, \ldots, x_{1}^{(k)}$ be the edges in $F$ that follow $x_{0}$. Say they are input-labeled $\mathcal{I} \circ \Psi_{1}\left(x_{1}^{(j)}\right)=j$, for $1 \leq j \leq k$. For each $1 \leq j \leq k$, fix an $a$-block $x_{2}^{(j)} \ldots x_{a+1}^{(j)}$ in $X_{F}$ with $t\left(x_{1}^{(j)}\right)=s\left(x_{2}^{(j)}\right)$. Write $y_{-m-d}^{(j)} \ldots y_{a+1}^{(j)}=\Psi_{2}\left(x_{-m-d} \ldots x_{0} x_{1}^{(j)} \ldots x_{a+1}^{(j)}\right)$. Notice that, having fixed $x_{-m-d} \ldots x_{0}$, there is a unique edge $z_{0}$ of $H^{\prime}$ such that if $x_{1}^{\prime} \ldots x_{a}^{\prime}$ is any $a$-block following $x_{-m-d} \ldots x_{0}$ in $F$, then $y_{-m-d}^{\prime} \ldots y_{a}^{\prime}=\Psi_{2}\left(x_{-m-d} \ldots x_{0} x_{1}^{\prime} \ldots x_{a}^{\prime}\right)$ is a representative of the edge $z_{0}$, where $z_{0}$ is regarded as an $\approx$-equivalence class. In particular, $y_{-m-d}^{(j)} \ldots y_{a}^{(j)}$ for $1 \leq j \leq k$ are all representatives of $z_{0}$. It follows from this that the edge $z_{1}^{(j)}$ of $H^{\prime}$ that, as an $\approx-$-equivalence class, contains $y_{-m-d+1}^{(j)} \ldots y_{a+1}^{(j)}$, follows the
edge $z_{0}$. Now

$$
\mathcal{I}^{\prime}\left(z_{1}^{(j)}\right)=\mathcal{I} \circ \Psi_{1}\left(x_{1}^{(j)}\right)=j
$$

In summary, for any $(m+d+1)$-block $x_{-m-d} \ldots x_{0}$ in $X_{F}$, there is a unique edge $z_{0}$ in $H^{\prime}$ that, as a $\approx$-equivalence class, contains the set

$$
\left\{\Psi_{2}\left(x_{-m-d} \ldots x_{0} x_{1}^{\prime} \ldots x_{a}^{\prime}\right): x_{1}^{\prime} \ldots x_{a}^{\prime} \text { follows } x_{0} \text { in } F\right\}
$$

Moreover, $z_{0}$ is followed in $H^{\prime}$ by $k$ distinctly $\mathcal{I}^{\prime}$-labelled edges $z_{1}^{(1)}, \ldots, z_{1}^{(k)}$. The same argument applies to each of these $k$ edges to show again that each is followed in $H^{\prime}$ by $k$ edges that are distinctly $\mathcal{I}^{\prime}$-labelled. In this way, we can generate a subgraph of $H^{\prime}$ having at each state exactly $k$ out-going edges, and these are distinctly $\mathcal{I}^{\prime}$ labeled. Finally we take $G^{\prime}$ to be an irreducible component of this subgraph keeping full out-degree $k$.

To summarize the construction of $G^{\prime}$, we started with $F_{W}$, took the higher block presentation $F_{W}^{[m+a+1]}$, pruned to get $H$, out-split to get $H^{\prime}$, and finally pruned to get $G^{\prime}$. The higher block presentation $F_{W}^{[m+a+1]}$ was obtained from $F_{W}$ by $m+d$ rounds of complete in-splitting followed by $a-d$ rounds of complete out-splitting. The pruning done on $F_{W}^{[m+a+1]}$ to leave $H$ can be postponed until after the $d$ rounds of out-splitting leading from $H$ to $H^{\prime}$. In starting the $d$ rounds of out-splitting on $F_{W}^{[m+a+1]}$ rather than its subgraph $H$, one has only to make sure that at each round of out-splitting, the descendant edges are partitioned in a way that restricts to a corresponding partition of the descendants of the edges of the subgraph $H$ when $H$ is out-split in isolation. How edges that are not descendants of edges of the subgraph $H$ are distributed in each successive partition is unimportant, for their descendants will ultimately be pruned away to leave $H^{\prime}$.

As a corollary of Proposition 12.1, we give a necessary condition for a sliding block ( $W, k$ )-decoder to have a given delay.

In order to state the result, we need to introduce the notion of the higher-power graph $G^{n}$, defined as the graph with the same set of states as $G$ and an edge from $I$ to $J$ for each path of length $n$ in $G$ from $I$ to $J$.

Corollary 12.3. Let $W$ be an irreducible sofic shift and $k$ be a positive integer. If there is a finite-state ( $W, k$ )-code with an ( $m, a$ )-block decoder having delay d, then there is a graph $E$ such that
(1) E has uniform out-degree $k^{d}$, and
(2) $E$ is obtained from $\left(F_{W}\right)^{d}$ by pruning and one (round of) out-splitting.

In [8], it is shown that in (1) and (2) above, $d$ can be replaced by the delay of the output-labeling $\mathcal{O}$ of the finite-state $(W, k)$-code. Using Proposition 7.4, it is not hard to see that $a-d \leq d(\mathcal{O}) \leq a$. However, neither $d$ nor $d(\mathcal{O})$ necessarily dominates the other. There are more necessary conditions in [27].

Proof of Corollary 12.3. We continue using the notation used in the proof of Proposition 12.1. The graph $G^{\prime}$ in that proof can be constructed from $F_{W}$ by completely in-splitting $(m+d)$ rounds, completely out-splitting ( $a-d$ ) rounds, out-splitting $d$ more rounds, and finally pruning. Let $G^{\prime \prime}$ be the graph containing $G^{\prime}$ before the pruning is done. Then $G^{\prime \prime}$ contains an irreducible subgraph $\left(G^{\prime}\right)$ having out-degree $k$.

We regard the states of $G^{\prime \prime}$ as the equivalence classes of $(m+d+a)$-blocks of $F_{W}$ defined by the splittings leading from $F_{W}$ to $G^{\prime \prime}$. If two $(m+d+a)$-blocks $y_{-m-d} \ldots y_{a-1}$ and $y_{-m-d}^{\prime} \ldots y_{a-1}^{\prime}$ of $F_{W}$ are equivalent, then $y_{-m-d} \ldots y_{a-d-1}=$
$y_{-m-d}^{\prime} \ldots y_{a-d-1}^{\prime}$. Thus, each $(a+m)$-block $y_{-m-d} \ldots y_{a-d-1}$ defines a partition $\mathcal{P}_{y_{-m-d} \cdots y_{a-d-1}}$ of the $d$-blocks $y_{a-d} \ldots y_{a-1}$ that follow it (according to the equivalence class of $\left.y_{-m-d} \ldots y_{a-1}\right)$. Now define a vector $\mathbf{r}$ indexed by the states of $F_{W}$ as

$$
r_{J}=\max \left\{\left|\mathcal{P}_{y_{-m-d} \cdots y_{a-d-1}}\right|: \begin{array}{c}
y_{-m-d} \ldots y_{a-d-1} \text { is in the image of } \Psi_{2} \\
\text { and } t\left(y_{a-d-1}\right)=J
\end{array}\right\}
$$

if $J$ is in the image of $\Psi_{2}^{*}$, and $r_{J}=0$ otherwise. If $J$ is in the image of $\Psi_{2}^{*}$, set $\mathcal{P}_{J}=\mathcal{P}_{y_{-m-d} \ldots y_{a-d-1}}$, where $y_{-m-d} \ldots y_{a-d-1}$ is in the image of $\Psi_{2}, t\left(y_{a-d-1}\right)=J$, and $\left|\mathcal{P}_{J}\right|=r_{J}$. If a state $J$ of $F_{W}$ is not in the image of $\Psi_{2}^{*}$, then define $\mathcal{P}_{J}$ arbitrarily. Now let $A \in \mathcal{P}_{J}=\mathcal{P}_{y_{-m-d} \ldots y_{a-d-1}}$, where the set of paths

$$
y_{-m-d} \ldots y_{a-d-1} A=\left\{y_{-m-d} \ldots y_{a-1}: y_{a-d} \ldots y_{a-1} \in A\right\}
$$

intersects the image of $\Psi_{2}$. The set of paths $y_{-m-d} \ldots y_{a-d-1} A$ can be identified with a state $I$ of $G^{\prime \prime}$ that is in the subgraph $G^{\prime}$. As such, there are at least $k^{d}$ paths of length $d$ in $G^{\prime \prime}$ emanating from $I$, each path terminating at a state $y_{-m} \ldots y_{a-1} A^{\prime}$ where $y_{-m-d} \ldots y_{a-1} \in y_{-m-d} \ldots y_{a-d-1} A$ and $A^{\prime} \in \mathcal{P}_{y_{-m} \ldots y_{a-1}}$. Thus
$\Sigma\left[r_{t\left(y_{a-d} \ldots y_{a-1}\right)}: y_{a-d} \ldots y_{a-1} \in A\right]$
$\geq \Sigma\left[\left|\mathcal{P}_{y_{-m} \ldots y_{a-1}}\right|: y_{-m} \ldots y_{a-1}\right.$ is in the image of $\Psi_{2}$ and $\left.y_{a-d} \ldots y_{a-1} \in A\right]$ $\geq k^{d}$.

It follows that

$$
\Sigma\left[r_{t\left(y_{a-d} \ldots y_{a-1}\right)}: s\left(y_{a-d} \ldots y_{a-1}\right)=J\right] \geq r_{J} k^{d}
$$

for each state $J$ of $F_{W}$ in the image of $\Psi_{2}^{*}$. It follows that if we out-split $\left(F_{W}\right)^{d}$ according to the partitions $\mathcal{P}_{J}$, we obtain a graph containing an irreducible subgraph $E$ having out-degree at least $k^{d}$.
13. Appendix I. Proof of Proposition 4.4:
$d\left(f_{2} \circ f_{1}\right) \leq d\left(f_{2}\right)+d\left(f_{1}\right):$ Write $f_{1}=\left(F_{1}\right)_{\infty}$ and $f_{2}=\left(F_{2}\right)_{\infty}$. We can assume that $D=d\left(f_{2}\right)+d\left(f_{1}\right)$ is finite. Let $w=w_{0} \ldots w_{D}$ and $w^{\prime}=w_{0}^{\prime} \ldots w_{D}^{\prime}$ be $(D+1)$-blocks in $X_{G}$ with $s(w)=s\left(w^{\prime}\right)$ and $F_{2} \circ F_{1}(w)=F_{2} \circ F_{1}\left(w^{\prime}\right)$. Let $F_{1}(w)_{[0, k]}$ be the longest common prefix of $F_{1}(w)$ and $F_{1}\left(w^{\prime}\right)$. In case $k<D, F_{1}(w)_{[k+1, D]}$ and $F_{1}\left(w^{\prime}\right)_{[k+1, D]}$ have the same initial state in $H$, distinct first edges, and $F_{2} \circ F_{1}(w)_{[k+1, D]}=F_{2} \circ$ $F_{1}\left(w^{\prime}\right)_{[k+1, D]}$. So $D-k \leq d\left(f_{2}\right)$, giving $d\left(f_{1}\right) \leq k$. In case $k=D$, again $d\left(f_{1}\right) \leq k$. Recall $F_{1}(w)_{[0, k]}=F_{1}\left(w^{\prime}\right)_{[0, k]}$, so $w_{0}=w_{0}^{\prime}$. We can conclude $d\left(f_{2} \circ f_{1}\right) \leq D=$ $d\left(f_{2}\right)+d\left(f_{1}\right)$.
$d\left(f_{1}\right) \leq d\left(f_{2} \circ f_{1}\right):$ Set $D=d\left(f_{1}\right)$, and let $w=w_{0} \ldots w_{D-1}$ and $w^{\prime}=w_{0}^{\prime} \ldots w_{D-1}^{\prime}$ be $D$-blocks in $X_{G}$ having the same initial state, distinct first edges, and $F_{1}(w)=$ $F_{1}\left(w^{\prime}\right)$. Then $F_{2} \circ F_{1}(w)=F_{2} \circ F_{1}\left(w^{\prime}\right)$ also, showing $D \leq d\left(f_{2} \circ f_{1}\right)$.
$d\left(f_{2}\right) \leq d\left(f_{2} \circ f_{1}\right)$ : Set $D=d\left(f_{2}\right)$. We may assume that $d=d\left(f_{1}\right)$ is finite (for, as we have shown, $\left.d\left(f_{1}\right) \leq d\left(f_{2} \circ f_{1}\right)\right)$. Let $v=v_{0} \ldots v_{D-1}$ and $v^{\prime}=v_{0}^{\prime} \ldots v_{D-1}^{\prime}$ be $D$-blocks in $X_{H}$ with $s(v)=s\left(v^{\prime}\right)$, distinct first edges, and $F_{2}(v)=F_{2}\left(v^{\prime}\right)$. Let $v^{*}$ be any $d$-block in $X_{H}$ with $t\left(v^{*}\right)=s(v)$. Pick a $d$-block $u^{*}$ in $X_{G}$ with $F_{1}\left(u^{*}\right)=v^{*}$. Using that $X_{G}$ and $X_{H}$ are irreducible, and that $f_{1}$ is right closing and onto, [7, Lem. 5] gives two $(d+D)$-blocks $u=u_{0} \ldots u_{d+D-1}$ and $u^{\prime}=u_{0}^{\prime} \ldots u_{d+D-1}^{\prime}$ in $X_{G}$ such that $s(u)=s\left(u^{\prime}\right)=s\left(u^{*}\right), F_{1}(u)=v^{*} v$, and $F_{1}\left(u^{\prime}\right)=v^{*} v^{\prime}$. Now

$$
F_{2} \circ F_{1}(u)=F_{2}\left(v^{*}\right) F_{2}(v)=F_{2}\left(v^{*}\right) F_{2}\left(v^{\prime}\right)=F_{2} \circ F_{1}\left(u^{\prime}\right) .
$$

Since $v_{0} \neq v_{0}^{\prime}$, we have $u_{d} \neq u_{d}^{\prime}$. If $0 \leq k \leq d$ is the least index with $u_{k} \neq u_{k}^{\prime}$, then $s\left(u_{k}\right)=s\left(u_{k}^{\prime}\right)$. So

$$
d\left(f_{2} \circ f_{1}\right) \geq D+d-k \geq D=d\left(f_{2}\right)
$$

14. Appendix II. We show that, for Example 10.1, out-splitting alone requires at least 3 rounds. The eigenvector $\mathbf{r}$ of the adjacency matrix of $G$, corresponding to eigenvalue 5, gives an explanation. Each state $s$ of Fig. 28 is labeled by its corresponding eigenvector component $r_{s}$, called its weight. If $G$ could be out-split in 2 rounds alone to achieve the underlying graph $\bar{G}$ of a finite-state ( $X_{G}, 5$ )-code, then $\bar{G}$ would have uniform out-degree 5 ; it follows that there would be a weight $w_{0}$ such that for each state $s$ of $G$, the set of 2-blocks starting at state $s$ would be partitioned into atoms in such a way that within each atom the sum of weights of terminal states of its member 2 -blocks is $w_{0}$. It is not hard to see that the only possibility here is $w_{0}=25$.

Suppose that there were such a partition and call it $\mathcal{P}$. For each state $s$, let $\mathcal{P}_{s}$ denote the partition restricted to 2 -blocks outgoing from $s$.

The 2 -blocks with initial state $t(b)$ have terminal states $t(j), t(k), t(\ell), \ldots, t(o)$ weighing in at $10,10,1,14,9,6$, respectively. There is a unique partition of this multiset of integers into 2 atoms, each atom summing to 25 : $\{10,1,14\}$ and $\{10,9,6\}$. Thus the pair of paths $\{f \ell, f m\}$ is contained in one atom of $\mathcal{P}_{t(b)}$, and the pair $\{f n, f o\}$ is contained in the other.

Similarly, the 2 -blocks beginning at state $t(c)$ have terminal states $t(\ell)$, $t(m), \ldots t(q)$ weighing $1,14,9,6,5,15$, respectively. Again there is a unique partition of these weights into 2 atoms, each summing to 25 : $\{1,9,15\}$ and $\{14,6,5\}$. Thus the pair $\{g \ell, g n\}$ is contained in one atom of $\mathcal{P}_{t(c)}$, and $\{g m, g o\}$ is contained in the other.

Let $\mathcal{P}_{\{\ell, m \mid n, o\}}$ be the partition of the 2-blocks beginning at state $t(f)=t(g)$ given by:

$$
\left\{\left\{\ell \ell_{i}: i=1 \ldots 5\right\} \cup\left\{m m_{i}: i=1 \ldots 70\right\}, \quad\left\{n n_{i}: i=1 \ldots 45\right\} \cup\left\{o o_{i}: i=1 \ldots 30\right\}\right\} .
$$

Using that the sets $\{f \ell, f m\}$ and $\{f n, f o\}$ are contained in distinct atoms of $\mathcal{P}_{t(b)}$, the left Markov property (6) tells us that the partition $\mathcal{P}_{t(f)}=\mathcal{P}_{t(g)}$ refines $\mathcal{P}_{\{\ell, m \mid n, o\}}$.

Similarly, let $\mathcal{P}_{\{\ell, n \mid m, o\}}$ be the partition of the 2-blocks beginning at state $t(f)=$ $t(g)$ given by:
$\left\{\left\{\ell \ell_{i}: i=1 \ldots 5\right\} \cup\left\{n n_{i}: i=1 \ldots 45\right\}, \quad\left\{m m_{i}: i=1 \ldots 70\right\} \cup\left\{o o_{i}: i=1 \ldots 30\right\}\right\}$.
Using that $\{g \ell, g n\}$ and $\{g m, g o\}$ are distinct of $\mathcal{P}_{t(c)}$, we have that $\mathcal{P}_{t(f)}=\mathcal{P}_{t(g)}$ refines $\mathcal{P}_{\{\ell, n \mid m, o\}}$. Thus $\mathcal{P}_{t(f)}=\mathcal{P}_{t(g)}$ refines $\mathcal{P}_{\{\ell, m \mid n, o\}} \vee \mathcal{P}_{\{\ell, n \mid m, o\}}$, which has 4 atoms:
$\left\{\left\{\ell \ell_{i}: i=1 \ldots 5\right\}, \quad\left\{m m_{i}: i=1 \ldots 70\right\}, \quad\left\{n n_{i}: i=1 \ldots 45\right\}, \quad\left\{o o_{i}: i=1 \ldots 30\right\}\right\}$.
But none of these 4 atoms comprises a set of 2-blocks whose terminal states' weights sum to a multiple of 25 , as each must if the purported partition $\mathcal{P}$ exists. This contradiction shows that at least 3 rounds of out-splitting are required.
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#### Abstract

In this paper, we show that the treewidth and pathwidth of a permutation graph can be computed in polynomial time. In fact we show that, for permutation graphs, the treewidth and pathwidth are equal. These results make permutation graphs one of the few nontrivial graph classes for which, at the moment, treewidth is known to be computable in polynomial time. Our algorithm, which decides whether the treewidth (pathwidth) is at most some given integer $k$, can be implemented to run in $O(n k)$ time when the matching diagram is given. We show that this algorithm can easily be adapted to compute the pathwidth of a permutation graph in $O(n k)$ time, where $k$ is the pathwidth.
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1. Introduction. In many recent investigations in computer science, the notions of treewidth and pathwidth play an increasingly important role. One reason for this is that many problems, including many well-studied NP-complete graph problems, become solvable in polynomial and usually even linear time when restricted to the class of graphs with bounded treewidth or pathwidth [1], [3], [4], [7], [9], and [25]. Of crucial importance for these algorithms is that a tree decomposition or path decomposition of the graph is given in advance. Much research has been done in finding a tree decomposition with a reasonable small treewidth. Recent results show that a linear-time algorithm exists to find an optimal tree decomposition for a graph with bounded treewidth [8] (see also [22]). However, the constant hidden in the "big oh" is exponential in the treewidth, limiting the practicality of this algorithm.

For some special classes of graphs, it has been shown that the treewidth can be computed efficiently. In this paper we discuss the problem of finding tree and path decompositions for permutation graphs. We also show that for these graphs, the treewidth and the pathwidth are the same.

Permutation graphs are a nontrivial class of perfect graphs. They have many applications in scheduling problems. See, for example, [14], where permutation graphs are used to describe the memory requirements of a number of programs at a certain time (see also [17]). Permutation graphs also arise in a very natural way in the problem of sorting a permutation using queues in parallel. In [17] it is shown that this problem is closely related to the coloring problem of permutation graphs. Other applications occur for example in very-large-scale integration (VLSI) layout (see, e.g., [27]). There exist fast algorithms for many NP-complete problems like CLIQUE, independent SET, FEEDBACK VERTEX SET, and DOMINATING SET when restricted to permutation graphs

[^53][12], [13], [15], [17]. However, some problems remain NP-complete, like COCHRomatic nUMBER [16], [30], and ACHROMATIC NUMBER [6].

We give an $O(n k)$-time algorithm that determines whether the pathwidth (or treewidth) of a permutation graph is at most $k$ when the matching diagram of the graph is given. The algorithm can easily be adapted such that it computes the pathwidth (or treewidth) of a permutation graph in $O(n k)$ time, where $k$ denotes the pathwidth of the input graph.
2. Preliminaries. In this section we start with some definitions and easy lemmas. For more information on perfect graphs the reader is referred to [5], [11], [17].

Definition 2.1. A graph is chordal if it has no induced chordless cycle of length at least four.

Chordal graphs are also called triangulated. There are basically two ways to define the treewidth of a graph. One way is to use the concept of a tree decomposition. For more information on tree decompositions, the reader is referred to [9]. In this paper, we introduce the treewidth of a graph by means of $k$-trees.

Definition 2.2. Let $k$ be an integer. A k-tree is a graph that is defined recursively as follows. A clique with $k+1$ vertices is a $k$-tree. Given a $k$-tree $T_{n}$ with $n$ vertices, a $k$-tree with $n+1$ vertices can be constructed by making a new vertex adjacent to the vertices of a $k$-clique in $T_{n}$. A graph is a partial $k$-tree if either it has at most $k$ vertices or it is a subgraph of a $k$-tree $T$ with the same vertex set as $T$.

Every $k$-tree $G$ is chordal and $\omega(G)=k+1$ (where $\omega(G)$ is the maximum clique size). Notice that any graph is a partial $k$-tree for some $k$; take $k$ equal to the number of vertices minus one.

Definition 2.3. The treewidth of a graph $G$ is the minimum value $k$ for which $G$ is a partial $k$-tree.

Definition 2.4. A triangulation of a graph $G$ is a graph $H$ with the same vertex set as $G$, such that $G$ is a subgraph of $H$ and $H$ is chordal.

For a proof of the following lemma see for example [25].
Lemma 2.5. A graph $G$ has treewidth $\leq k$ if and only if there is a triangulation $H$ of $G$ with $\omega(H) \leq k+1$.

It follows that the treewidth of a chordal graph is the maximum clique size minus one. The treewidth can be defined in terms of the minimum over all triangulations of the maximum clique size. We define the pathwidth of a graph using triangulations of a special kind.

Definition 2.6. An interval graph is a graph of which the vertices can be put into one-to-one correspondence with intervals on the real line such that two vertices are adjacent if and only if the corresponding intervals have a nonempty intersection.

There are many ways to characterize interval graphs. We state only one of the first characterizations [26].

Lemma 2.7. An undirected graph is an interval graph if and only if the following two conditions are satisfied:
(i) $G$ is chordal; and
(ii) any three vertices of $G$ can be ordered in such a way that every path from the first to the third vertex passes through a neighbor of the second vertex.

Three vertices that do not satisfy the second condition are called an astroidal triple. These are pairwise nonadjacent, and for any pair of them there is a path that avoids the neighborhood of the remaining vertex.

Definition 2.8. Let $k$ be an integer. A graph $G$ has pathwidth $\leq k$ if and only if there is a triangulation $H$ of $G$ such that $H$ is an interval graph with $\omega(H) \leq k+1$.

Determining the treewidth or the pathwidth of a graph is NP-complete [2]. However, for constant $k$, graphs with treewidth $\leq k$ are recognizable in $O(n)$ time [8]. The large constants involved in these algorithms usually make them not very practical. It is therefore of importance to find fully polynomial algorithms for treewidth and pathwidth for special classes of graphs which are as large as possible.

One of the main reasons why there exist fast algorithms for many problems when restricted to graphs with bounded treewidth is the existence of vertex separators of bounded size.

Definition 2.9. A subset $S \subseteq V$ is an a,b-separator for nonadjacent vertices a and $b$ if the removal of $S$ separates $a$ and $b$ in distinct connected components. If no proper subset of $S$ is an a,b-separator, then $S$ is a minimal a,b-separator. A minimal separator $S$ is a subset such that $S$ is a minimal $a, b$-separator for some nonadjacent vertices $a$ and $b$.

The following lemma, which must have been rediscovered many times, appears for example as an exercise in [17].

Lemma 2.10. Let $S$ be a minimal $a, b$-separator and $C_{a}$ and $C_{b}$ be the connected components of $G[V-S]$ containing $a$ and $b$, respectively. Then every vertex of $S$ has a neighbor in $C_{a}$ and a neighbor in $C_{b}$.

Theorem 2.11. Let $G$ be a partial $k$-tree. There exists a triangulation of $G$ into a chordal graph $H$ such that the following three statements hold:
(i) $\omega(H) \leq k+1$.
(ii) If $a$ and $b$ are nonadjacent vertices in $H$, then every minimal $a, b$-separator of $H$ is also a minimal a,b-separator in $G$.
(iii) If $S$ is a minimal separator in $H$ and $C$ is the vertex set of a connected component of $H[V-S]$, then $C$ induces also a connected component in $G[V-S]$.

Proof. Take a triangulation $H$, with treewidth at most $k$ and with a minimum number of edges (this exists by Lemma 2.5). Suppose $H$ has a minimal vertex separator $C$ for nonadjacent vertices $a$ and $b$ such that either $C$ induces no minimal $a, b$-separator in $G$ or the vertex sets of the connected components of $H[V-C]$ are different from those of $G[V-C]$. Let $S \subseteq C$ be a minimal $a, b$-separator in $G$. Let $C_{1}, \ldots, C_{t}$ be the connected components of $G[V-S]$. Make a chordal graph $H^{\prime}$ as follows. For each $C_{i} \cup S$, take the chordal subgraph of $H$ induced by these vertices. Since $S$ is a clique in $H$, this gives a chordal subgraph $H^{\prime}$ of $H$. Notice that the vertex sets of the connected components of $H^{\prime}[V-S]$ are the same as those of $G[V-S]$. We claim that the number of edges of $H^{\prime}$ is less than the number of edges of $H$, which is a contradiction. Clearly, the number of edges of $H^{\prime}$ does not exceed the number of edges of $H$. First assume that $S \neq C$ and let $x \in C \backslash S$. By Lemma 2.10, in $H, x$ has a neighbor in the component containing $a$ and a neighbor in the component containing $b$. Not both of these edges can be present in $H^{\prime}$. Thus, we may assume $S=C$. Then the vertex sets of the connected components of $H[V-C]$ are different from those of $H^{\prime}[V-C]$. Since $H^{\prime}$ is a subgraph of $H$, every connected component $H^{\prime}[V-C]$ is contained in some connected component of $H[V-C]$. It follows that there must be a connected component in $H[V-C]$ containing two different connected components of $H^{\prime}[V-C]$. This can only be the case if there is some edge between these components in $H[V-C]$ (which is not there in $H^{\prime}[V-C]$ ). This proves the theorem.

Definition 2.12. We call a triangulation whose existence is guaranteed by Theorem $2.11 a$ minimal triangulation.

Let $G=(V, E)$ be a graph and let $C$ be a minimal vertex separator. Let $C_{1}, \ldots, C_{t}$ be the connected components of $G[V-C]$. We denote by $\bar{C}_{i}(i=1, \ldots, t)$ the graph
obtained as follows. Take the induced subgraph $G\left[C \cup C_{i}\right]$ and add edges such that the subgraph induced by $C$ is complete. The following lemma easily follows from Theorem 2.11 (a similar result appears in [2]).

Lemma 2.13. A graph $G$ with at least $k+2$ vertices is a partial $k$-tree if and only if there exists a minimal vertex separator $C$ such that the graphs $\bar{C}_{i}$ are partial $k$-trees $(i=1, \ldots, t)$.

In this paper, we show that the treewidth and pathwidth of a permutation graph can be computed in polynomial time. We think of a permutation $\pi$ of the numbers $1, \ldots, n$ as the sequence $\pi=\left[\pi_{1}, \ldots, \pi_{n}\right]$.

Definition 2.14. If $\pi$ is a permutation of the numbers $1, \ldots, n$, we can construct a graph $G[\pi]=(V, E)$ with vertex set $V=\{1, \ldots, n\}$ and edge set $E$ :

$$
(i, j) \in E \Leftrightarrow(i-j)\left(\pi_{i}^{-1}-\pi_{j}^{-1}\right)<0 .
$$

An undirected graph is a permutation graph if there is a permutation $\pi$ such that $G \cong G[\pi]$.

The graph $G[\pi]$ is sometimes called the inversion graph of $\pi$. If the permutation is not given, it can be computed in $O\left(n^{2}\right)$ time [17], [28]. In this paper, we assume that the permutation is given and we identify the permutation graph with the inversion graph. A permutation graph is an intersection graph, which is illustrated by the matching diagram.

Definition 2.15. Let $\pi$ be a permutation of $1, \ldots, n$. The matching diagram can be obtained as follows. Write the numbers $1, \ldots, n$ horizontally from left to right. Underneath, write the numbers $\pi_{1}, \ldots, \pi_{n}$, also horizontally from left to right. Draw straight line segments joining the two 1 's, the two 2 's, etc.

Notice that two vertices $i$ and $j$ of $G[\pi]$ are adjacent if and only if the corresponding line segments intersect. In Fig. 1 we give an example.


Fig. 1. Permutation graph and matching diagram.
3. Scanlines. In this section, we show that every minimal separator in a permutation graph can be obtained by using a scanline. Recall the definition of the matching diagram. It consists of two horizontal lines, one above the other, and a number of straight line segments, one for each vertex, such that each line segment has one end vertex on each horizontal line. Two vertices are adjacent if the corresponding line segments intersect. We say that two line segments cross if they have a nonempty intersection.

Definition 3.1. A scanline in the diagram is any line segment with one end vertex on each horizontal line. A scanline $s$ is between two noncrossing line segments $x$ and $y$ if the top point of $s$ is in the open interval bordered by the top points of $x$ and $y$ and the bottom point of $s$ is in the open interval bordered by the bottom points of $x$ and $y$.

If a scanline $s$ is between line segments $x$ and $y$, then the intersection of each pair of the three line segments is empty. Consider two nonadjacent vertices $x$ and $y$. The line segments in the diagram corresponding to $x$ and $y$ do not cross in the diagram.

Hence we can find a scanline $s$ between the lines $x$ and $y$. Take out all the lines that cross the scanline $s$. Clearly, this corresponds with an $x, y$-separator in the graph. The next lemma shows that we can find all minimal $x, y$-separators in this way.

Lemma 3.2. Let $G$ be a permutation graph and $x$ and $y$ be nonadjacent vertices in $G$. Every minimal $x, y$-separator consists of all line segments crossing a scanline that lies between the line segments of $x$ and $y$.

Proof. Let $S$ be a minimal $x, y$-separator. Consider the connected components of $G[V-S]$. Let $C_{x}$ be the component containing $x$ and $C_{y}$ be the component containing $y$. Clearly, these must also be "connected" parts in the diagram, and we may assume without loss of generality that the component containing $x$ is completely to the left of the component containing $y$. Every vertex of $S$ is adjacent to some vertex in $C_{x}$ and to some vertex in $C_{y}$ (Lemma 2.10). Notice that we can choose a scanline $s$ crossing no line segment of $G[V-S]$ and that is between $x$ and $y$. Then all lines crossing the scanline must be elements of $S$. But for all elements of $S$ the corresponding line segment must cross $s$, since it is intersecting with a line segment of $C_{x}$, which is to the left of $s$, and with a line segment of $C_{y}$, which is to the right of $s$.

Corollary 3.3. There are $O\left(n^{2}\right)$ minimal separators in a permutation graph with $n$ vertices.

If $s$ is a scanline, then we denote by $S$ the set of vertices of which the corresponding line segments cross $s$. In the rest of this paper, we consider only scanlines of which the endpoints do not coincide with endpoints of other line segments.

Definition 3.4. Two scanlines $s_{1}$ and $s_{2}$ are equivalent, $s_{1} \equiv s_{2}$, if they have the same position in the diagram relative to every line segment.

Hence, if $s_{1} \equiv s_{2}$, then the set of line segments with the top (or bottom) endpoint to the left of the top (or bottom) endpoint of the scanline is the same for $s_{1}$ and $s_{2}$.

We are only interested in scanlines that do not cross too many line segments, since these correspond with suitable separators.

Definition 3.5. A scanline $s$ is $k$-small if it crosses with at most $k+1$ line segments.

Lemma 3.6. There are $O(n k)$ pairwise nonequivalent $k$-small scanlines.
Proof. Consider the matching diagram, with numbers $1, \ldots, n$ written from left to right and written $\pi_{1}, \ldots, \pi_{n}$ underneath. Consider a scanline $t$ and assume that the top endpoint is between $i$ and $i+1$ and the bottom endpoint is between $\pi_{j}$ and $\pi_{j+1}$. Assume that $s$ line segments are such that the top endpoint is to the left of the top of $t$ and the bottom endpoint to the left of the bottom of $t$. Then the number of line segments crossing $t$ is $i+j-2 s$. Since $s \leq i$ and $s \leq j$, it follows that $i-k-1 \leq j \leq i+k+1$ must hold. This proves the lemma.
4. Treewidth = pathwidth. In this section, we show that a permutation graph can be triangulated optimally such that the result is an interval graph.

Theorem 4.1. Let $G$ be a permutation graph and $H$ be a minimal triangulation of $G$. Then $H$ is an interval graph.

Proof. Assume $H$ has an astroidal triple $x, y, z$. Since $x, y$, and $z$ are pairwise nonadjacent, the corresponding line segments in the matching diagram pairwise do not cross. We may assume without loss of generality that the line segment of $y$ is between those of $x$ and $z$. Take a path $p$ between $x$ and $z$ that avoids the neighborhood of $y$. Then each line of the path lies totally to the left or totally to the right of $y$. It follows that there are $x^{\prime}$ to the left of $y$ and $z^{\prime}$ to the right of $y$ such that $x^{\prime}$ and $z^{\prime}$ are adjacent in $H$ but neither $x^{\prime}$ nor $z^{\prime}$ is a neighbor of $y$ in $H$. Let $S$ be a minimal $x^{\prime}, y$-separator in $H$. Since $H$ is a minimal triangulation, $S$ is also a minimal $x^{\prime}, y$-separator in $G$. By

Lemma 3.2, $S$ consists of all lines crossing some scanline $s$ between $x^{\prime}$ and $y$. Clearly, the connected component of $G[V-S]$ containing $x^{\prime}$ lies totally to the left of $s$ and the connected component containing $z^{\prime}$ in $G[V-S]$ lies totally to the right of $s$ (notice that $z^{\prime} \notin S$ since $z^{\prime}$ lies totally to the right of $y$ ). It follows that $x^{\prime}$ and $z^{\prime}$ must be in different components of $G[V-S]$. Since $H$ is minimal, by Theorem 2.11 they must also be in different components of $H[V-S]$. But then $x^{\prime}$ and $z^{\prime}$ cannot be adjacent in $H$. It follows that there cannot be an astroidal triple, and by the characterization of Lekkerkerker and Boland ([26], stated in Lemma 2.7), $H$ is an interval graph.

Corollary 4.2. For a permutation graph $G$, the pathwidth of $G$ is equal to the treewidth of $G$.
5. Candidate components. Consider the matching diagram of $G$.

Definition 5.1. Let $s_{1}$ and $s_{2}$ be two scanlines of which the intersection is either empty or one of the endpoints of $s_{1}$ and $s_{2}$. $A$ candidate component $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ is a subgraph of $G$ induced by the following sets of lines:

1. all lines that are between the scanlines (in case the scanlines have a common endpoint, this set is empty);
2. all lines crossing at least one of the scanlines.

We identify the candidate component $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ with the diagram containing $s_{1}, s_{2}$ and the set of lines corresponding with vertices of $C$.

Definition 5.2. Let $k$ be an integer. A candidate component $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ is $k$-feasible if there is a triangulation $H$ of $C$ such that $\omega(H) \leq k+1$ and such that for each scanline $s_{i}(i=1,2)$ the set of lines crossing this scanline forms a clique in $H$.

Notice that if a candidate component has at most $k+1$ vertices, then it is $k$ feasible.

Definition 5.3. Let $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ be a candidate component. We define the realizer $R(C)$ as the graph obtained from $C$ by adding all edges between vertices of $S_{1}$ and between vertices of $S_{2}$ (i.e., the two subgraphs of $R(C)$ induced by $S_{1}$ and by $S_{2}$ are cliques).

A candidate component $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ is $k$-feasible if and only if the realizer $R(C)$ has treewidth at most $k$.

Lemma 5.4. If $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ is a candidate component, then the realizer $R(C)$ is a permutation graph.

Proof. Consider the matching diagram. Assume $s_{1}$ is to the left of $s_{2}$. First consider lines that cross only $s_{1}$ and with top endpoints to the right of the top endpoint of $s_{1}$. Let $\left(a_{1}, b_{1}\right), \ldots,\left(a_{r}, b_{r}\right)$ be these line segments, with top endpoints $a_{1}, \ldots, a_{r}$. Assume $a_{1}<a_{2}<\cdots<a_{r}$. Change the order of $b_{1}, \ldots, b_{r}$ such that $b_{1}>b_{2}>\cdots>$ $b_{r}$. This is illustrated in Fig. 2. Now consider the line segments crossing $s_{1}$ of which the top endpoint is to the left of the top endpoint of $s_{1}$. Reorder in the same way the top endpoints of these line segments. The lines crossing $s_{2}$ are handled similarly. The resulting diagram is a matching diagram for $R(C)$.

Let $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ be a candidate component such that $C$ has at least $k+2$ vertices. The realizer $R(C)$ has treewidth at most $k$ if and only if there is a minimal vertex separator $S$ with at most $k$ vertices such that all components, with $S$ added as a clique, have treewidth at most $k$ (see Lemma 2.13). Consider the diagram of $R(C)$, obtained from the diagram of $C$ by the method described in the proof of Lemma 5.4. By Lemma 3.2, a minimal separator can be found by a scanline. Let $H$ be a minimal triangulation of $R(C)$ and let the scanline $s$ represent a minimal vertex separator in $H$ for nonadjacent vertices $a$ and $b$. The separator consists exactly of the lines crossing this scanline $s$.


Fig. 2. Diagrams of candidate component and realizer.


Fig. 3. There is an equivalent nice scanline.

Definition 5.5. Let $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ be a candidate component with realizer $R(C)$. A scanline $t$ is nice if the top point of $t$ is in the closed interval between the top points of $s_{1}$ and $s_{2}$ and the bottom point of $t$ is in the closed interval between the bottom points of $s_{1}$ and $s_{2}$.

Lemma 5.6. There is a scanline $s^{*} \equiv s$ such that $s^{*}$ is nice.
Proof. Consider the diagram of $R(C)$ with the scanlines $s_{1}, s_{2}$, and $s$. Without loss of generality, we assume that $s_{1}$ is to the left of $s_{2}$. The scanline $s$ separates nonadjacent vertices $a$ and $b$. Let the line segment of $a$ be to the left of the line segment of $b$. The scanline $s$ lies between the line segments of $a$ and $b$. Assume that $s$ is not nice. Without loss of generality, assume that it crosses $s_{1}$. Then $a \in S_{1}$ and $b \notin S_{1}$, since $a$ and $b$ are not adjacent (see the left diagram in Fig. 3). Let $s^{*}$ be the line segment with its top point at the top of $s_{1}$ and its bottom point at the bottom of $s$. We want to prove that $s \equiv s^{*}$. This is clearly the case if there is no line segment for which the top point is between the top points of $s$ and $s_{1}$. Assume that there is such a vertex $p$ (see the right diagram in Fig. 3). Notice that, since $p$ and $a$ both cross $s_{1}$, they are adjacent. We claim that $S^{*} \subset S$. Let $x$ be a line segment crossing $s^{*}$. If the bottom end of $x$ is to the left of the bottom end of $s^{*}$, then the segment $x$ clearly also crosses $s$. Assume that the bottom vertex of $x$ is to the right of the bottom vertex of $s^{*}$. Then the line segment also crosses $s_{1}$. But then $x$ and $a$ are adjacent, hence the top vertex of $x$ must be to the left of the top vertex of $a$. This implies that $x$ also crosses $s$. Clearly, $S^{*}$ is an $a, b$-separator in $R(C)$. Since $p \in S \backslash S^{*}$, $S$ cannot be a minimal $a, b$-separator in $R(C)$ and since $H$ is a minimal triangulation of $R(C)$, it cannot be a minimal $a, b$-separator in $H$ (Theorem 2.11). This, then, is a contradiction.

This proves that all lines crossing the scanline $s$ are in $C$, and the next lemma follows.

Lemma 5.7. Let $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ be a candidate component with at least $k+2$ vertices. Then $C$ is $k$-feasible if and only if there is a nice scanline $s$ such that the two candidate components $C_{1}=\mathcal{C}\left(s_{1}, s\right)$ and $C_{2}=\mathcal{C}\left(s, s_{2}\right)$ are both smaller than $C$ and are both $k$-feasible.

DEfinition 5.8. Two scanlines $s_{1}$ and $s_{2}$ are neighbors if they have one endpoint in common and in the interval determined by the other endpoints, lies exactly one endpoint of a line segment.

We are now ready to prove our main theorem.
THEOREM 5.9. Let $C=\mathcal{C}\left(s_{1}, s_{2}\right)$ be a candidate component with $s_{2}$ to the right of $s_{1}$. Then $C$ is $k$-feasible if and only if there exists a sequence of scanlines $s_{1}=t_{1}, t_{2}, \ldots, t_{r}=s_{2}$ such that the following conditions are satisfied:

1. The scanlines $t_{i}$ and $t_{i+1}$ are neighbors for $i=1, \ldots, r-1$ and one endpoint of $t_{i+1}$ lies to the right of the endpoint of $t_{i}$.
2. Each $\mathcal{C}\left(t_{i}, t_{i+1}\right)$ has at most $k+1$ vertices $(i=1, \ldots, r-1)$.

Proof. First, assume that such a sequence exists. Let $t_{1}, \ldots, t_{r}$ be the sequence of scanlines. If $C$ has at most $k+1$ vertices, then $C$ is $k$-feasible. Hence, we may assume that $C$ has at least $k+2$ vertices. Then $r \geq 3$. By induction, we show that $\mathcal{C}\left(t_{1}, t_{i}\right)$ is $k$-feasible for $i=2, \ldots, r$. If $i=2$, then $\mathcal{C}\left(t_{1}, t_{2}\right)$ has at most $k+1$ vertices and hence is $k$-feasible. Assume that $\mathcal{C}\left(t_{1}, t_{i-1}\right)$ is $k$-feasible and $\mathcal{C}\left(t_{1}, t_{i}\right) \neq \mathcal{C}\left(t_{1}, t_{i-1}\right)$. Then $t_{i-1}$ is a nice scanline in $\mathcal{C}\left(t_{1}, t_{i}\right)$. $\mathcal{C}\left(t_{1}, t_{i-1}\right)$ and $\mathcal{C}\left(t_{i-1}, t_{i}\right)$ are both $k$-feasible; hence, by Lemma 5.7, $\mathcal{C}\left(t_{1}, t_{i}\right)$ is also $k$-feasible.

Now assume that $C$ is $k$-feasible. Consider the case that $C$ has at most $k+1$ vertices. In this case, it is easy to see that such a sequence of scanlines exists. If $s_{1}$ and $s_{2}$ have an endpoint in common, we can take $r=2$. If $s_{1}$ and $s_{2}$ do not have an endpoint in common, take a scanline $t$ that has one endpoint in common with $s_{1}$ and the other endpoint in common with $s_{2}$. The sequence of scanlines $s_{1}, t, s_{2}$ satisfies these requirements. Assume that $C$ has at least $k+2$ vertices. Then by Lemma 5.7, there is a nice scanline $s^{*}$ such that $\mathcal{C}\left(s_{1}, s^{*}\right)$ and $\mathcal{C}\left(s^{*}, s_{2}\right)$ are both $k$-feasible. The theorem follows by induction on the number of vertices of $C$.
6. Algorithm. In this section, we show how to compute the treewidth (and pathwidth) of a permutation graph $G$. Let $k$ be an integer. The algorithm we present checks whether the treewidth of the permutation graph does not exceed $k$.

Make a directed acyclic graph $W_{k}(G)$ as follows. The vertices of the graph are the pairwise nonequivalent $k$-small scanlines. Direct an arc from scanline $s$ to $t$ if the following hold:

1. The scanlines $s$ and $t$ are neighbors such that one endpoint of $t$ is to the right of the corresponding endpoint of $s$.
2. The candidate component $\mathcal{C}(s, t)$ has at most $k+1$ vertices.

We call this graph the scanline graph.
Lemma 6.1. Let $s_{L}$ be the scanline that lies totally to the left of all line segments and $s_{R}$ be the scanline that lies totally to the right of all line segments. $G$ has treewidth at most $k$ if and only if there is a directed path in the scanline graph from $s_{L}$ to $s_{R}$.

Proof. Clearly, $s_{L}$ and $s_{R}$ are $k$-small. The result follows immediately from Theorem 5.9.

Lemma 6.2. The scanline graph has $O(n k)$ vertices, and each vertex is incident with at most 4 arcs.

Proof. The bound on the number of vertices is proved in Lemma 3.6. For each scanline $s$ there are at most 4 scanlines $t$ such that $s$ and $t$ are neighbors.

We now describe the algorithm which determines if the treewidth of $G$ is at most $k$.

Step 1. Make a maximal list $\mathcal{L}$ of pairwise nonequivalent $k$-small scanlines.
Step 2. Construct the acyclic digraph $W_{k}(G)$.

Step 3. If there exists a path in $W_{k}(G)$ from $s_{L}$ to $s_{R}$, then the treewidth of $G$ is at most $k$. If such a path does not exist, then the treewidth of $G$ is larger than $k$.

We now discuss the running time of the algorithm in more detail.
Lemma 6.3. The algorithm can be implemented to run in $O(n k)$ time.
Proof. By Lemma 3.6, each $k$-small scanline can be characterized by two indices $i$ and $\theta$, with $0 \leq i \leq n$ and $-(k+1) \leq \theta \leq k+1$. The scanline with these indices has its top endpoint between $i$ and $i+1$ and its bottom endpoint between $\pi_{i+\theta}$ and $\pi_{i+\theta+1}$ (with obvious boundary restrictions). Let $A(i, \theta)$ be the number of line segments of which the top endpoint is to the left of the top endpoint of this scanline and that cross the scanline. Notice that $A(0, \theta)=0$ for $\theta=0, \ldots, k+1$. The rest of the table follows from:

$$
\begin{aligned}
A(i, \theta) & = \begin{cases}A(i, \theta-1) & \text { if } \pi_{i+\theta}>i \\
A(i, \theta-1)-1 & \text { if } \pi_{i+\theta} \leq i\end{cases} \\
& \text { if } \theta>-\min (k+1, i)
\end{aligned} \begin{array}{ll}
A(i-1, \theta+1)+1 & \text { if } \pi_{i}^{-1}>i+\theta \\
A(i, \theta) & = \begin{cases}A(i-1, \theta+1) & \text { if } \pi_{i}^{-1} \leq i+\theta\end{cases}
\end{array}
$$

if $i \geq 1$ and $\theta=-\min (k+1, i)$.
The number of line segments crossing the scanline with indices $i$ and $\theta$ is $2 A(i, \theta)+\theta$. It follows that the list $\mathcal{L}$ of $k$-small scanlines can be made in $O(n k)$ time.

We now show that the scanline graph $W_{k}(G)$ can be constructed in $O(n k)$ time. Consider two $k$-small scanlines $s$ and $t$ that are neighbors and that have a top endpoint in common, say between $i$ and $i+1$. Assume that the bottom endpoint of $s$ is between $\pi_{j-1}$ and $\pi_{j}$ and the bottom endpoint of $t$ is between $\pi_{j}$ and $\pi_{j+1}$. According to Lemma 6.2, we must have $|m-j| \leq k+1$, otherwise there cannot be an arc between $s$ and $t$. Assume without loss of generality that $j<m$. Now notice that the number of vertices of $\mathcal{C}(s, t)$ is $j-i+A(i, j-i)+A(i, j-i-1)$. This shows that the adjacency list for each $k$-small scanline can be computed in $O(k)$ time. Computing a path in $W$ from $s_{L}$ to $s_{R}$, if it exists, clearly also takes $O(n k)$ time. Hence the total algorithm can be implemented to run in $O(n k)$ time.

Theorem 6.4. Let $G$ be a permutation graph. Then the pathwidth and treewidth of $G$ are the same, and there is an $O(n k)$ algorithm that correctly determines whether the treewidth of $G$ is at most $k$.

We end this section by remarking that the algorithm can be adapted such that it computes, within the same time bound, the pathwidth of a permutation graph (when the matching diagram is given). This can be seen as follows. Let the treewidth of $G$ be $k$. First, compute a number $L$ such that $L \leq k \leq 2 L$. This can be done, using the algorithm described above $O(\log k)$ times, in time $O(n k)$ (execute this algorithm for $L=1,2,4, \ldots)$. Now construct the scanline graph $W_{2 L}(G)$ and put weights on the arcs that express how many vertices are in the corresponding candidate component. Then search for a path from $s_{L}$ to $s_{R}$ such that the maximum over weights of arcs in the path is minimized. This maximum weight minus one gives the exact treewidth $k$ of $G$.
7. Conclusions. In this paper, we described a very simple and efficient algorithm to compute the treewidth and pathwidth of a permutation graph. In fact, we have shown that, for any permutation graph, the pathwidth and treewidth are equal.

Our results can easily be extended to complements of comparability graphs for which the partial order dimension is bounded by some fixed constant $d \geq 1$ (so-called cocomparability graphs of dimension $d$ ) using an intersection model that was introduced in [18] (see also [24]). Then the algorithm computing the pathwidth (or treewidth) has running time $O\left(n k^{d-1}\right)$. Furthermore, it can be shown that, for any cocomparability graph, the pathwidth and treewidth are equal. (Notice that the problems PathWIDTH and Treewidth are both NP-complete when restricted to cocomparability graphs [2].)

Our methods can also be applied to the minimum fill-in problem, which is equivalent to minimizing the number of edges over all triangulations of the given graph. This leads to efficient algorithms computing a minimum fill-in, namely an $O\left(n^{2}\right)$ algorithm for permutation graphs and an $O\left(n^{d}\right)$ algorithm for cocomparability graphs of dimension $d$. It is important to mention that the algorithms on cocomparability graphs of dimension $d \geq 3$ usually require an intersection model as part of the input, since their recognition problem is NP-complete [31]. Nevertheless, it has been shown recently that, using a different approach, a polynomial-time algorithm computing the pathwidth (or treewidth) for cocomparability graphs of dimension $d \geq 3$ can be designed that does not require an intersection model as part of the input [22], [24].

There are some other classes of graphs for which the exact pathwidth and treewidth can be computed efficiently. For example, cographs [10], split graphs, and interval graphs. The treewidth can also be computed efficiently for chordal graphs, circular arc graphs [29], and chordal bipartite graphs [23]. In this respect, we would like to mention the result of [19], which shows that the problem PATHWIDTH is NP-complete when restricted to chordal graphs. Recently, polynomial-time algorithms computing the treewidth of circle graphs [20] and the minimum-fill-in of chordal bipartite graphs [21] have been shown. For more details we refer to the monograph [22].
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#### Abstract

A salvage-embedding ( $S$-embedding) maps an $M$-leaf complete binary tree $\mathcal{G}$ into an $(N>M)$-leaf complete binary tree $\mathcal{H}$, the fraction $G$ of whose leaves have been labeled Good. The S-embedding maps leaves of $\mathcal{G}$ one-to-one to GOOD leaves of $\mathcal{H}$; it may be many-to-one on internal nodes. The quality of an S-embedding depends on its harvest, the ratio $H \stackrel{\text { def }}{=} M / G N$, and its congestion, the largest number of edges of $\mathcal{G}$ that get "routed" across the same edge of $\mathcal{H}$. We study three scenarios. In the worst-case scenario, given any target harvest $H \leq 1 / 2$, one can S-embed a $2^{\lfloor\log (H G N)\rfloor}$-leaf $\mathcal{G}$ in $\mathcal{H}$ with congestion $\log \log N+$ a constant depending only on $G$ and $H$, no matter how the GOOD leaves are distributed; this congestion cannot be lowered by more than a small constant factor. In the expected-case scenario-where leaves of $\mathcal{H}$ are labeled GOOD or not, independently, with fixed probability-with probability exceeding $1-N^{-\Omega(1)}$, for any target harvest $H \leq 1 / 8$, one can S-embed a $2^{\lfloor H N\rfloor}$-leaf $\mathcal{G}$ in $\mathcal{H}$ with congestion $O(\log \log \log N)$. In the salvaging scenario, we present an algorithm that, in time $O\left(C N(\log N)^{3 C+2}\right)$, S-embeds in a given a leaf-labeled $\mathcal{H}$ the largest possible $\mathcal{G}$, subject to the prespecified bound $C$ on congestion. This work is inspired by the problem of salvaging a fault-free subnetwork of a leaf-tree machine-a tree architecture whose leaves hold "full-power" processors and whose nonleaf nodes hold "rudimentary" processors that route messages and perform simple combining tasks.
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## AMS subject classification. 6805 C

1. Introduction. This paper studies salvage-embeddings (S-embeddings) of small complete binary trees into large ones, inspired by the problem of tolerating faults in a type of tree-structured parallel architecture that we call a leaf-tree machine. Our study is among the first that obtains nontrivial bounds on the efficiency of embeddings solely on the basis of congestion.

### 1.1. Basic notions.

1.1.1. Trees and forests. The height-n complete binary tree $\mathcal{T}_{n}$ is the graph whose $2^{n+1}-1$ nodes comprise the set of all binary words of length at most $n$ and

[^54]whose edges connect each node $x$ of length less than $n$ with its children $x 0$ and $x 1$. For each $\ell \in\{0,1, \ldots, n\}$, the $2^{\ell}$ words/nodes of length $\ell$ form level $n-\ell$ of $\mathcal{T}_{n} ;{ }^{1}$ the unique node at level $n$ is the root of $\mathcal{T}_{n}$, and the $2^{n}$ nodes at level 0 are the leaves of $\mathcal{T}_{n}$. We say that node $x$ is a (proper) ancestor of node $y$, or, equivalently, that node $y$ is a (proper) descendant of node $x$, just when the string $x$ is a (proper) prefix ${ }^{2}$ of the string $y$. For each node $x$ of $\mathcal{T}_{n}$, the subtree of $\mathcal{T}_{n}$ rooted at $x$ is the induced subgraph of $\mathcal{T}_{n}$ on the nodes $\{x y: 0 \leq|y| \leq n-|x|\}$, i.e., the set of descendants of $x$. Henceforth, we refer to "complete binary trees" simply as "trees."

Finally, our study calls for a nonstandard notion of forest. For our purposes, a forest is a nonempty sequence of trees of distinct sizes.
1.1.2. Salvage-embeddings. Let us be given a tree $\mathcal{T}_{n}$, the fraction $0<G \leq 1$ of whose $2^{n}$ leaves have been labeled GOOD; call the fraction $G$ the yield of the labeling. Let us further be given a tree $\mathcal{T}_{k}$, where $2^{k} \leq G 2^{n}$. We wish to embed $\mathcal{T}_{k}$ into $\mathcal{T}_{n}$, using only the GOOD leaves of the latter; for mnemonic emphasis, we henceforth denote by $\mathcal{G}_{k}$ (for guest) the copy of $\mathcal{T}_{k}$ and by $\mathcal{H}_{n}$ (for host) the (leaf-labeled) copy of $\mathcal{T}_{n}$.

A salvage-embedding ( $S$-embedding, for short) of $\mathcal{G}_{k}$ into $\mathcal{H}_{n}$, where $2^{k} \leq G 2^{n}$, is given by the following:

- an assignment $\alpha$ of the nodes of $\mathcal{G}_{k}$ to nodes of $\mathcal{H}_{n}$ that
- maps each leaf of $\mathcal{G}_{k}$ to a unique GOOD leaf of $\mathcal{H}_{n}$ (and so is one-to-one on the leaves of $\mathcal{G}_{k}$ ), and
- is progressive in that it preserves all ancestor-descendant relations among nodes of $\mathcal{G}_{k} ;{ }^{3}$
- a routing function $\rho$ that assigns to each edge $(x, y)$ of $\mathcal{G}_{k}$ the unique path in $\mathcal{H}_{n}$ that connects nodes $\alpha(x)$ and $\alpha(y)$.
While our primary interest here is in S-embedding an individual tree $\mathcal{G}_{k}$ into $\mathcal{H}_{n}$, we usually will know the parameter $k$ only implicitly: $\mathcal{G}_{k}$ will usually be defined as the largest tree that can be S-embedded into $\mathcal{H}_{n}$ within a certain cost bound. Our Sembedding algorithms therefore use the technical device of S-embedding entire forests of trees into $\mathcal{H}_{n}$; the largest tree in the S -embedded forest will be the sought one. By extension of our definition of S-embedding trees, an $S$-embedding of a forest of trees into $\mathcal{H}_{n}$ is a set of S-embeddings of the trees in the forest whose leaf assignments are node disjoint. This node disjointness guarantees that if any subset of the trees in the forest are grown and combined into a single tree, an S-embedding of that single tree into $\mathcal{H}_{n}$ can use the leaf assignments of the S-embedding of the forest into $\mathcal{H}_{n}$.
1.1.3. The costs of an S-embedding. Let us be given an S-embedding $\langle\alpha, \rho\rangle$ of the $m$-tree forest $\left\langle\mathcal{G}_{k_{1}}, \mathcal{G}_{k_{2}}, \ldots, \mathcal{G}_{k_{m}}\right\rangle$, where each $^{4} k_{j}<k_{j+1}$, into $\mathcal{H}_{n}$. We are interested in two costs of the S -embedding.

The harvest of the S-embedding is the ratio of the number of leaves in the largest tree in the forest (namely, $\mathcal{G}_{k_{m}}$ ) to the number of GOOD leaves in $\mathcal{H}_{n}$; symbolically,

$$
\operatorname{Harvest}(\langle\alpha, \rho\rangle)=\frac{2^{k_{m}-n}}{G}
$$

[^55]This measure is of primary interest to us, because our algorithms are designed to maximize the size of the largest tree that can be S-embedded efficiently into $\mathcal{H}_{n}$.

The simple congestion of the S-embedding is measured by focusing just on those $\rho$-routing paths that are used to S -embed $\mathcal{G}_{k_{m}}$ into $\mathcal{H}_{n}$ : it is the maximum number of such paths that cross any single edge of $\mathcal{H}_{n}$. Symbolically,

Congestion $^{\star}(\langle\alpha, \rho\rangle)=\max _{(x, y) \in \operatorname{Edges}\left(\mathcal{H}_{n}\right)} \mid\left\{(u, v) \in \operatorname{Edges}\left(\mathcal{G}_{k_{m}}\right) \mid \rho(u, v)\right.$ contains edge $\left.(x, y)\right\} \mid$.
On the road to finding a small-congestion S-embedding of a large tree into $\mathcal{H}_{n}$, our algorithms will want to keep track of the congestion of the current intermediate S embeddings of entire forests into $\mathcal{H}_{n}$, since trees from these intermediate forests will ultimately be combined to form the sought large tree. This is the congestion measure we focus on most of the time.
Congestion $(\langle\alpha, \rho\rangle)=$

$$
\max _{(x, y) \in \operatorname{Edges}\left(\mathcal{H}_{n}\right)} \mid \bigcup_{1 \leq i \leq m}\left\{(u, v) \in \operatorname{Edges}\left(\mathcal{G}_{k_{i}}\right) \mid \rho(u, v) \text { contains edge }(x, y)\right\} \mid
$$

1.2. Accomplishments. Throughout we consider the tree $\mathcal{H}_{n}$ with $N=2^{n}$ leaves. We denote the yield of $\mathcal{H}_{n}$ by $G$; i.e., we assume that the fraction $0<G \leq 1$ of $\mathcal{H}_{n}$ 's leaves have been labeled GOOD.

### 1.2.1. The problems of interest.

The Congestion-Harvest Tradeoff Problems. Given $n$, $G$, and the desired harvest ${ }^{5} 0<H \leq 1 / 2$, determine the smallest congestion $C=C(n, G, H)$ for which there is a congestion-C S-embedding of $\mathcal{G}_{\left\lfloor\log \left(H G 2^{n}\right)\right\rfloor}$ into $\mathcal{H}_{n}$ :
(a) in the worst-case scenario, i.e., no matter how the GOOD leaves are distributed in $\mathcal{H}_{n}$;
(b) in the expected scenario, i.e., with probability $\geq 1-2^{-\Omega(n)}$, when leaves of $\mathcal{H}_{n}$ are labeled GOOD or not, independently, with some fixed probability.

In both of the congestion-harvest tradeoff problems, we assume that the harvest fraction $H=\Theta(1)$; i.e., we aim for a harvest that is a fixed fraction of the number of GOOD leaves.

The Harvest-Maximization Problem. Given an allowable congestion (i.e., an integer) $C<n$, find the largest $k$ for which there is an $S$-embedding of $\mathcal{G}_{k}$ into $\mathcal{H}_{n}$ with congestion $\leq C$.

In this last problem, we insist that $C<n$, since the problem of S-embedding trivializes when $C \geq n$.

### 1.2.2. The results obtained.

[^56]The Worst-Case Congestion-Harvest Tradeoff. For any yield $0<G \leq 1$ and harvest $0<H \leq 1 / 2$, one can $S$-embed $\mathcal{G}_{\left\lfloor\log \left(H G 2^{n}\right)\right\rfloor}$ into $\mathcal{H}_{n}$ with congestion ${ }^{6} 7$

$$
\log ^{(2)} N+\kappa(G, H)
$$

no matter how the GOOD leaves are distributed in $\mathcal{H}_{n}$ (Theorem 2.1). Moreover, in general, this amount of congestion is necessary, to within a constant factor; i.e., there exist yields $G$ with associated patterns of $G N$ GOOD leaves for which any $S$-embedding of $\mathcal{G}_{\left\lfloor\log \left(H G 2^{n}\right)\right\rfloor}$ into $\mathcal{H}_{n}$ has congestion $\kappa(G, H) \log ^{(2)} N($ Theorem 2.2).

The Expected-Case Congestion-Harvest Tradeoff. For any harvest $0<$ $H \leq 1 / 8$, if the leaves of $\mathcal{H}_{n}$ are labeled GOOD or not, independently, with probability $1 / 2$ (an arbitrary fixed constant), then, with probability exceeding $1-N^{-\Omega(1)}$, one can embed $\mathcal{G}_{\left\lfloor\log \left(H 2^{n}\right)\right\rfloor}$ into $\mathcal{H}_{n}$ with congestion

$$
\log ^{(3)} N+\kappa(H)
$$

## (Theorem 3.1).

It remains an inviting challenge to determine whether or not a smaller congestion suffices.

The Harvest-Maximization Algorithm. For any congestion bound $C$ and any labeling of the leaves of $\mathcal{H}_{n}$, one can determine in time $\mathrm{O}\left(\mathrm{Cn}^{3 C+2} 2^{n}\right)$ the largest $\mathcal{G}_{k}$ that can be $S$-embedded into $\mathcal{H}_{n}$ with congestion $\leq C$ (Theorem 4.1).

Note that this time is a low-degree polynomial in $N=2^{n}$ even when $C$ is as large as $\frac{1}{3} \log (N / \log N)$.

We study the worst-case congestion-harvest tradeoff problem in $\S 2$, the expectedcase congestion-harvest tradeoff problem in $\S 3$, and the harvest-maximization problem in $\S 4$. It is worth stressing here that our study focuses on developing algorithms that effect S-embeddings with certain costs, rather than merely on proving that such Sembeddings exist. In other words, all of our upper-bound proofs are constructive.
1.3. The inspiration for our machine model. The idea of studying S-embeddings was suggested by the problem of tolerating faults in a genre of tree-machine that has appeared several times in the literature. We wish to stress that, although our combinatorial problem was inspired by this "real-life" problem, we do not insist that our solution to the combinatorial problem is the definitive solution to the "real" problem.

A leaf-tree machine (LTM for short) is a parallel architecture consisting of $N$ "full-power" processing elements (PEs), which do the "real" computing, and $N-1$ "rudimentary" PEs, which do simple auxiliary tasks such as routing and broadcasting messages and performing simple combining and accumulating tasks. The $2 N-1$ PEs are interconnected by a network having the topology of a complete binary tree: the leaf nodes of the tree hold the "full-power" PEs of the LTM; the nonleaf nodes hold the "rudimentary" PEs.

In our formal setting, the leaf nodes of $\mathcal{H}_{n}$ represent the "full-power" PEs of the LTM; the nonleaf nodes represent the LTM's "rudimentary" PEs.

[^57]While interconnection networks with the topology of a tree are inherently inefficient due to the presence of communication bottlenecks, research has shown that an LTM can be a useful auxiliary network when adjoined to a processor network having a richer topology (say, a mesh or hypercube). A variety of computations were shown in [4] to yield to the simple, fast combining mechanism that is inherent in the structure of trees; these abilities of trees are exploited in [3] and [11], where LTMs are adjoined to data-processing machines for speedy searching, selection, and combining tasks; most recently, in [5], [6], LTMs have been adjoined to multiple instruction multiple data (MIMD) hypercubes with the end of using the trees' fast combining and broadcasting capabilities for processor synchronization, as well as other simple combining and broadcasting tasks.

The problem we study here is inspired by the fault-tolerance problem for LTMs. It is well known that aggressive very large scale integrated (VLSI) circuit designs are vulnerable to fabrication defects which are likely to disable some positive fraction of an architecture's PEs. In the context of LTMs, the "full-power" PEs are going to be much more vulnerable to such defects than are either the wires or the "rudimentary" PEs because the latter two, being small and structurally simple, can be designed using much more conservative design rules than the "full-power" PEs, and, hence, will be commensurately less vulnerable to both defects and faults; cf. [12]. Our study of S-embeddings abstracts one approach to the problem of rendering LTMs tolerant to defects in their "full-power," leaf PEs. Although this problem is nominally subsumed by studies of fault tolerance in tree architectures, such as [1], the special structure and mode of use of LTMs opens avenues to fault tolerance in LTMs that are exponentially more efficient than analogous techniques for general tree machines: we achieve the desired tolerance to faults merely by adding small-capacity queues to the edges of the LTM.

In our formal framework:

- $\mathcal{H}_{n}$ is the physical LTM; its GOOD leaves are the leaf PEs that are free of defects. The yield of the labeling is the yield of the leaf-PE fabrication process.
- $\mathcal{G}_{k}$ is the logical, ideal LTM we want to "salvage" from $\mathcal{H}_{n}$.
- The S-embedding is the salvage process; its congestion is the capacity of the largest edge-queue; its progressiveness ensures that, as in the ideal LTM, messages follow an up-then-down path in the salvaged LTM.
- The dilation [8] of an S-embedding is not relevant here because of the assumed speed of the ideal LTM relative to the speed of each individual PE; see, e.g., [5].

It is important to note that our abstraction deals only with the problem of tolerating defects in the LTM. We do not deal with the problem of tolerating defects in any primary network that interconnects the "full-power" PEs of the LTM, should such exist (say, as in the scenario in [5], [6]). There is abundant literature on techniques for salvaging the latter network, e.g., [2], [7], [9], [13].
1.4. A fundamental observation. The algorithms we present here depend in an essential way on a correspondence between the processes of adding binary representations of numbers on the one hand and devising S-embeddings on the other.

For each node $x$ of the leaf-labeled tree $\mathcal{H}_{n}$, define the yield at $x$, denoted Yield $(x)$, to be the number of GOOD leaves in the subtree rooted at $x$. Transparently, if $x$ is a leaf, then $\operatorname{Yield}(x)$ is either 0 or 1 , and if $x$ is not a leaf, then

$$
\operatorname{Yield}(x)=\operatorname{Yield}(x 0)+\operatorname{Yield}(x 1)
$$



Fig. 1. Binary representations and S-embeddings: The typical picture.

The binary representation of the numbers Yield $(x)$ play a fundamental role in our study. The statement of the following lemma is depicted schematically in Fig. 1.

Lemma 1.1. Let $x$ be a node of $\mathcal{H}_{n}$. The following conditions are equivalent:
(a) The binary representation of $\mathrm{Yield}(x)$ has 1 's precisely in bit positions $0 \leq$ $k_{1}<k_{2}<\cdots<k_{d}$.
(b) There is an $S$-embedding of the forest $\left\langle\mathcal{G}_{k_{1}}, \mathcal{G}_{k_{2}}, \ldots, \mathcal{G}_{k_{d}}\right\rangle$ in $\mathcal{H}_{n}$, with congestion $d$ on the edge leading from node $x$ to its parent.

Proof. The lemma follows by induction on the level of $x$ in $\mathcal{H}_{n}$.
The lemma is obvious in the base case, when $x$ is a leaf of $\mathcal{H}_{n}$, for then $\operatorname{Yield}(x)$ is either 0 because $x$ is not GOOD or 1 because $x$ is GOOD, hence admitting a unitcongestion S-embedding of $\mathcal{G}_{0}$.

When $x$ is not a leaf, it has two children, $x 0$ and $x 1$. We establish a correspondence between the processes of adding the binary representations of Yield $(x 0)$ and Yield ( $x 1$ ) to obtain Yield $(x)$ on the one hand and of combining the forests $F_{0}$ and $F_{1}$ that are S-embedded at $x 0$ and $x 1$, respectively, to obtain the forest $F$ that is S-embedded at $x$ on the other hand. If we assume, by induction, that the lemma holds for $x 0$ and $x 1$, then the correspondence will extend the induction to $x$, and the lemma will follow. Figure 2 depicts the correspondence schematically.

Say that both Yield $(x 0)$ and Yield $(x 1)$ admit binary representations of length $m$, so Yield $(x)$ admits one of length $m+1$. We construct the forest $F$ from the forests $F_{0}$ and $F_{1}$ in $m+1$ stages, with the help of an auxiliary forest $C$ (which corresponds to the "carry bit" in binary addition). Initially, both $F$ and $C$ are empty. The $m+1$ stages fall into three classes that are depicted in Tables 1 and 2.

Table 1
Stage 0 .

| $\mathcal{G}_{0} \in F_{0} ?$ | $\mathcal{G}_{0} \in F_{1} ?$ | Action |
| :---: | :---: | :--- |
| No | No | No action |
| No | Yes | Add $\mathcal{G}_{0}$ to $F$ |
| Yes | No | Add $\mathcal{G}_{0}$ to $F$ |
| Yes | Yes | Add $\mathcal{G}_{1}$ to $C$ |



Fig. 2. Binary representations and S-embeddings: Combining like-sized trees.
Table 2
Stages $1 \leq i \leq m$.

| $\mathcal{G}_{i} \in F_{0} ?$ | $\mathcal{G}_{i} \in F_{1} ?$ | $\mathcal{G}_{i} \in C ?$ | Action |
| :---: | :---: | :---: | :--- |
| No | No | No | No action |
| No | No | Yes | Move $\mathcal{G}_{i}$ from $C$ to $F$ |
| No | Yes | No | Add $\mathcal{G}_{i}$ to $F$ |
| Yes | No | No | Add $\mathcal{G}_{i}$ to $F$ |
| No | Yes | Yes | Remove $\mathcal{G}_{i}$ from $C ;$ add $\mathcal{G}_{i+1}$ to $F$ |
| Yes | No | Yes | Remove $\mathcal{G}_{i}$ from $C ;$ add $\mathcal{G}_{i+1}$ to $F$ |
| Yes | Yes | No | Add $\mathcal{G}_{i+1}$ to $C$ |
| Yes | Yes | Yes | Add $\mathcal{G}_{i}$ to $F, \mathcal{G}_{i+1}$ to $C$ |

Stage $m+1$. If $\mathcal{G}_{m+1} \in C$, then add it to $F$.
The reader should easily recognize the correspondence between the two processes of interest.
2. Optimizing worst-case congestion. Given the leaf-labeled tree $\mathcal{H}_{n}$, the yield $0<G \leq 1$, and a target harvest $0<H \leq 1 / 2$, we wish to find an S-embedding of the tree $\mathcal{G}_{\left\lfloor\log \left(H G 2^{n}\right)\right\rfloor}$ in the tree $\mathcal{H}_{n}$ that incurs as small congestion as possible (as a function of $n, G$, and $H$ ). This section is devoted to deriving both upper and lower bounds on the amount of congestion $C_{\min }$ that we must suffer in order to accomplish
this task no matter how the GOOD leaves are distributed among the leaves of $\mathcal{H}_{n}$.
2.1. An upper bound on worst-case behavior. We formulate and analyze a "greedy" S-embedding algorithm which yields an upper bound on the quantity $C_{\min }$, which is optimal to within constant factors.

### 2.1.1. The algorithm.

2.1.1.1. Overview. The algorithm proceeds from level 0 to level $n$ in $\mathcal{H}_{n}$ (i.e., from the leaves toward the root), processing each node at level $\ell$ before proceeding to level $\ell+1$. As each level- $\ell$ node $x$ is encountered, the algorithm assigns the node a label $\lambda(x)$, which is the length- $(n+1)$ binary representation of the level- $\ell$ interim assessment of how many GOOD leaves can be harvested from the subtree rooted at $x$; we call this quantity the level- $\ell$ potential of $x$, $\operatorname{denoted} \operatorname{Pot}(x)$. Thus, if

$$
\lambda(x)=\lambda_{n}(x) \lambda_{n-1}(x) \cdots \lambda_{0}(x),
$$

then

$$
\operatorname{Pot}(x)=\sum_{i=0}^{n} \lambda_{i}(x) 2^{i} .
$$

The following features of the string $\lambda(x)$ are germane to our algorithm.

- Ones $(\lambda(x))=\left\{i \mid \lambda_{i}(x) \neq 0\right\}=$ the set of nonzero bit positions in $\lambda(x)$;
- $\operatorname{Wgt}(\lambda(x))=|\operatorname{Ones}(\lambda(x))|=$ the weight, or number, of nonzero bit positions in $\lambda(x)$.
By Lemma 1.1, if node $x$ of $\mathcal{H}_{n}$ receives label $\lambda(x)$, then there is an S-embedding of the forest $\left\{\mathcal{G}_{k} \mid X S k \in \operatorname{Ones}(\lambda(x))\right\}$ in the subtree of $\mathcal{H}_{n}$ rooted at $x$, with congestion $\mathrm{Wgt}(\lambda(x))$. Note that the progressiveness of S-embeddings implies that $\lambda_{k}(x)=0$ for all $k>\operatorname{level}(x)$. Because of Lemma 1.1, our S-embedding algorithm is fundamentally a labeling algorithm.
2.1.1.2. The labeling/embedding procedure. Say that $C$ is the maximum congestion we are willing to allow in any S-embedding. We exploit the fact that all labels have the same length (namely, $n+1$ ) by specifying each label $\lambda(x)$ implicitly via the integer $\operatorname{Pot}(\lambda(x))$. In overview, our labeling/embedding algorithm proceeds from level 0 to level $n$ in $\mathcal{H}_{n}$, labeling each node at level $\ell$ before any node at level $\ell+1$. A node's label is chosen as follows.

1. If node $v$ is a GOOD leaf, then $\operatorname{Label}(v) \leftarrow 1$.
2. If node $v$ is a non Good leaf, then $\operatorname{Label}(v) \leftarrow 0$.
3. If node $v$ is a nonleaf, then
(a) Add the labels of $v$ 's children.
(b) "Prune" the sum: keep only the $C$ highest-order 1's.
(c) Perform the S-embeddings mandated by the carries in the label additions at the nodes.
The detailed version of our labeling/embedding algorithm is called Algorithm WorstCase.

## Algorithm Worst-Case

Step 0. \{Label nodes on level 0 of $\left.\mathcal{H}_{n}\right\}$
Scan the leaves of $\mathcal{H}_{n}$, assigning each leaf $x$ a label $\lambda(x)$ as follows.

$$
\operatorname{Pot}(\lambda(x))= \begin{cases}1 & \text { if } x \text { is GOOD } \\ 0 & \text { if } x \text { is not GOOD }\end{cases}
$$

Step $\ell>0$. $\left\{\right.$ Label nodes on level $\ell>0$ of $\left.\mathcal{H}_{n}\right\}$ Scan the nodes at level $\ell$ of $\mathcal{H}_{n}$.
Substep $\ell . a$ \{Assign the string label\}
Assign each level- $\ell$ node $x$ a label $\lambda(x)$ as follows.

$$
\operatorname{Pot}(\lambda(x))=\operatorname{Pot}(\lambda(x 0))+\operatorname{Pot}(\lambda(x 1))
$$

Substep $\ell . b$ \{Combine small embedded trees\}
if there was a chain of carries from bit positions $k-i, k-i+1, \ldots, k-1$ of $\lambda(x 0)$ and $\lambda(x 1)$ into bit position $k$ of $\lambda(x)$
then embed the roots of copies of $\mathcal{G}_{k-i+1}, \ldots, \mathcal{G}_{k}$ in node $x$, and route edges from those roots, along shortest paths, to the roots of two copies each of $\mathcal{G}_{k-i}, \ldots, \mathcal{G}_{k-1}$ that are embedded in proper descendants of $x$ endif
Substep $\ell . c$ \{Honor the congestion bound $C$ \}
for $k=0$ to $\lceil\log \operatorname{Pot}(\lambda(x))-C\rceil$
if $\operatorname{Wgt}(\lambda(x))>C$ then $\lambda_{k}(x) \leftarrow 0$ endif
endfor

### 2.1.2. Worst-case behavior of Algorithm Worst-Case.

Theorem 2.1. Let some $G N$ leaves of $\mathcal{H}_{n}$ be labeled GOOD, in any way, for some $0<G \leq 1$. For any rational $0<H \leq 1 / 2$, Algorithm Worst-Case finds an $S$-embedding of $\mathcal{G}_{\lfloor\log (H G N)\rfloor}$ in $\mathcal{H}_{n}$, with congestion

$$
\begin{equation*}
C \leq \log ^{(2)} N-\log ((1-H) G)+1 \tag{2.1}
\end{equation*}
$$

Proof. It is clear that, for each node $x$ of $\mathcal{H}_{n}$, Algorithm Worst-Case S-embeds $\mathcal{G}_{\lfloor\log \operatorname{Pot}(\lambda(x))\rfloor}$ in the subtree of $\mathcal{H}_{n}$ rooted at node $x$; hence, overall, the algorithm S-embeds the tree $\mathcal{G}_{[\log \operatorname{Pot}(\lambda(r))\rfloor}$ in $\mathcal{H}_{n}$, where $r$ is the root of $\mathcal{H}_{n}$. We need only verify that the salvaged tree represents a big enough harvest when $C$ is as big as the bound in inequality (2.1).

Note first that Algorithm Worst-Case never requires us to abandon any good leaves as we work up from level 0 through level $C-1$ of $\mathcal{H}_{n}$, because the high-order bit of $\operatorname{Pot}(\lambda(x))$ can be no greater than the level of $x$ in $\mathcal{H}_{n}$. To see what happens above this level, focus on a specific (but arbitrary) node $x$ at a specific (but arbitrary) level $\ell \geq C$ of $\mathcal{H}_{n}$. The congestion bound may require us, in Substep $\ell . c$ of the algorithm, to abandon one bit in each position $k \leq \ell-C$ of $\lambda(x)$. This is equivalent to abandoning one GOOD-leafed copy of each tree $\mathcal{G}_{k}$ with $k \leq \ell-C$; however, at most one tree of each size is abandoned because any two trees of the same size would have been coalesced (by embedding a new root) at this step, if not earlier. It follows that, when the algorithm processes node $x$, it abandons no more than

$$
\sum_{i=0}^{\ell-C} 2^{i}<2^{\ell-C+1}
$$

GOOD leaves; hence, at the entire level $\ell$, strictly fewer than

$$
2^{\ell-C+1} 2^{-\ell} N=2^{-C+1} N
$$

previously unabandoned GOOD leaves are abandoned. Thus, the entire salvage procedure abandons fewer than

$$
(n+1-C) 2^{-C+1} N
$$

good leaves due to congestion. Since there are $G N$ good leaves in all, we see that more than

$$
\left(G-(n+1-C) 2^{1-C}\right) N
$$

GOOD leaves are not abandoned due to congestion. Now, at the end of the algorithm, we may have to abandon almost half of these unabandoned GOoD leaves-because the number of GOOD leaves we finally use in the S-embedding must be a power of 2 . The algorithm will have succeeded in harvesting the desired fraction of GOOD leaves as long as the number of salvaged GOOD leaves, which we now see to be no fewer than

$$
2^{\left\lfloor\log \left(\left[G-(n+1-C) 2^{1-C}\right] N\right)\right\rfloor}
$$

is at least as large as the number of GOOD leaves we want to harvest from $\mathcal{H}_{n}$, which is

$$
2^{\lfloor\log (H G N)\rfloor}
$$

Elementary estimates show that if we allow our S-embedding to have congestion $C$ as large as bound (2.1), then we shall have accomplished this task.

### 2.2. A lower bound on worst-case behavior.

Theorem 2.2. Let $G$ and $H$ be rationals with $0<G<1$ and $0<H \leq 1 / 2$. For infinitely many $n$, there exists a way of labeling some $G N$ leaves of $\mathcal{H}_{n}$ GOOD such that every $S$-embedding of some $\mathcal{G}_{m}$ in $\mathcal{H}_{n}$, where $2^{m} \geq H G N$, has congestion $C>\kappa(G, H) \log ^{(2)} N$.

Proof. Let us be given an algorithm, call it Algorithm A, that solves the worst-case congestion-harvest tradeoff problem. By $\S 2.1$, we know that the congestion incurred by Algorithm A for any labeling of the leaves of $\mathcal{H}_{n}$, in particular for the advertised malicious labeling, is $C \leq \kappa(G, H) \log ^{(2)} N$.
2.2.1. The bad labeling. The labeling of $\mathcal{H}_{n}$ that we claim defies efficient salvage is achieved via the following algorithm, wherein $L$ is a parameter we choose later. Once we choose $L$, let us restrict attention to values of $n$ that are multiples of $L$. (Clerical modifications accommodate all other values of $n$.)

## Algorithm Bad-Label

Step 1. \{Mark leaves that will not be labeled GOOD
for each level $\ell$ from 0 to $n$ in steps of $L$
Proceed left to right along the level- $\ell$ nodes of $\mathcal{H}_{n}$, marking all of the leaves in the subtree rooted at every $2^{L}$ th node encountered.
endfor
Step 2. \{Label the GOOD leaves\}
Label GOOD all leaves that are not marked in Step 1.
This labeling scheme can be viewed as turning $\mathcal{H}_{n}$ into a complete $\left(2^{L}-1\right)$-ary tree, all of whose leaves are labeled GOOD, providing that we look only at levels whose
level-numbers are divisible by $L$. Therefore, our S-embedding problem now assumes some of the flavor of the problem of efficiently embedding a complete binary tree into a complete $\left(2^{L}-1\right)$-ary tree that is only slightly larger (by roughly the factor $1 / H$ ). The results in [8] about a similar problem lead us to expect the large congestion that we now show is inevitable.
2.2.2. Bounds on $L$ and $C$. Before considering our S-embedding problem, we must settle on a value for the parameter $L$. Our labeling of $\mathcal{H}_{n}$ has left the tree with $\left(2^{L}-1\right)^{n / L}$ GOOD leaves. The worst-case congestion-harvest tradeoff problem assumes that the number of GOOD leaves in $\mathcal{H}_{n}$ is a positive fraction $G 2^{n}$ of the total number of leaves. Elementary estimates show that this assumption implies that $L \geq \log n-\log ^{(2)} n-\kappa(G)$. In fact, it will simplify our analysis to make an even stronger bound on $L$; namely, we assume henceforth that $2^{L}-1 \geq n$. In analyzing our putative Algorithm A, it is convenient to assume additionally that we are dealing with S-embeddings whose congestions satisfy $C<\frac{1}{3}(L-1)$ (or else, we have nothing to prove). ${ }^{8}$
2.2.3. The analysis. For each $\ell \in\{0,1, \ldots, n / L\}$, establish the following notation.

- $N(\ell)$ denotes the number of leaves in the largest good-leafed forest that can be S-embedded at a level- $\ell L$ node of $\mathcal{H}_{n}$, independent of the congestion-bound $C$. As noted earlier,

$$
N(\ell)=\left(2^{L}-1\right)^{\ell} .
$$

- $M(\ell ; C)$ denotes the number of leaves in the largest GOOD-leafed forest that Algorithm A S-embeds at a level- $\ell L$ node of $\mathcal{H}_{n}$, given the congestion-bound $C$.

Our overall strategy will be to estimate, as a function of $C$, the rate of change of the ratio

$$
\Delta(\ell ; C) \stackrel{\text { def }}{=} \frac{M(\ell ; C)}{N(\ell)}
$$

as $\ell$ increases; we thereby convert our graph-theoretic problem into a number-theoretic one. We obtain the sought bound on $C$ by showing that $C$ must be "big" if the ratio $\Delta(\ell ; C)$ is to remain $\geq H$ even when $\ell$ achieves its upper limit $n / L$.

Note first that, even if there were no bound on congestion, the similarity of the labeled version of $\mathcal{H}_{n}$ and a complete $\left(2^{L}-1\right)$-ary tree would guarantee that, for $0 \leq \ell<n / L$,

$$
M(\ell+1 ; C) \leq\left(2^{L}-1\right) M(\ell ; C)
$$

In order to appreciate the effect of the congestion-bound $C$, note that, when the S-embedding of Algorithm A has congestion $\leq C$, each number $M(\ell ; C)$ must be representable as the sum of no more than $C$ powers of 2 ; in other words, the binary representation of $M(\ell ; C)$ can have weight no greater than $C .{ }^{9}$

[^58]Our discussion of the weights of the binary representations of the numbers $M(\ell ; C)$ implies, in particular, that

$$
\begin{equation*}
M(1 ; C) \leq 2^{L}-2^{L-C}=\left(2^{C}-1\right) 2^{L-C} . \tag{2.2}
\end{equation*}
$$

Starting from this upper bound on $M(1 ; C)$, we derive upper bounds on a subset of the other numbers $M(\ell ; C)$. Specifically, we find an integer $\ell^{\star}>0$ such that

$$
\begin{equation*}
M\left(k \ell^{\star}+1 ; C\right)=\left(2^{C}-1\right) 2^{L-C} 2^{k\left(\ell^{\star} L-1\right)} \tag{2.3}
\end{equation*}
$$

for all integers

$$
k \in\left\{0,1, \ldots,\left\lfloor\frac{n}{\ell^{\star} L}\right\rfloor\right\} .
$$

If we restrict attention, therefore, to values of $n$ such that $\ell^{\star}$ divides $(n / L)-1^{10}$, we find, via the family of equations (2.3), that the harvest of Algorithm A can be no greater than

$$
\begin{equation*}
\Delta\left(\frac{n}{L} ; C\right)=\frac{M(n / L ; C)}{N(n / L)}=\left(1-\frac{1}{2^{C}}\right)\left(1+\frac{1}{2^{L}-1}\right)^{n / L} 2^{(L-n) /\left(\ell^{\star} L\right)} \tag{2.4}
\end{equation*}
$$

(after some simplification). The import of expression (2.4) will become clear only when we have obtained our bound on the integer $\ell^{\star}$. We turn now to the task of deriving this bound.

It will become clear as we proceed that we need focus only on the $L$ high-order bit positions of the shortest binary representations of the numbers $M(\ell ; C)$; therefore, we henceforth number the bit positions of the representations from left to right, i.e., high order to low order, and we focus only on bit positions $1,2, \ldots, L$.

Consider now a specific $\ell \in\{0,1, \ldots, n / L-1\}$ and its associated $M(\ell ; C)$, defining $M(0 ; C)=1$ by convention. Note the effect of proceeding from $M(\ell ; C)$ to $M(\ell+1 ; C)$, thence to $M(\ell+2 ; C)$, and so on. Each step in this progression, say proceeding from $M(\ell+i ; C)$ to $M(\ell+i+1 ; C)$, consists of multiplying the "current" number, $M(\ell+i ; C)$, by $2^{L}-1$ (thereby going up $L$ levels in $\mathcal{H}_{n}$ ), followed by "pruning" all but the $C$ highest-order 1's in the product. Note that the multiplication part of this step affects only the rightmost 1 in bit positions $1,2, \ldots, L$ of $M(\ell+i ; C)$. Specifically, the effect of the multiply-then-"prune" step is as follows. Say that the rightmost 1 of $M(\ell+i ; C)$ appears in bit position $k$. Then the $L$ high-order bit positions of $M(\ell+i ; C)$ form a string

$$
\begin{equation*}
\xi_{1} \xi_{2} \cdots \xi_{k-1} 100 \cdots 0 \tag{2.5}
\end{equation*}
$$

whose weight is

$$
\begin{equation*}
\mathrm{Wgt}\left(\xi_{1} \xi_{2} \cdots \xi_{k-1} 100 \cdots 0\right)=w \leq C \tag{2.6}
\end{equation*}
$$

and whose terminal string of 0 's has length $L-k$. The multiplication replaces this string with the like-length string

$$
\xi_{1} \xi_{2} \cdots \xi_{k-1} 011 \cdots 1
$$

[^59]When this product-string has weight exceeding $C$, the subsequent "pruning" replaces it by the like-length, weight- $C$ string

$$
\xi_{1} \xi_{2} \cdots \xi_{k-1} 011 \cdots 100 \cdots 0
$$

Note that the rightmost 1 in the resulting bit string has moved to a bit position $>k$. The reader can verify easily that in subsequent multiply-then-"prune" steps, the rightmost 1 continues to "migrate" rightward, in the sense illustrated in Fig. 3. The important thing to note in the figure is that eventually the 1 that started in bit position $k$ is annihilated, in the sense that it, and all 1's "spawned" by it in the course of the successive multiply-then-"prune" steps, disappear from the $L$ high-order bit positions of the sequence of numbers $M(\ell ; C)$, to the detriment of the harvest-ratio $\Delta(\ell ; C)$.

| $\xi_{1} \xi_{2} \cdots \xi_{k-1} 10^{L-k}$ |  |
| :---: | :--- |
| $\Downarrow$ | MULTIPLY by $2^{L}-1$ |
| $\xi_{1} \xi_{2} \cdots \xi_{k-1} 01^{L-k}$ |  |
| $\Downarrow$ | PRUNE |
| $\xi_{1} \xi_{2} \cdots \xi_{k-1} 01^{C-w} 10^{L-C-k+w-1}$ |  |
| $\Downarrow$ |  |
| $\xi_{1} \xi_{2} \cdots \xi_{k-1} 01^{C-w} 01^{L-C-k+w-1}$ | MULTIPLY by $2^{L}-1$ |
| $\Downarrow$ | PRUNE |
| $\xi_{1} \xi_{2} \cdots \xi_{k-1} 01^{C-w} 010^{L-C-k+w-2}$ |  |
| $\vdots$ | $\vdots$ |
| $\Downarrow$ | MULTIPLY-and-PRUNE |
| $\xi_{1} \xi_{2} \cdots \xi_{k-1} 0 \eta_{1} \eta_{2} \cdots \eta_{L-k}$ |  |
| $\vdots$ | $\vdots$ |
| $\Downarrow$ | MULTIPLY-and-PRUNE |
| $\xi_{1} \xi_{2} \cdots \xi_{k-1} 0^{L-k+1}$ |  |

FIG. 3. The "migration" of the rightmost 1.
We discover the sought integer $\ell^{\star}$ by analyzing the rate of "migration" of 1 's in the binary representations of the numbers $M(\ell ; C)$ as we perform multiply-then-"prune" steps. Specifically, we bound the number of multiply-then-"prune" steps it takes to annihilate a 1 that began in bit position $k \in\{2,3, \ldots, C\}$ of $M(1 ; C)$. Since each such annihilation loses us a significant fraction of the GOOD leaves, we wish to maximize the stretches of time between annihilations. We accomplish this first by having $M(1 ; C)$ assume its maximum possible value (cf. bound (2.2)), and second by "pruning" as few leaves as possible after each multiplication. A corollary of this strategy is that we always strive to have the bit string in positions $1,2, \ldots, L$ of our expression for the values $M(\ell ; C)$ have maximum possible weight-but, of course, never more than $C$.

Let us focus on the 1 in bit position $k$ of $M(\ell+i ; C)$; cf. equations (2.5, 2.6). Once this 1 begins to "migrate"-which occurs when it becomes the rightmost 1 in the surviving $L$ high-order bits-and until it is annihilated, the configuration of the $L$ high-order bits of $M(\ell+i ; C)$ has the form

$$
\xi_{1} \xi_{2} \cdots \xi_{k-1} 0 x
$$

where the bit string $x$ in bit positions $k+1, k+2, \ldots, L$ has weight $\leq C-w+1$ (by equation (2.6)). Clearly, in the course of subsequent multiply-then-"prune" steps,
while the initial bit string $\xi_{1} \xi_{2} \cdots \xi_{k-1} 0$ remains intact, no terminal bit string $x$ recurs. (In fact, the numerical value of $x$ decreases monotonically during this phase of the migration.) It follows that the number of multiply-then-"prune" steps required to annihilate a 1 that resides in bit position $k$, when that 1 is the rightmost in the then-current $L$ high-order bits, cannot exceed

$$
\begin{equation*}
T(w, k) \stackrel{\text { def }}{=} \sum_{i=0}^{C-w+1}\binom{L-k}{i} \tag{2.7}
\end{equation*}
$$

since the summation yields the number of length- $(L-k)$ bit strings whose weights do not exceed $C-w+1$ and the terminal bit strings that replace $x$ will always have such length and weight. The notation $T(w, k)$ is appropriate here, since the number of steps depends only on the weight and length of the bit string $\xi_{1} \xi_{2} \cdots \xi_{k-1}$.

We are now ready to derive a bound on the value of $\ell^{\star}$. To this end, let us consider a sequence of multiply-then-"prune" steps, starting with any $M(a ; C)$ whose $L$ high-order bits have the same form as those of $M(1 ; C)$, namely,

$$
\begin{equation*}
1^{C} 0^{L-C} \tag{2.8}
\end{equation*}
$$

Say that we first perform enough multiply-then-"prune" steps to annihilate the 1 that resides in bit position $C$ of $M(a ; C)$, so that the $L$ high-order bits of the then-current $M(\ell ; C)$ have the form

$$
1^{C-1} 0^{L-C+1}
$$

The reasoning that leads to expression (2.7) says that this occurs after no more than $T(C, C)$ steps. Say next that we continue our series of multiply-then-"prune" steps until we have annihilated the 1 that resides in bit position $C-1$ of $M(a ; C)$, so that the $L$ high-order bits of the then-current $M(\ell ; C)$ have the form

$$
1^{C-2} 0^{L-C+2}
$$

Again invoking the reasoning that leads to (2.7), this requires at most an additional $T(C-1, C-1)$ steps. Continuing this reasoning, at most another $T(C-2, C-2)$ steps will allow us to annihilate the 1 that resides in bit position $C-2$ of $M(a ; C)$, to arrive at $L$ high-order bits of the form

$$
1^{C-3} 0^{L-C+3}
$$

Finally, it is clear that, by the end of no more than

$$
\begin{equation*}
\sum_{i=0}^{C-2} T(C-i, C-i)=\sum_{i=0}^{C-2} \sum_{j=0}^{i+1}\binom{L-C+i}{j} \tag{2.9}
\end{equation*}
$$

multiply-then-"prune" steps (starting with $M(a ; C)$ ), we shall have annihilated every 1 that began in bit positions $2,3, \ldots, C$ of $M(a ; C)$. At this point, the $L$ high-order bits of the then-current $M(\ell ; C)$ will have the form

$$
10^{L-1}
$$

Let us now perform one additional multiply-then-"prune" step. We claim that, starting from $M(a ; C)$, we have performed the sought number of steps that we are seeking, namely, $\ell^{\star}$. To see this, note that in the current $M\left(a+\ell^{\star} ; C\right)$ :

- the $L$ high-order bits again have the form (2.8), as they did with $M(a ; C)$; and
- since these $L$ high-order bits have weight $C$, we know that all other bits of the $M\left(a+\ell^{\star} ; C\right)$ must be 0 .
These two facts mean that

$$
\begin{equation*}
M\left(a+\ell^{\star} ; C\right)=2^{\ell^{\star} L-1} M(a ; C) \tag{2.10}
\end{equation*}
$$

(The term -1 in the exponent of $2^{\ell^{\star} L-1}$ reflects the "loss" of the high-order bit in the last multiplication.) The reader can easily replicate the reasoning leading to equation (2.10) to verify that the claimed value of $\ell^{\star}$ in fact satisfies the family of equations (2.3) that define the sought parameter $\ell^{\star}$.

It follows via the preceding reasoning (cf. expression (2.9)) that

$$
\begin{equation*}
\ell^{\star} \leq \sum_{i=0}^{C-2} \sum_{j=0}^{i+1}\binom{L-C+i}{j} \tag{2.11}
\end{equation*}
$$

We can derive a more perspicuous and useful bound on $\ell^{\star}$ via the following easily verified fact about binomial coefficients.

Lemma 2.3. For all integers $R$ and $S$ satisfying $R>3 S+2$,

$$
\sum_{i=0}^{S}\binom{R}{i}<\binom{R}{S+1}
$$

Because $C<\frac{1}{3}(L-1)$ (by hypothesis), Lemma 2.3 allows us to replace inequality (2.11) by the simpler

$$
\begin{equation*}
\ell^{\star}<2 \sum_{i=0}^{C-2}\binom{L-C+i}{i+1}=2\binom{L-1}{C-1}-2<2\left(\frac{(L-1) e}{C-1}\right)^{C-1} \tag{2.12}
\end{equation*}
$$

At this point, we can return our attention to the bound (2.4) on the harvest of Algorithm A, evaluating that bound in the light of bound (2.12) on $\ell^{\star}$.

We are now prepared to investigate in detail the implications of our bound on $\ell^{\star}$ on the harvest $\Delta(n / L ; C)$ of Algorithm A, as presented in (2.4). We begin by finding simple upper bounds on the expression (2.4), which will simplify our argument. These bounds rely on the following elementary facts:

$$
\begin{aligned}
2^{L}-1 & \geq n, \\
1-2^{-C} & <1, \\
(1+1 / n)^{n} & \leq e, \\
e^{1 / L} & <3 .
\end{aligned}
$$

Applying these bounds to expression (2.4), we infer that

$$
\begin{equation*}
\Delta\left(\frac{n}{L} ; C\right)<\Gamma\left(\frac{n}{L} ; C\right) \stackrel{\text { def }}{=} 3 \cdot 2^{(L-n) /\left(\ell^{\star} L\right)} . \tag{2.13}
\end{equation*}
$$

Now, note that Algorithm A must have harvest $\geq H$. It follows, therefore, that we must have $\Gamma(n / L ; C)>H$. This means, by manipulating expression (2.13), that

$$
\ell^{\star} L>\kappa(H)(n-L) .
$$

By bound (2.12), this means that

$$
(C-1) \log \left(\frac{(L-1) e}{C-1}\right)>\kappa(H) \log (n-L) .
$$

The reader can easily verify that this last inequality implies that $C>\kappa(H) \log n$, thereby completing the proof.
3. Optimizing expected congestion. This section is devoted to deriving an analog of the development in $\S 2$ that exposes the amount of congestion one must incur in order to survive "random" faults in $\mathcal{H}_{n}$. In order to discuss random faults and the expected behavior of a salvage algorithm, we must have a fault model in mind. We adopt the model that predominates in the literature by assuming that the leaves of our trees $\mathcal{H}_{n}$ fail to be GOOD independently, with probability $1 / 2 .{ }^{11}$ We turn now to the task of deriving an upper bound on $C_{\min }$ for random faults. We have not yet settled whether or not our bound on $C_{\text {min }}$ can be lowered; this question presents an inviting challenge.
3.1. An algorithm with good expected behavior. Using the simple fault model just described, we find that a modified version of Algorithm Worst-Case of $\S 2$ produces S-embeddings which incur congestion that is only triply logarithmic in the size of the harvested $\mathcal{G}_{m}$, with extremely high probability, providing that we lower our demands a bit. Specifically, we reduce our demand that our algorithm be able to harvest any fraction $H \leq 1 / 2$ of the GOOD leaves of $\mathcal{H}_{n}$ to the demand that our algorithm be able to harvest any fraction $H \leq 1 / 8$ of the GOOD leaves of $\mathcal{H}_{n}$.

Theorem 3.1. Let the leaves of $\mathcal{H}_{n}$ be labeled GOOD or not, independently, with probability $1 / 2$. For any rational $0<H \leq 1 / 8$, with probability $\geq 1-2^{-\Omega(n)}$, a modification of Algorithm Worst-Case will find an S-embedding having congestion

$$
\begin{equation*}
C \leq \log ^{(3)} N-\log \frac{1-4 H}{4}+1 \tag{3.1}
\end{equation*}
$$

of some $\mathcal{G}_{m}$ in $\mathcal{H}_{n}$, where $2^{m} \geq H N$.
Proof. The major insight leading to the desired modification of Algorithm WorstCASE resides in the following combinatorial fact.

LEMMA 3.2. Let the leaves of $\mathcal{H}_{n}$ be labeled GOOD or not, independently, with probability $1 / 2$. If we partition the leaves of $\mathcal{H}_{n}$ into blocks of size $10 n$ in any way, then with probability $\geq 1-2^{-\Omega(n)}$, at least $2.5 n$ leaves in each block are GOOD.

Proof. The proof proceeds by a series of transformations and estimates. Focus first on a single block of $10 n$ leaves.
$\operatorname{Pr}(<2.5 n$ GOOD leaves $)=\operatorname{Pr}(>7.5 n$ not-GOOD leaves $)$
$=2^{-10 n} \sum_{k=7.5 n+1}^{10 n}$ (number of ways to choose $k$ not-GOOD leaves).
This last sum is readily transformed to

$$
\sum_{k=0}^{2.5 n-1}\binom{10 n}{k} 2^{-10 n} \leq 2\binom{10 n}{2.5 n} 2^{-10 n} \leq 2\left(\frac{10 e}{2.5}\right)^{2.5 n} 2^{-10 n} \leq 2\left(\frac{\epsilon}{2}\right)^{n}
$$

[^60]for some $\epsilon<1$. It follows that
$$
\operatorname{Pr}(\geq 2.5 n \text { GOOD leaves }) \geq\left(1-2\left(\frac{\epsilon}{2}\right)^{n}\right)^{2^{n} / 10 n} \geq \exp \left(-c_{1} \epsilon^{n} / n\right) \geq 1-\frac{1}{n 2^{c_{2} n}}
$$
for some constants $c_{1}, c_{2}>0$.
Lemma 3.2 tells us that when we look at the labels assigned by our greedy algorithm to nodes at or above level $\lceil\log 10 n\rceil$ of a randomly labeled instance of $\mathcal{H}_{n}$, then, with very high probability, we find every node having a label $\lambda(x)$ for which $\operatorname{Pot}(\lambda(x)) \geq 2.5 n$. This suggests that the following (informally stated) S-embedding algorithm achieves the goals of the theorem with the indicated high probability. The reader should note that only Step 0 of the algorithm is not guaranteed to work as desired. To simplify exposition, we assume that $10 n$ divides $2^{n}$ and that $2.5 n$ is a power of 2 ; removing these assumptions is merely a clerical task.

## Algorithm Expected-Case

Step 0 . \{Select GOOD leaves of $\mathcal{H}_{n}$ for salvage \}
Scan the leaves of $\mathcal{H}_{n}$ in blocks of $10 n$ leaves; within each block, select $2.5 n$ to be salvaged; remove the label GOOD from all unselected leaves.
Step 1. \{Salvage small trees within each block\}
Invoke Algorithm Worst-CASE within each block, with harvest fraction $1 / 2$.
Step 2. \{Hook up all the small salvaged trees\}
Embed the "top" of a complete binary tree to hook together the $2^{n} / 10 n$ small, $2^{1.25 n}$-leaf trees salvaged in Step 1.

By Lemma 3.2, Step 0 of Algorithm Expected-Case succeeds, with high probability, to collect the desired number of GOOD leaves within each block. By Theorem 2.1, the congestion incurred by Algorithm Worst-Case when salvaging the small trees as mandated in Step 1 is no greater than the bound (3.1). Since Step 1 salvages just one tree from each block, the embedding of Step 2 incurs no further congestion. This completes the proof of Theorem 3.1; modulo details are left to the reader.
4. Optimizing worst-case harvest. Algorithm Worst-Case of $\S 2.1$ is guaranteed to be efficient, both in running time - it operates in time $O\left(2^{n}\right)$, which is linear in the size of $\mathcal{H}_{n}$-and in harvest-it harvests the desired fraction $H$ of the GOOD leaves. But, it is easy to find examples where a nongreedy strategy allows one to harvest a much larger fraction of the GOOD leaves. In particular, when the GOOD leaves are spread out sparsely, any greedy approach abandons many more GOOD leaves than it has to. One finds an analogous deficiency in a "lazy" salvage strategy, one that coalesces small trees as late as possible rather than as early as possible; lazy strategies abandon too many GOOD leaves when the leaves are packed densely, in clumps. It might be of practical interest, therefore, to find a computationally efficient algorithm that harvests optimally many GOOD leaves while honoring a prespecified limit on congestion. This section presents such an algorithm.

### 4.1. The algorithm.

4.1.1. Overview of the algorithm. Our salvage algorithm keeps a record of all possible salvage decisions that are consistent with the bound on congestion (which we denote by $C$ ). It then selects as its harvest the largest of the trees in the record. It follows that the harvested tree has optimal size (given the bound $C$ ).

Our algorithm's record keeping consists of labeling each node $x$ at each level $\ell$ of $\mathcal{H}_{n}$ with a set $\Lambda(x)$ of length- $(\ell+1)$ vectors of nonnegative integers. The set $\Lambda(x)$
records all possible salvage options available at $x$, given the bound $C$, with each vector $\vec{\nu} \in \Lambda(x)$ indicating one option. Specifically, say that $\vec{\nu}=\left\langle\nu_{0}, \nu_{1}, \ldots, \nu_{\ell}\right\rangle ;$ then:

- for all $0 \leq k \leq \ell$, there is an S-embedding in the subtree of $\mathcal{H}_{n}$ rooted at $x$ of a GOOD-leafed forest $\mathcal{F}$ containing $\nu_{k}$ disjoint copies of $\mathcal{G}_{k}$; and
- $\sum_{k=0}^{\ell} \nu_{k} \leq C$, so that the bound on congestion is always honored.

When we get to the root $r$ of $\mathcal{H}_{n}$ (where $\ell=n$ ), the algorithm selects the largest $m$ for which some vector $\vec{\nu} \in \Lambda(r)$ has $\nu_{m}>0$. Our harvest, then, is a GOOD-leafed copy of $\mathcal{G}_{k}$.
4.1.2. Details of the algorithm. We associate each level- $\ell$ node $x$ of $\mathcal{H}_{n}$ with a trie (i.e., a digital search tree [10]) of height $\ell-1$. This trie will store the labelingset $\Lambda(x)$ in the obvious way. We now present the details of Algorithm OptimalHarvest.

## Algorithm Optimal-Harvest

Step 0. $\left\{\right.$ Label nodes on level 0 of $\mathcal{H}_{n}$ \}
Assign each leaf $x$ a labeling set $\Lambda(x)$, as follows.

$$
\Lambda(x)= \begin{cases}\{\langle 1\rangle\} & \text { if } x \text { is GOOD } \\ \{\langle 0\rangle\} & \text { if } x \text { is not GOOD }\end{cases}
$$

Step $\ell>0$. $\left\{\right.$ Label nodes on level $\ell>0$ of $\left.\mathcal{H}_{n}\right\}$
Assign each level- $\ell$ node $x$ a labeling set $\Lambda(x)$, as follows.
Substep $\ell . a$ \{Assemble the base-labeling vector sets\}
If both $\Lambda(x 0)$ and $\Lambda(x 1)$ are nonempty, then
for each pair of length- $\ell$ vectors $\vec{\lambda} \in \Lambda(x 0)$ and $\vec{\mu} \in \Lambda(x 1)$, place the length- $(\ell+1)$ vector $\vec{\nu}$ in $\Lambda(x)$, where

$$
\nu_{k}=\left\{\begin{array}{cc}
0 & \text { if } k=\ell \\
\lambda_{k}+\mu_{k} & \text { if } k \neq \ell
\end{array}\right.
$$

endfor
else if precisely one of $\Lambda(x 0)$ and $\Lambda(x 1)$ is nonempty, then
set $\Lambda(x)$ equal to that nonempty set
else set $\Lambda(x)=\emptyset$
Substep $\ell . b$ \{Refine the base-labeling vector sets in all ways\}
Repeat the following process for each vector $\vec{\nu} \in \Lambda(x)$, until no new vectors are produced:
for each $k=0,1, \ldots, \ell-1$, in turn
place the $\left\lfloor\frac{1}{2} \nu_{k}\right\rfloor$ vectors $\left\{\vec{\nu}^{(1)}, \vec{\nu}^{(2)}, \ldots, \vec{\nu}^{\left(\left\lfloor\nu_{k} / 2\right\rfloor\right)}\right\}$ in $\Lambda(x)$, where each vector $\vec{\nu}^{(i)}$ agrees with $\vec{\nu}$ except in positions $k, k+1$, and in those positions:

$$
\begin{aligned}
\vec{\nu}_{k}^{(i)} & =\vec{\nu}_{k}-2 i \\
\vec{\nu}_{k+1}^{(i)} & =\vec{\nu}_{k+1}+i
\end{aligned}
$$

endfor
Substep $\ell . b$ \{Honor the congestion bound $C$ in all ways
for each vector $\vec{\nu} \in \Lambda(x)$
if $\sum_{k=0}^{\ell} \nu_{k}>C$
then replace $\nu$ in $\Lambda(x)$ by all possible vectors $\vec{\nu}^{\prime}$ such that

$$
\begin{aligned}
& \text { - } \nu_{k}^{\prime} \leq \nu_{k} \text { for all } 0 \leq k \leq \ell \\
& \text { - } \sum_{k=0}^{\ell} \nu_{k}^{\prime} \leq C \\
& \text { endif } \\
& \text { endfor }
\end{aligned}
$$

Step $n+1$. \{Harvest a maximum size tree\}
Use the labeling sets to embed a copy of $\mathcal{G}_{m}$ in $\mathcal{H}_{n}$, where $m$ is the largest integer such that some vector $\vec{\nu}$ in the labeling set $\Lambda(r)$ of the root of $\mathcal{H}_{n}$ has $\nu_{m}>0$. Specifically:
Substep $n+1 . a$ \{Embed the root of a copy of $\left.\mathcal{G}_{m}\right\}$
Embed the root of $\mathcal{G}_{m}$ at a node of $\mathcal{H}_{n}$ with the highest level-number, whose labeling set contains a vector $\vec{\nu}$ with $\nu_{m}>0 .{ }^{12}$
Substep $n+1 . b$ \{The recursive step\}
Say that we have just embedded a node $y$ of $\mathcal{G}_{m}$ at level $\ell$ of $\mathcal{H}_{n}$, and say that node $y$ is the root of a subtree $\mathcal{G}_{k}$ of $\mathcal{G}_{m}$.
Then embed the children of $y$ at (not necessarily distinct) nodes of $\mathcal{H}_{n}$ with the highest level-number $\leq \ell$, that have labeling sets containing vectors $\vec{\mu}$ and $\vec{\nu}$ with $\mu_{k}+\nu_{k} \geq 2$.

### 4.2. Timing analysis.

Theorem 4.1. Let the leaves of $\mathcal{H}_{n}$ be labeled GOod or not, in any way, and let $1<C \leq n$. Algorithm Optimal-Harvest finds, in time

$$
\operatorname{TIME}(n)=O\left(C n^{3 C+2} 2^{n}\right)
$$

an $S$-embedding of some $\mathcal{G}_{m}$ in $\mathcal{H}_{n}$, having congestion $\leq C$ and having optimal harvest among embeddings with congestion $C$.

Proof. The correctness and the quality of the output of Algorithm OptimalHarvest being obvious, we concentrate on the timing analysis. The number of vectors in the set $\Lambda(x)$ for a level- $\ell$ node $x$ of $\mathcal{H}_{n}$ can be no greater than

$$
\sum_{k=0}^{C}\binom{\ell+k}{k}=\binom{\ell+C+1}{C}<\ell^{C}
$$

This bound is verified by analogy with the problem of assigning $\leq C$ balls to $\ell+1$ urns. (We are selecting $\leq C$ trees, each having one of $\ell+1$ heights, to be carried along to the next step of the algorithm.)

At each level- $\ell$ node $x$, we pair the length- $\ell$ vectors from the label sets of its children $x 0$ and $x 1$, in all possible ways. We then add each pair together componentwise, and we append a 0 (at the "high-order" end) of each sum vector (to increase its length). The pairing operation leads to fewer than $\ell^{2 C}$ pairs of vectors, so the addition step produces fewer than $\ell^{2 C}$ sum vectors. Producing a sum vector takes $O(\ell)$ steps. Hence, this part of the processing of node $x$ takes time $O\left(\ell^{2 C+1}\right)$.

Next, we adjust each sum vector in order to produce all possible salvage options. This involves selecting, in all possible ways, one level $k$ such that we can combine paired level- $k$ trees into single level $(k+1)$ trees. This level can be selected in at most $\ell$ ways, and the combination process requires no more than $O(1)$ operations

[^61]per pair. Since the set $\Lambda(x)$ initially contains fewer than $\ell^{2 C}$ vectors, and since (by induction) no entry in any vector in either $\Lambda(x 0)$ or $\Lambda(x 1)$ can exceed $C$, this part of the processing of node $x$ takes time $O\left(C \ell^{2 C+1}\right)$.

Finally, we "prune" the vectors in $\Lambda(x)$ in order to honor the bound on congestion. Since each vector $\left\langle\nu_{0}, \nu_{1}, \ldots, \nu_{\ell}\right\rangle$ at a level- $\ell$ node is in the worst case (before pruning) the sum of two vectors from level- $(\ell-1)$ nodes, it is possible that $\sum_{k=0}^{\ell} \nu_{k}=2 C$. Hence, when we prune a vector in all possible ways, we may be adjusting it by adding as many as

$$
\binom{\ell+C+1}{C} \leq(\text { const }) \ell^{C}
$$

"correction vectors." Each correction is a vector addition requiring $O(\ell)$ steps. Since $\Lambda(x)$ may have grown as large as $O\left(\ell^{2 C+1}\right)$ by this time (due to its expansion during the embedding of new roots), the time required for pruning $\Lambda(x)$ may be as much as (but can be no more than)

$$
O(\ell) \cdot O\left(\ell^{C}\right) \cdot O\left(\ell^{2 C+1}\right)=O\left(\ell^{3 C+2}\right)
$$

Since $\ell \leq n$ in this timing analysis, and since the processing we are analyzing takes place at every node of $\mathcal{H}_{n}$ (although the processing at lower-level nodes is simpler because they require no pruning), it follows that the time required for this algorithm is

$$
\operatorname{TIME}(n)=O\left(C n^{3 C+2} 2^{n}\right)
$$

This is certainly within the realm of computational feasibility even when $C$ is as big as, say,

$$
C=\frac{1}{3}\left(\frac{n}{\log n}-3\right)
$$

which makes $\operatorname{TIME}(n)$ quadratic in the size of $\mathcal{H}_{n}$, and all the more so when $C$ is more modest in size.
5. Conclusion. Our focus on complete binary trees throughout this study simplifies notation and calculations. The ideas in our study translate readily to complete trees of any fixed, uniform degree.
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#### Abstract

This paper studies the long-standing open question of whether optimal alphabetic binary trees can be constructed in $o(n \lg n)$ time. We show that a class of techniques for finding optimal alphabetic trees which includes all current methods yielding $O(n \lg n)$-time algorithms are at least as hard as sorting in whatever model of computation is used. We also give $O(n)$-time algorithms for the case where all the input weights are within a constant factor of one another and when they are exponentially separated.
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1. Overview. The problem of finding optimal alphabetic binary trees can be stated as follows: Given a sequence of $n$ positive weights $w_{1}, \ldots, w_{n}$, construct a binary tree whose leaves have these weights, such that the tree is optimal with respect to some cost function and also has the property that the weights on the leaves occur in order as the tree is traversed from left to right. A tree that satisfies this last requirement is said to be alphabetic. Although more general cost functions can be considered (as is done in [4] and [7]), we concentrate here on the usual function, namely $\sum w_{i} l_{i}$, where $l_{i}$ is the level of the $i$ th leaf from the left in the tree. The first $O(n \lg n)$-time solution was given in Hu and Tucker [5] in 1971, following algorithms with higher complexity in [3] and [6]. If we remove the restriction that the tree must be alphabetic, then the problem becomes the well-known problem of building Huffman trees, which is known to have $\Theta(n \lg n)$-time complexity in the comparison model. Modifications of the Hu-Tucker algorithm also running in $O(n \lg n)$ time but with simpler proofs are given in [2] and [4]. The only recent progress on this problem has been made by Ramanan [8], who showed that it is possible to verify that a given alphabetic tree on a sequence of weights is optimal in $O(n)$ time when the weights in the sequence are either within a constant factor or exponentially separated (notions we define precisely later). However, it seems substantially more difficult to actually construct the optimal tree in linear time in the constant factor case.

The next section summarizes current methods and introduces the concepts needed to frame our results. In §3, we introduce a technique, region processing, which forms the basis of our linear-time algorithms. We start with a fairly simple $O(n)$-time algorithm for finding the optimal alphabetic tree when the weights are within a factor of two. We also observe that the basic region-processing method solves the case where the input weights are exponentially separated in $O(n)$ time. We generalize this technique in $\S 4$ to the case where all the weights are within a constant factor of one another. The generalization depends on solving a new generalized selection problem, which may be of interest in its own right. In §5, we give reductions of sorting

[^62]problems to Hu -Tucker-based algorithms and region-processing methods. This provides $\Omega(n \lg n)$-time lower bounds for Hu -Tucker-based algorithms in the comparison model and indicates that region-processing methods are unlikely to yield an $o(n \lg n)$ algorithm.
2. Current methods. We give a brief description of the Hu-Tucker algorithm to the extent necessary to explain our results. Complete descriptions and explanations can be found in [5], [4], [7]. All Hu-Tucker-based methods begin by building an intermediate tree, called the lmcp tree, whose leaves hold the given set of input weights, though not necessarily in the correct order. The levels of the input weights in the lmcp tree are recorded, and this information is used to build an alphabetic tree on the input weights, with each input weight occurring at the same level as in the lmcp tree. Constructing this alphabetic tree can easily be done in $O(n)$ time, as shown in [5]. Since the cost function depends only on the levels of the leaf nodes, the cost of the alphabetic tree is the same as the cost of the lmcp tree. Hu and Tucker proved that the lmcp tree has optimal cost in a class of trees that contains all alphabetic trees, and hence it follows that the alphabetic tree constructed is optimal. We are able to prove that, in the comparison model, constructing the $\operatorname{lmcp}$ tree requires $\Omega(n \lg n)$ time in the worst case, but since it suffices to know only the levels of the leaf weights in the lmcp tree and not its full structure, we can improve on the performance of the Hu -Tucker algorithm in a number of cases.

The Hu-Tucker algorithm maintains a worklist of weighted nodes in the lmcp tree that have not yet been assigned their sibling and parent. The basic step in the algorithm consists of selecting two nodes from the worklist to be paired off as siblings in the 1 mcp tree, removing these nodes from the worklist, and inserting a new node (their parent) in the position of the leftmost replaced node with weight equal to the sum of the two removed nodes. Initially the worklist is the list of leaf nodes with the weights $w_{1}, \ldots, w_{n}$ in order. Nodes in the worklist are designated either crossable or noncrossable. Initially all nodes are noncrossable. When any two nodes are paired off, the resulting parent node is designated crossable. Two nodes in the worklist are compatible if they are adjacent, or if all the nodes which separate them are crossable. The symbol $v$ will refer to a node in the worklist and $w(v)$ will refer to its weight. The level of a node $v$ in the tree is denoted by $l(v)$. Define an order on the nodes in the worklist by $v_{x}<v_{y}$ if $w\left(v_{x}\right)<w\left(v_{y}\right)$ or if $w\left(v_{x}\right)=w\left(v_{y}\right)$ and $v_{x}$ is to the left of $v_{y}$ in the list. A pair of compatible nodes $\left(v_{a}, v_{b}\right)$ is said to be a local minimum compatible pair ( $l m c p$ ) if and only if the following two conditions hold:

1. $v_{b} \leq v_{x}$ for all nodes $v_{x}$ compatible with node $v_{a}$.
2. $v_{a} \leq v_{y}$ for all nodes $v_{y}$ compatible with node $v_{b}$.

We note that the order relationship given captures the tie-breaking rules of [5] and [2].

The lmcp tree is constructed by repeatedly combining lmcps from the worklist until a single node remains which will be the root of the lmcp tree. This is usually implemented by a stack-based algorithm that starts at the beginning of the worklist and moves a pointer along the worklist until an lmcp is found. After removing the nodes in the lmcp and inserting the new parent node, the pointer is moved back one node and the search for lmcps resumes. To check whether an lmcp has been found, the algorithm compares the smallest node $x$ before the pointer node $y$ that is compatible with $y$ with the smallest node $z$ after $y$ that is compatible with $y$. If $x<z$, the algorithm concludes that $x$ and $y$ form an lmcp; otherwise, it moves the pointer forward one node. The total number of pointer moves is $O(n)$, since $O(n)$ nodes are
placed in the worklist in total, and the number of backward moves is bounded by the number of $\operatorname{lmcps}$ found, which is also $O(n)$. Hu-Tucker methods take $O(n \lg n)$ time because they maintain information on which node has the minimum weight in intervals of crossable nodes in order to find the nodes $x$ and $z$. Updating this information when an $\operatorname{lmcp}$ is found can take $O(\lg n)$ time. In general, the construction of the lmcp tree is not unique, since the lmcps may be combined in different orders, but, as proved in [5], the resulting tree is unique. Thus, for any node $v$ in the worklist, we can define the $l m c p$ partner of $v$ to be the node that is the sibling of $v$ in the lmcp tree.
3. Region-based methods. We present a new approach for finding optimal alphabetic binary trees based on partitioning nodes in the worklist in consecutive runs. Define the category of weight $w$ to be $\left\lfloor\lg \left(w / w_{\min }\right)\right\rfloor$, where $w_{\text {min }}$ is the smallest of the initial weights. A maximal-length sequence of nodes with the same category is called a region. In our presentation, we assume that we explicitly compute the category of each weight, since this simplifies the description and explanation of our approach. However, it is possible to avoid the possibly nonunit cost of the lg operations needed to determine the categories explicitly by modifying the algorithm to treat the category numbers of weights as unknowns that can be compared at unit cost. We omit the details of this modification, as they are not crucial to the understanding of the main algorithm.

By keeping a stack of regions and considering only regions whose adjacent regions have higher category, we can restrict most of our attention to the pairings occurring within these regions. We call this region processing. This is motivated by the situation where all input weights are within a factor of two. If this is the case, it is easy to determine the leaf levels in the lmcp tree using Theorem 3.1.

Theorem 3.1. Given a sequence of $n$ crossable nodes that are within a factor of two, after the first $\lfloor(n+1) / 2\rfloor$ lmcps have been found and combined, the new sequence will consist of $\lfloor n / 2\rfloor$ nodes whose weights are again within a factor of two. Furthermore, if we keep combining lmcps, the resulting lmcp tree will be balanced, with the leaves differing in level by at most one. Specifically, the $2\left(n-2^{\lfloor\lg n\rfloor}\right)$ smallest weights will be at level $\lfloor\lg n\rfloor+1$ and the others will be at level $\lfloor\lg n\rfloor$.

Proof. We note that, since all the nodes are crossable, this reduces the problem to building a Huffman tree, where the result is known. We present a new proof, which provides insight to the actual behavior of the algorithm and motivates our results to follow.

Let the initial sequence of nodes in the worklist be $v_{1}, \ldots, v_{n}$ and let $c$ be a real number such that $c \leq w\left(v_{i}\right)<2 c$ for $i=1$ to $n$. Whenever two nodes form an lmcp and combine, the weight of the new node is greater than $2 c$, so it will not be involved in another lmcp until there are less than two nodes smaller than $2 c$. When $n$ is odd, after $(n-1) / 2$ pairings have occurred, the worklist contains only one node of weight less than $2 c$, namely the largest-weight node present in the original sequence. We call this node the wallfower. The wallfower forms an lmcp with the smallest-weight newly formed node. When $n$ is even, the largest-weight node present in the original sequence merges with another original node. Thus, regardless of whether $n$ is odd or even, the rightmost (there may be more than one) largest-weight node will merge during the $\lfloor(n+1) / 2\rfloor$ th lmcp pairing. At this stage, the worklist will contain exactly $\lfloor n / 2\rfloor$ nodes, none of which are original nodes, and their weights will be within a factor of two, as we show below.

This is obvious if $n$ is even, so suppose $n$ is odd, and let $v$ be the node with the smallest weight, $w(v)=w\left(v_{i}\right)+w\left(v_{j}\right)$, among the first ( $n-1$ )/2 newly formed nodes.

Clearly, the rest of the first $(n-1) / 2$ newly formed nodes have weights less than $2 w(v)$. Let $v_{k}$ be the wallflower. The next node formed is the parent of $v$ and $v_{k}$ and has weight $w\left(v_{k}\right)+w\left(v_{i}\right)+w\left(v_{j}\right)$. Now, since the original weight sequence was within a factor of two, $w\left(v_{k}\right)<w\left(v_{i}\right)+w\left(v_{j}\right)=w(v)$, so $w\left(v_{k}\right)+w\left(v_{i}\right)+w\left(v_{j}\right)<2 w(v)$, which completes the proof. One further observation that will be important is that the weight of the parent of the wallflower is strictly greater than the weight of the other ( $n-1$ )/2 nodes in the current worklist.

Let us call the pairings up to this point a phase of the algorithm and consider how the phase affects the levels of the leaves in the lmcp tree. Obviously, the phase contributes one to the level of each leaf in the $\operatorname{lmcp}$ tree if $n$ is even. When $n$ is odd, this is true for all the leaves except for the two whose parent was paired with the wallflower. These two, which we call the wallflower's stepchildren, have had their level increase by exactly two. Since the wallfower's parent has the unique largest weight in the worklist at the end of the phase, at the end of each later phase this node's ancestor always has the unique largest weight in the worklist. Thus each later phase contributes exactly one to the level of the wallflower's stepchildren. Applying this argument to the stepchildren of wallfowers from later phases proves that the level of any two leaves in the lmcp tree differs by at most one. Since the lmcp tree has optimal cost, the smallest-weight original nodes must be at the bottom level, i.e., the largest-numbered level. Thus for some integer $x$, we have the $2 x$ smallest-weight original nodes on level $\lfloor\lg n\rfloor+1$ and the remaining $n-2 x$ original nodes on level $\lfloor\lg n\rfloor$. We require $x+n-2 x=2^{\lfloor\lg n\rfloor}$, so $x=n-2^{\lfloor\lg n\rfloor}$.

Based on this theorem, it is easy to give a simple linear-time algorithm for finding an optimal alphabetic binary tree on a sequence of input weights which differ at most by a factor of two. (Garcia and Wachs also give a linear-time method for this case in [2].) In point form, the algorithm for finding the levels of the leaves in the alphabetic tree is:

1. Initialize the worklist to contain the original input sequence. Note that all nodes are noncrossable.
2. Use a stack-based method to find lmcps and pair them off, removing each pair of nodes from the worklist and placing the parent in a temporary list but not in the worklist. These newly formed nodes can be left out of the worklist because their weights are greater than any of the original weights, and hence need not be considered in the search for lmcps. This process continues until there are zero or one nodes left in the worklist, and as discussed in the remarks on stack-based algorithms in $\S 2$, requires only $O(n)$ time because of the absence of crossable nodes in the worklist. If a single node $x$ remains ( $n$ is odd and $x$ is the wallflower), scan through the temporary list of newly formed crossable nodes to find the smallest node $y$. Pair $x$ with $y$ and replace $y$ in the temporary list by its parent.
3. At this stage we have $m=\lfloor n / 2\rfloor$ crossable nodes in the temporary list. Moreover, the new nodes are still within a factor of two, by the same argument as in the proof of the preceding theorem.
4. We can now, by the preceding theorem, directly find the levels of every leaf in the lmcp tree for the remaining $m$ crossable nodes in $O(n)$ time, using a linear-time selection algorithm [1] to find the $2\left(m-2^{\lfloor\lg m\rfloor}\right)$ th weight in the temporary list. This node and nodes with smaller weights have level $\lfloor\lg m\rfloor+1$, and the remaining nodes are assigned level $\lfloor\lg m\rfloor$. Given this, it is trivial to compute the levels of the nodes in the original input sequence in
an additional $O(n)$ time.
5. With knowledge of the leaf levels, we can construct the optimal alphabetic tree for the input sequence in $O(n)$ time, using the technique in [5].

A similar technique can be applied to predict how nodes in a region $R$ with lowest category number combine to form nodes in a region with the next category number. Notice that when the number of nodes in $R$ is odd, its wallflower will pair with the smallest-weight node in the set consisting of the lmcps formed out of $R$ and the compatible nodes from the two regions adjacent to $R$. When the gap in category number between adjacent regions is large enough, this method yields faster performance than the Hu-Tucker algorithm. The complete algorithm is described in [7]. Its basic idea is to maintain a stack of the current regions in the worklist and process the region at the top of the stack if its adjacent regions have greater category. If not, the stack pointer is advanced. The cost of processing a region of size $r$ is $O(r \lg r)$. Since processing a region yields a new region of half the size, it is easy to verify that this method has $O(n \lg n)$ running time. If the input weights $\left\{w_{i}\right\}$ are exponentially separated, i.e., if there is a constant $C$ such that for all integers $k,\left|\left\{i:\left\lfloor\lg w_{i}\right\rfloor=k\right\}\right|<C$, then it is also easy to verify that this method yields an $O(n)$-time algorithm, since each region can be processed in constant time as the size is bounded by $2 C$. The ideas in Theorem 3.1 can also be used to reduce the cost of processing a region of size $r$ to below $O(r \lg r)$ when the difference in category numbers is great enough, which may be useful in implementations. Details are given in [7].
4. The constant factor case. We now describe the linear-time algorithm for weights within a constant factor, i.e., such that $\max \left\{w_{i} / w_{j}\right\}<\sigma$ for some constant $\sigma$. As before, it suffices to determine the levels of the leaf nodes in the lmcp tree. We use a region-based method to process the weights region by region in increasing order by category number until we are left with a single region of crossable nodes. We then apply Theorem 3.1 to determine the lmcp tree levels of the nodes in this final region and work backwards to find the lmcp tree levels of the original weights. In order to achieve the linear-time bound, when processing a region, we cannot afford to determine which nodes pair together in lmcps or the weights of the lmcps formed. Instead, we work with coarser information about the structure of the lmcp tree. An interval of nodes in a region's worklist is lmcp-closed if the lmcp partner of each node in the interval is also in the interval. Our algorithm works by partitioning the region's worklist into lmcp-closed intervals and replacing each lmcp-closed interval by a node group representing the lmcps formed out of that interval. From the definition of the lmcp, it is easy to see that moving an interval of larger crossable nodes to the right of an interval of smaller crossable nodes or pushing a larger crossable node to the right of a smaller noncrossable node does not affect the construction of the lmcp tree. Our algorithm uses such rearrangements of the worklist in finding the partition into lmcp-closed intervals.

The worklist thus is now an ordered list of node groups in which each noncrossable node appears as a singleton node group but intervals of crossable nodes within a region may appear in groups of arbitrary size. A set of nodes in the worklist is realizable if it is the union of a set of node groups in the worklist. The algorithm performs certain types of selection operations on realizable sets of nodes in the worklist. For example, when the worklist consists of crossable nodes whose weights are within a factor of two, the algorithm determines the smallest $k$ of these nodes in order to apply Theorem 3.1.

Since we will generally not have an explicit list of the weights of the nodes in the realizable set on which we wish to perform selection, we will introduce the concept of a coarse-selection system, namely a structure for (nonexplicitly) representing a set of elements, together with a particular set of selection operations that can be performed efficiently on the set. We will then show that each realizable set has a coarse-selection system. Performing a selection operation on a realizable set may require that some of the node groups in the realizable set be refined, in order that the result be in the form of realizable sets. For example, suppose $N$ is a realizable set of nodes in the worklist. Determining the largest (smallest) node $v$ in $N$ requires replacing the node group containing $v$ by a node group list in which $v$ is a singleton node group, unless $v$ is already a singleton. Similarly, determining the $k$ smallest nodes in $N$ requires a node-group list in which the desired set is the union of a set of node-groups in the refined list. Thus we will ensure that the selection operations we provide for realizable sets determine the appropriate refinements. We now define coarse-selection systems.

Definition 4.1. For any $\Delta \geq 1$, we say a (multi) set $S$ has a $\Delta$ coarse-selection system if:

1. $\forall \alpha \in[0,1]$, in $\Delta|S|$ time we can produce two disjoint sets $S_{\alpha}^{-}$and $S_{\alpha}^{+}$, each with $\Delta$ coarse-selection systems such that $S=S_{\alpha}^{-} \cup S_{\alpha}^{+}, \forall x \in S_{\alpha}^{-}$and $\forall y \in$ $S_{\alpha}^{+}, x \leq y$, and $\left|S_{\alpha}^{-}\right|=\lfloor\alpha|S|\rfloor$. (We call this an $\alpha$-partition of $S$.)
2. $\forall x \geq 0$, in $\Delta|S|$ time, we can compute the rank of $x$ in $S$, denoted by $r_{S}(x)$, and produce two sets $S^{\leq x}$ and $S^{>x}$, each with $\Delta$ coarse-selection systems such that $S \leq x=\{y \in S: y \leq x\}$ and $S^{>x}=\{y \in S: y>x\}$. (The rank of $x$ in $S$ is the number of elements in $S$ less than or equal to $x$.)
3. In $\Delta|S|$ time we can compute $|S|$.
4. If $|S|=1$ we can determine the unique element of $S$ explicitly in $\Delta$ time.

In addition, when interpreted in the context of node-group lists, we require that the sets $S_{\alpha}^{-}, S_{\alpha}^{+}, S^{\leq x}, S^{>x}$ be realizable. Note that the definition of a coarse-selection system implies that, given a $\Delta$ coarse-selection system for $S$, we can explicitly determine the largest (smallest) element of $S$ in $2 \Delta|S|$ time. We use the term layer $h$ for the regions in the worklist with category number $h$ and process the regions in the worklist a layer at a time beginning with the smallest numbered layer. Processing layer $h$ consists of creating node-group lists representing the new nodes formed in layer $h+1$. Consider the question of creating a node-group list representing the new nodes, $T$, formed from a single region $R$ of $r$ nodes. If $r$ is even, because the regions adjacent to $R$ in the worklist have higher category numbers, $R$ is lmcp-closed and the node-group list for $T$ is a single node group. If $r$ is odd, then the only node of $R$ whose lmcp partner is not in $R$ is its wallflower $z$. It is straightforward to prove that $z$ is the largest node in the subset $\{y \in R: y$ is crossable or $y$ is noncrossable and is in an odd-numbered position from an end of $R\}$. Note that this subset is realizable and that $z$ can be identified by coarse selection. Thus we create a node group, $g_{l}$, representing the lmcps formed from the nodes on the left of $z$, and another one, $g_{r}$, for those from the right, respectively. To determine the lmcp partner of $z$, we need to know the smallest node $v$ in $g_{l} \cup g_{r}$, which again is realizable. We complete the processing of $z$ by comparing $v$ with the smallest compatible nodes on either side of $g_{l}, g_{r}$ in the worklist (found using selection on realizable sets), and we replace $z$ and its partner by a singleton node group representing this lmcp. This singleton node group may be in layer $h+2$, in which case we place it as far to the right as possible (in front of the first node to the right that is in layer $h+2$ or higher). The remaining challenge is to construct the coarse-selection systems for realizable sets, which is done
by induction on layer number.
Our inductive hypothesis will be that, for any node-group list representing the nodes in a region of layer $h$, and any set of nodes, $A$, that is realizable with respect to that node-group list, there is a coarse-selection system for $A$. The base case is covered by the usual linear-time selection algorithm, since all nodes in the bottom layer are noncrossable. Thus the only possible node-group list for the bottom layer is the standard list of single nodes, so all the weights of the nodes in the list are known explicitly. A key tool is the construction of a coarse-selection system for the union of sets with coarse-selection systems. This is provided by the following theorem.

Theorem 4.2. Let $A=\cup_{i=1}^{n} A_{i}$, where the $A_{i}$ are disjoint and nonempty and each $A_{i}$ has a $\Delta$ coarse-selection system. Then $A$ has a $36 \Delta$ coarse-selection system.

Proof. Let $x$ be any value. We can compute the rank of $x$ in $A$ easily, since $r_{A}(x)=\sum_{i=1}^{n} r_{A_{i}}(x)$. Moreover, $A^{\leq x}=\cup_{i=1}^{n} A_{i}^{\leq x}$ and $A^{>x}=\cup_{i=1}^{n} A_{i}^{>x}$. The time cost for this is the cost of finding $r_{A}(x)$ plus the cost of constructing the $A_{i}^{\leq x}$ and $A_{i}^{>x}$. This is $\sum_{i=1}^{n} \Delta\left|A_{i}\right|+\sum_{i=1}^{n} \Delta\left|A_{i}\right|=2 \Delta|A|$.

For $\alpha \in[0,1]$, we construct $A_{\alpha}^{-}$and $A_{\alpha}^{+}$as follows. For each $i$, compute $A_{i_{1 / 2}}^{-}$, $A_{i_{1 / 2}}^{+}$, and $m_{i}=\min A_{i_{1 / 2}}^{+}$. This can all be done in $2 \Delta|A|$ time. We now compute the median $m$ of the multiset $M=\cup_{i=1}^{n} M_{i}$, where $M_{i}$ contains exactly $\left|A_{i}\right|$ copies of $m_{i}$, by using a standard selection algorithm. This can be done in $6|A|$ time using the selection algorithm of Blum et al. [1]. Now compute $r_{A}(m)$ as above, in $\Delta|A|$ time. If $r_{A}(m)=\lfloor\alpha|A|\rfloor$, we are done, as we can take $A_{\alpha}^{-}=A^{\leq m}$ and $A_{\alpha}^{+}=A^{>m}$. If not, we may assume $r_{A}(m)>\lfloor\alpha|A|\rfloor$, since a symmetric argument handles the other case. Let $J=\left\{i: m_{i} \geq m\right\}$, let $B=A-\cup_{i \in J} A_{i_{1 / 2}}^{+}$, and note that every element in $A-B$ is at least $m$. If $|B|<\lfloor\alpha|A|\rfloor$, since $r_{A}(m)>\lfloor\alpha|A|\rfloor$, there must be at least $\lfloor\alpha|A|\rfloor-|B|$ elements in $A-B$ that equal $m$. Thus, it suffices to identify a subset $D$ of these elements, with $|D|=\lfloor\alpha|A|\rfloor-|B|$, and take $A_{\alpha}^{-}=B \cup D$. To find $D$, we first find $\left(A_{i_{1 / 2}}^{+}\right) \leq m$ for each $i$ in $J$. Every element in $\cup_{i \in J}\left(A_{i_{1 / 2}}^{+}\right) \leq m$ must equal $m$, and thus it suffices to take $D$ to be any subset of $\cup_{i \in J}\left(A_{i_{1 / 2}}^{+}\right) \leq m$ of the appropriate size. Such a subset can easily be obtained by taking each $\left(A_{i_{1 / 2}}^{+}\right) \leq m$ until adding another set will result in more than $\lfloor\alpha|A|\rfloor-|B|$. At this point, coarse selection can be used on this $\left(A_{i_{1 / 2}}^{+}\right) \leq m$ to obtain a subset that will bring the total number of elements to exactly $\lfloor\alpha|A|\rfloor-|B|$. Thus, in this case, we will have obtained $A_{\alpha}^{-}$and $A_{\alpha}^{+}$in at most $(6+5 \Delta)|A|$ time. If $|B| \geq\lfloor\alpha|A|\rfloor$, we may take $(A-B) \subset A_{\alpha}^{+}$, since every element in $A-B$ is at least $m$. Note that $\sum_{i \in J}\left|A_{i}\right| \geq \frac{1}{2}|A|$ by the definition of $M$. Hence $|A-B|=\left|\cup_{i \in J} A_{i_{1 / 2}}^{+}\right| \geq \frac{1}{4}|A|$, and so we reduce the problem to finding a $\beta$-partition in $B$, where $\beta=\alpha \frac{|A|}{|B|}$. We set $A_{\alpha}^{-}=B_{\beta}^{-}$and $A_{\alpha}^{+}=\cup_{i \in J} A_{i_{1 / 2}}^{+} \cup B_{\beta}^{+}$. In this case, we reduce the problem to one at most $3 / 4$ of the original size in $(6+3 \Delta)|A|$ time. Since $B$ is a union of sets with $\Delta$ coarse-selection systems, an easy inductive argument on the size of $A$ shows that we can produce $A_{\alpha}^{-}$and $A_{\alpha}^{+}$in $\frac{1}{1-3 / 4}(6+3 \Delta)|A| \leq 36 \Delta|A|$ time.

The fact that $A^{\leq x}, A^{>x}, A_{\alpha}^{-}$, and $A_{\alpha}^{+}$each have $36 \Delta$ coarse-selection systems again follows easily by induction on $|A|$ since they are unions of sets with $\Delta$ coarseselection systems.

We are now ready to begin the inductive proof of the existence of coarse-selection systems. We assume that, given any node-group list representing the nodes in a region of layer $h$ and a set of nodes that is realizable with respect to that node-group list, the set has a $\Delta$ coarse-selection system. Given this assumption, we show how
to construct a $D \Delta$ coarse-selection system for any set $S$ of nodes in a region $X$ of layer $h+1$ such that $S$ is realizable with respect to a node-group list for $X$. The value of $D$ is a constant independent of $h$. By the definition of a node-group list, it is clear that any node-group list for $X$ inherently provides node-group lists for the regions in layer $h$ that contain the children of nodes in $X$. By the preceding theorem, we may assume that there are no singleton node groups in the representation of $S$, since otherwise we can use the usual linear-time selection algorithm for the set $S^{*}$ of nodes in $S$ occurring as singletons, and we can use the selection systems for $S^{*}$ and $S-S^{*}$ to get a selection system for $S$. This assumption says that there is a set $\left\{R_{i}\right\}$ of disjoint lmcp-closed realizable intervals in layer $h$ such that $S$ is the lmcps formed from $V=\cup_{i} R_{i}$. We first show how to find the smallest-weight node in $S$ by proving that, in $O(\Delta|S|)$ time, we can reduce the problem to finding the smallest-weight node in a realizable subset $S^{\prime}$ of $S$, where $\left|S^{\prime}\right| \leq|S| / 2$. This reduction process may involve refining some node-group lists for regions in layer $h$, and such refinements increase the number of realizable sets. This is why our inductive assumption ensures the existence of $\Delta$ coarse-selection systems for realizable sets, independent of which node-group list is used in the definition of realizability. Finding the smallest node is a special case of finding an $\alpha$-partition, but the algorithm is slightly simpler. Moreover, since it is a subroutine used in finding general $\alpha$-partitions, presenting it first clarifies the exposition.

The set $V$ is realizable, so, in $\Delta|V|$ time, we can find the $1 / 2$-partition $V=$ $V_{1 / 2}^{-} \cup V_{1 / 2}^{+}$. For each $R_{i}$, we write $R_{i}^{-}=R_{i} \cap V_{1 / 2}^{-}$and $R_{i}^{+}=R_{i} \cap V_{1 / 2}^{+}$. We assume, by reordering if necessary, that for each interval $C$ of crossable nodes in $R_{i}$, we have $C \cap R_{i}^{-}$preceding $C \cap R_{i}^{+}$.

We now describe an algorithm which we will run on $R_{i}$ to partition its nodes into three lmcp-closed sets, $R_{i}=R_{i}^{--} \cup R_{i}^{++} \cup R_{i}^{-+}$, according to whether the node and its lmcp partner are in the same class in the partition $R_{i}=R_{i}^{-} \cup R_{i}^{+}$. The set $R_{i}^{--}$ is the set of nodes $x$ such that both $x$ and its lmcp partner, $p(x)$, are in $R_{i}^{-}$. The sets $R_{i}^{++}$and $R_{i}^{-+}$are defined analogously. For each node $x$ in $R_{i}^{-+}$(the set in which $x$ and $p(x)$ are in different classes), the algorithm explicitly determines $x$ and $p(x)$ and hence can create a singleton node group for the lmcp of $x$ and $p(x)$.

We use the terms -interval [+interval] to refer to a maximal interval of nodes in $R_{i}$ which lies entirely in $R_{i}^{-}\left[R_{i}^{+}\right.$. Obviously, $R_{i}$ is an alternating sequence of -intervals and +intervals. Also, -intervals and +intervals are realizable sets. We first note that, if any two consecutive -intervals are separated by a +interval that does not contain noncrossable nodes, we may push the +interval to the right of the right-hand -interval without affecting the formation of lmcps. Thus, in linear time, we can rearrange each $R_{i}$ so that there is at least one noncrossable node in each +interval, except for possibly one on the right end of $R_{i}$. If the number of nodes in a -interval, $I$, is even, then for each $x \in I$ we have $p(x) \in I$. This follows from the fact that $S$ is realizable and that each node group of $S$ represents the lmcps formed out of a consecutive interval in layer $h$. Next, for each -interval, $I$, with an odd number of nodes, we use the $\Delta$ coarse-selection system to find its local walffower, i.e., the largest node in $I$ which either is crossable or is noncrossable and in an oddnumbered position relative to $I$. Note that each local wallflower $x$ is now represented by a singleton node group, and we know its weight. Let $I^{\prime}$ be the set resulting from removing the local wallflower from $I$, if it has one. It is not hard to prove that, for each $x \in I^{\prime}$, we have $p(x) \in I^{\prime}$, so we set $R_{i}^{--}$to be the union of the $I^{\prime}$. We now remove the node groups representing the nodes in $R_{i}^{--}$from the node-group list of $R_{i}$.

We will process the list of node groups that remain in $O\left(\Delta\left|R_{i}\right|\right)$ time to determine the lmcp partner of each local wallflower and define $R_{i}^{-+}$as the set of local wallflowers (i.e., the nodes in $R_{i}^{-}$which still remain in the list) together with their lmcp partners. $R_{i}^{++}$is $R_{i}-\left(R_{i}^{--} \cup R_{i}^{-+}\right)$.

In order to determine the lmcp partner of each local wallflower, we first identify, for each end of a +interval, the smallest-weight node in the +interval compatible from that end of the interval. For each +interval that contains at most one noncrossable node, we also identify its smallest-weight crossable node, if one exists. This can be done in $O\left(\Delta\left|R_{i}\right|\right)$ time using coarse-selection systems. We now use the standard stack-based method described at the end of $\S 2$, where the worklist consists of the local wallflowers surrounded by the identified neighboring nodes from the +intervals, in order. The stack pointer is initially placed on the leftmost local wallfower. We stop when all the local wallflowers have been paired off, i.e., when their lmcp partners have been determined. It is straightforward to check that, upon removal of an lmcp involving a local wallflower, $x$, the necessary information on the affected +intervals can be updated in constant time, and this guarantees the linear-time bound.

For $j=--,++,-+$, let $V^{j}$ be the union of the nodes in the $R^{j}$, and let $S^{j}$ be the nodes formed from $V^{j}$. We note that all the nodes in $S^{--}$are less than or equal to the nodes in $S^{++}$, though it is possible that there are nodes in $S^{-+}$that are smaller than some in $S^{--}$and others in $S^{-+}$that are greater than some in $S^{++}$. In addition, we know that both $\left|S^{--}\right|$and $\left|S^{++}\right|$are less than $|S| / 2$ since $\left|S^{--}\right|=\left|S^{++}\right|$. We also know all the nodes (and their weights) explicitly in $V^{-+}$and hence can find the smallest node in $S^{-+}$in $O\left(\left|S^{-+}\right|\right)$time. Thus, it suffices to find the smallest node in $S^{--}$, and taking $S^{\prime}=S^{--}$completes the proof. The analogous technique works to find the largest node in $S$ or the rank of a node $x$ and the sets $S^{\leq x}$ and $S^{>x}$ in $O(\Delta|S|)$ time. We will call the process of determining the sets $S^{--}, S^{-+}, S^{++}$sifting.

Now suppose we wish to find $S_{\alpha}^{-}$and $S_{\alpha}^{+}$for some $\alpha \in[0,1]$. We assume $\alpha \leq 1 / 2$, since the case $\alpha>1 / 2$ is analogous. Let $\beta=\max (\alpha, 3 / 7)$. We repeat the sifting process as before, except that we find the $\beta$-partition $V=V_{\beta}^{-} \cup V_{\beta}^{+}$. For each set $R_{i}$, we now set $R_{i}^{-}=R_{i} \cap V_{\beta}^{-}$and $R_{i}^{+}=R \cap V_{\beta}^{+}$and define the sets $R^{j}, V^{j}, S^{j}$ as before for $j=--,-+,++$.

Let $\gamma=\left|V^{--}\right| /|V|=\left|S^{--}\right| /|S|$. For the sake of simplicity, we ignore floors and ceilings for the moment. It is not hard to see that we have $\left|V^{-+}\right|=2(\beta-\gamma)|V|$ and $\left|V^{++}\right|=(\gamma+1-2 \beta)|V|$. Thus $\left|S^{-+}\right|=2(\beta-\gamma)|S|$ and $\left|S^{++}\right|=(\gamma+1-2 \beta)|S|$. Using the algorithm described above, we find, in $O(\Delta|S|)$ time, the largest node $s^{-}$in $S^{--}$and the smallest node $s^{+}$in $S^{++}$, respectively. Let $S^{-+}=S_{1} \cup S_{2} \cup S_{3}$, where $S_{1}$ contains the nodes in $S^{-+}$less than or equal to $s^{-}$and $S_{3}$ contains the nodes in $S^{-+}$greater than or equal to $s^{+}$. We can find these sets using the Blum et al. [1] linear-time selection algorithm because the nodes (and their associated weights) in $S^{-+}$are known explicitly.

Let $A=S^{--} \cup S_{1}, \delta=|A|$, and $Z=S^{-+}$. If $|Z| \geq \alpha|S|$, we set $\rho=\alpha|S| /|Z|$, and using the standard linear-time selection algorithm, we find a $\rho$-partition $Z=Z_{\rho}^{-} \cup Z_{\rho}^{+}$. We now prove that there is always one of the sets $A, S-A, Z_{\rho}^{+}$whose nodes we can remove from $S$, because we can assume that they are in one of the sets of the $\alpha$ partition. Moreover, we prove that the set we remove contains at least $1 / 7$ th of the nodes in $S$.

First, note that each node in $S-A$ has weight at least as large as any node in $A$, so if $|A| \geq \alpha|S|$, then we place the nodes in $S-A$ in $S_{\alpha}^{+}$and reduce the problem to finding the $\alpha(|S| /|A|)$-partition of $A$. Symmetrically, if $|A| \leq \alpha|S|$, we place the nodes in $A$ in
$S_{\alpha}^{-}$and reduce the problem to finding the $(1-\alpha)(|S| /(|S|-|A|))$-partition of $S-A$. A similar argument applies to removing the nodes in $Z_{\rho}^{+}$when we have $|Z| \geq \alpha|S|$, and we reduce the problem to finding the $\alpha\left(|S| /\left(|S|-\left|Z_{\rho}^{+}\right|\right)\right)$-partition of $S-Z_{\rho}^{+}$. We now consider the sizes of the sets involved. If $\gamma \leq \beta / 3$, we have $|Z| \geq 4 \beta|S| / 3 \geq \alpha|S|$ and $\left|Z_{\rho}^{+}\right|=(2(\beta-\gamma)-\alpha)|S| \geq(\beta-2 \gamma)|S| \geq \beta|S| / 3 \geq|S| / 7$, since $\beta \geq \alpha$ and $\beta \geq 3 / 7$. Now suppose $\gamma \geq \beta / 3$. We have $\gamma \geq 1 / 7$, so $|A| \geq\left|S^{--}\right| \geq|S| / 7$ and $|S-A| \geq\left|S^{++}\right| \geq\left|S^{--}\right|$. Thus, in all cases, there is a set of size at least $|S| / 7$ that can be removed, and we have reduced the problem to a realizable set of size at most $6|S| / 7$ in $O(\Delta|S|)$ time.

It is easy to use the above ideas to compute, in $O(\Delta|S|)$ time, the rank in $S$ of any node $x$, as well as find $S^{\leq x}$ and $S^{>x}$. Moreover, computing $|S|$ is trivial from the node-group list for $S$. Combining these observations yields a $D \Delta$ coarse-selection system for any realizable set in layer $h+1$, where the constant $D$ is independent of $h$. It is interesting to note that the largest portion of $D$ is a result of applying Theorem 4.2 to merge the selection system for the singleton node groups with the selection system for the larger node groups.

The arguments above yield an $O\left(D^{h}\right)$ coarse-selection system for realizable sets in layer $h$. By dividing all the original weights by the smallest weight, we may assume that they lie between 1 and $\sigma$, and hence we must process at most $\lceil\lg \sigma+1\rceil$ layers before reaching the point where the worklist contains only crossable nodes. At this point the weights are within a factor of two, we have an $O\left(D^{\lg \sigma}|S|\right)=O(n)$ coarseselection system, and we can apply Theorem 3.1 to determine the levels of these nodes, which we then use to determine the levels of the original weights.
5. Hardness results. We begin with a simple hardness result that shows that constructing the intermediate lmcp tree produced by Hu-Tucker-based algorithms in any model of computation is at least as difficult as sorting in that model. We also give a more complicated reduction from sorting to any algorithm which computes enough partial information about the lmcp tree. This partial information is something we expect any region-based method must compute.
5.1. Finding the lmcp tree. We will need the following simple lemma, whose proof we omit since it follows immediately from the observations made at the beginning of the proof of Theorem 3.1.

Lemma 5.1. Let $x_{1}, x_{2}, \ldots, x_{n}$ be distinct real numbers drawn from [2,4). Let $y_{i}=\frac{1}{2} x_{\lceil i / 2\rceil}$, for $i=1 \ldots 2 n$. If $\left(y_{1}, \ldots, y_{2 n}\right)$ is given as input to any lmcp-finding algorithm, the set of the first $n$ lmcps found, disregarding order, will be

$$
\left\{\left(y_{1}, y_{2}\right),\left(y_{3}, y_{4}\right), \ldots,\left(y_{2 n-1}, y_{2 n}\right)\right\}
$$

Theorem 5.2. We can reduce sorting sequences of size $n$ to finding the lmcp tree in $O(n)$ time.

Proof. Assume $n$ is even. Let $x_{1}, x_{2}, \ldots, x_{n}$ be drawn from [2,4). Define the $y_{i}$ as above and consider the behavior of some lmcp-combining algorithm on the input sequence $y_{1}, \ldots, y_{2 n}$. According to Lemma 5.1, after $n$ lmcps have been combined, there will be $n$ crossable nodes in the worklist with the weights $x_{1}, \ldots, x_{n}$. The only lmcp in the list is the smallest pair of nodes in $\left\{x_{1}, \ldots, x_{n}\right\}$ that combine to form a new node with weight at least 4 . The next lmcp will be the second smallest pair of nodes from $\left\{x_{1}, \ldots, x_{n}\right\}$ and so on. Hence the next $n / 2 \operatorname{lmcps}$ found sort $\left\{x_{1}, \ldots, x_{n}\right\}$ by pairs. Moreover, the fully sorted order of the $x_{i}$ can be recovered from the lmcp tree (independent of how it was constructed) by searching the tree depth first and always
searching the least-weight subtree first, since the nodes corresponding to $\left\{x_{1}, \ldots, x_{n}\right\}$ will be encountered in sorted order. This shows that sorting can be reduced to finding the lmcp tree in $O(n)$ time.
5.2. Region-based methods. In light of the linear-time algorithm for the constant factor case, it is natural to look for an $o(n \lg n)$-time method based on region processing. As before, we would hope to avoid determining all the lmcps but still determine the leaf levels in the lmcp tree. The wallflower is the difficult case to handle because it seems necessary to know explicitly which node it pairs with (as this increases the level of the leaves of this node by one). In particular, the wallflower may pair with the lmcp formed from the two smallest nodes in its region, and so it seems necessary that this information be easy to find for every region considered. We will say that an alphabetic tree-finding algorithm is region based if, from the information it computes, it is possible in $O(n)$ time to determine, for the smallest two nodes at each level, the set of leaves in the subtree of the lmcp tree rooted by each of these nodes. Note that this information is easy to compute if regions in the worklist are processed by increasing category order and the smallest two nodes are explicitly found in every region processed. This is because the smallest two nodes at each level in the lmcp tree are the smallest two nodes for some region, and we can easily keep track of the eventual level of the pair of smallest nodes for every region and pick the smallest pair at every level. The following theorem provides an $\Omega(n \lg n)$ lower bound in all models of computation for which an information-theoretic argument can be applied.

Theorem 5.3. Any region-based algorithm for finding alphabetic trees can be used, with $O(n)$ additional work, to sort sequences possessing a particular structure. Moreover, the number of distinct orderings among sequences with this structure is $2^{\Omega(n \lg n)}$.

Proof. We show the existence of a sufficently large class of input sequences, such that for any sequence in the class, a region-based algorithm determines the structure of the lmcp tree. The proof is completed by showing that, for these sequences, the sorted order can be determined from the lmcp tree in $O(n)$ time.

The input sequences we consider consist of approximately $\sqrt{n}$ regions, each containing about $\sqrt{n}$ nodes and such that the category of a given region is one more than the region on its left. We assume $n=k^{2}+3 k+4$, where $k$ is a positive integer. The first region will contain weights with values in $[1,2)$, the next $[2,4)$, then $[4,8)$, etc. Denote the $j$ th value in the $i$ th region by $y_{i, j}$. The first region will have $4 k+4$ weights; the remaining have $2(k-1), 2(k-2), 2(k-3), \ldots, 2$ weights, respectively. Note that $4 k+4+2(k-1)+2(k-2)+\cdots+2=k^{2}+3 k+4$. Let $x_{1}<x_{2}<\cdots<x_{2^{k+1}}$ be real numbers in $[2,4)$. The values for the $\left\{y_{i, j}\right\}$ will be determined from the $\left\{x_{i}\right\}$. As the proof depends on the crossability of nodes, the values come in pairs so that the leaf nodes initially combine in pairs (this will be proved in Lemma 5.4).

Consider the following recursively generated binary tree built from the $\left\{x_{i}\right\}$. If internal nodes are assigned the sum of the weights of their children, then it has the property that the left child of any node is always less than the right.

Figure 1 shows the tree built for $k=3$. The tree built for $k=2$ is the subtree rooted at the left child of the root. The tree for $k=4$ has this tree as the left child of its root, with the right child of the root consisting of an arm with leaf weights $x_{17}+\cdots+x_{24}, x_{25}+\cdots+x_{28}, x_{29}+x_{30}, x_{31}, x_{32}$ from left to right.

The purpose of this tree is to assign values to the $\left\{y_{i, j}\right\}$. Randomly distribute consecutive pairs $\left(y_{1, j}, y_{1, j+1}\right), j=1,3, \ldots, 4 k+3$, among the $2 k+2$ lowest terminal leaves in this tree. For $j=1, \ldots, 4 k+4$, let $y_{1, j}$ be half the weight of the leaf that


Fig. 1. Tree generated from $\left\{x_{i}\right\}$.
it is associated with. Then assign values to consecutive pairs of the $2(k-1)\left\{y_{2, j}\right\}$ by distributing them among the next lowest terminal leaves and so on. This new tree is called the ordering tree and is shown in Fig. 2. It records how the weights were assigned, and also their sorted order.


Fig. 2. The ordering tree.
The input weight list is as follows, with regions distinguished by height.

$$
y_{3,1}, y_{3,2}
$$

$y_{2,1}, y_{2,2}, y_{2,3}, y_{2,4}$

$$
y_{1,1}, y_{1,2}, \ldots, y_{1,15}, y_{1,16}
$$

With an additional $O(n)$ time, we can determine the smallest two nodes at each level of the lmcp tree from the information computed by any region-based algorithm. To finish the proof, we first need a lemma.

Lemma 5.4. If the children in the lmcp tree are ordered according to weight, then the lmcp tree is isomorphic to the ordering tree.

Proof. We may assume that we begin by combining all the lmcps in the lowest (largest-level) region. From Lemma 5.1 we know that since the weights come in
consecutive pairs of the same weight, these pairs will eventually form lmcps and combine, in agreement with the ordering tree. At this stage, the lowest region in the worklist consists of crossable nodes interspersed with some noncrossable ones, which again come in pairs. It is easily seen from the ordering tree that there is always an even number of crossable nodes smaller than the consecutive pairs of noncrossable nodes in the lowest region. Thus, we know that these crossable nodes will pair off first, and then the consecutive pairs of noncrossable leaf nodes will pair off as is shown in the ordering tree. It is clear from the ordering tree that this process continues and the lmcp tree, with every internal node's children ordered by increasing weight, is isomorphic to the ordering tree. Lemma 5.4 is proven.

Consider the children of the root of the lmcp tree. By assumption, we know their weights and which leaves each child roots. By the lemma, the smallest node roots all the leaves on the left branch of the ordering tree, while the second smallest node will root all the leaves on the right branch. In time proportional to the number of leaves we find, we can traverse the right branch of our tree and find all the leaves and hence weights $\left\{y_{i, j}\right\}$ that are on the right branch of the ordering tree. Since there are only a constant number of leaves per level, we can afford to sort each level, and hence we begin sorting each of the regions in the initial input list. We now use this idea recursively on the subtree rooted at the smallest node of the root. This lets us find all the leaves in the right branch of the left branch from the root in the ordering tree. Again, we may sort the weights present at each level and append them to the beginning of the sorted region lists created previously. This will take time proportional to the number of nodes in this branch. By repeating this process, we will completely determine every input weight's location in the ordering tree, and, from this information, we can produce sorted lists of the weights in each region in the input. All this takes only $O(n)$ time to do.

The input sequences that we consider are subject to the restriction that the first $4 k+4$ weights come before the next $2(k-1)$, which come before the next $2(k-2)$, and so on. The total number of different orderings of these sequences is

$$
\begin{aligned}
& (2 k+2)!(k-1)!(k-2)!\cdots(2)! \\
& >(\lfloor k / 2\rfloor!)^{\lfloor k / 2\rfloor} \\
& >\lfloor k / 4\rfloor^{\lfloor k / 4\rfloor\lfloor k / 2\rfloor} \\
& =\Omega\left(k^{\Theta\left(k^{2}\right)}\right)
\end{aligned}
$$

Since $k=\Theta\left(n^{\frac{1}{2}}\right)$, this number is $\Omega\left(n^{\Theta(n)}\right)=2^{\Omega(n \lg n)}$. Theorem 5.3 is proven.
6. Conclusions. In this paper, we have extended the ideas of Hu and Tucker for constructing optimal alphabetic binary trees. In particular, we have used their basic idea of lmcp-tree construction together with the new idea of region processing to give $O(n)$-time algorithms to solve the cases where the input weights are within a constant factor, or exponentially separated. The constant factor case makes use of a new technique for doing generalized selection in $O(n)$ time. We show that any natural method employing either the idea of lmcp-tree construction or the idea of region processing may force us to sort a substantial amount of the input. The basic question of whether there is a general $o(n \lg n)$-time algorithm for finding optimal alphabetic binary trees for this problem remains open. In fact, this question is open even for the highly restricted case where no wallflowers are encountered in the construction of the $\operatorname{lmcp}$ tree before the point where the worklist contains only crossable nodes.
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# ON FAMILIES OF SETS OF INTEGRAL VECTORS WHOSE REPRESENTATIVES FORM SUM-DISTINCT SETS* 
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#### Abstract

We study the size of a collection $\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{T}\right\}$ whose members $\mathcal{P}_{i}, i=1, \ldots, T$, are disjoint sets of integral vectors such that $\sum_{i=1}^{T} \bar{x}_{i}$ are all distinct and each $n$-tuple $\bar{x}_{i}$ comes from a different set $\mathcal{P}_{i}$. In particular, if $\mathcal{P}_{i}=\left\{\overline{\bar{n}}_{n}, \bar{x}_{i}\right\}$, we have a well-known problem on maximum cardinality of sum-distinct sets of integral vectors. We state bounds on $n^{-1} \sum_{i=1}^{T} \log _{2}\left|\mathcal{P}_{i}\right|$ and give a construction that meets the lower bound.
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1. Introduction. Let $\mathcal{K} \triangleq\{0,1, \ldots, k\}$ for a given positive integer $k$ and denote by $\overline{0}_{n}$ the $n$-tuple of zeros. A collection $\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{T}\right\}$ such that $\mathcal{P}_{i} \subset \mathcal{K}^{n}$ and $\mathcal{P}_{i} \cap \mathcal{P}_{j}=$ $\left\{\overline{0}_{n}\right\}$ for $i \neq j$ will be called a disjoint code in $\left(\mathcal{K}^{n},+\right)$ if the $\prod_{i=1}^{T}\left|\mathcal{P}_{i}\right|$ sums

$$
\begin{equation*}
\bar{x}_{1}+\bar{x}_{2}+\cdots+\bar{x}_{T}, \quad \bar{x}_{i} \in \mathcal{P}_{i}, \tag{1.1}
\end{equation*}
$$

are all distinct and each $n$-tuple $\bar{x}_{i}$ belongs to a different set $\mathcal{P}_{i} .{ }^{1}$ In (1.1), + stands for a component-wise real-number addition. The rate $R_{i}$ of a component $\mathcal{P}_{i}$ is defined by $\left|\mathcal{P}_{i}\right|=2^{n R_{i}}$. The rate sum, denoted by $R_{n}(T)$, is the sum of $T$ component rates. For a $T$ component code we then have $R_{n}(T)=n^{-1} \log _{2}|\mathcal{P}|$, where $\mathcal{P} \triangleq \mathcal{P}_{1} \times \cdots \times \mathcal{P}_{T}$ and $\times$ denotes the Cartesian (direct) product of sets. Rate sum is a measure of the size of a code often used in information and coding theory. Our aim is to establish bounds on $R_{n}(T)$.

The above object was studied in [2] for $n=1$. For $k=1$, a weak upper bound on $R_{n}(T)$ may be found in [4]. Note that $\overline{0}_{n} \in \mathcal{P}_{i}$ is an additive zero and hence any subcollection of $\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{T}\right\}$ is a disjoint code. This is important in multiple-access communications where no-transmission from user $i$ corresponds to $\bar{x}_{i}=\overline{0}_{n}$ in (1.1), thus making a resulting signal from any number of at most $T$ active users unique.

Call a set $\left\{\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{m}\right\}, \bar{x}_{i} \in \mathcal{K}^{n}$, sum distinct in $\left(\mathcal{K}^{n},+\right)$ if all the $2^{m}$ possible sums $\sum_{i} \epsilon_{i} \bar{x}_{i}$, where $\epsilon_{i} \in\{0,1\}$ and $\bar{x}_{i} \in \mathcal{K}^{n}$, are distinct $n$-tuples in $\{0,1, \ldots, m k\}^{n}$. Thus, a $T$ component code generates $\prod_{i}\left(\left|\mathcal{P}_{i}\right|-1\right)$ different sum-distinct sets of cardinality $T$. It is, however, unlikely to have more than one such set if we insist that $T$ is maximum for given $k$ and $n .{ }^{2}$ If $\mathcal{P}_{i}=\left\{\overline{0}_{n}, \bar{x}_{i}\right\}$, the collection $\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{T}\right\}$ is called a disjoint signature code. Its rate-sum is $n^{-1} T$, where $T$ is the number of components or the cardinality of

$$
\begin{equation*}
\left\{\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{T}\right\}, \quad \bar{x}_{i} \in \mathcal{K}^{n} . \tag{1.2}
\end{equation*}
$$

By the definition of a code, the set (1.2) must have the property that all of its $2^{T}$ subset-sums are distinct $n$-tuples in $\{0,1, \ldots, k T\}^{n}$. This relates the signature code

[^63]to the coin-weighing problem, e.g., [1], [6], and [9], as well as to the superimposed code, e.g., [3] and [5].

Upper and lower bounds on $R_{n}(T)$ are established in $\S \S 2$ and 3 , respectively. A construction which meets the lower bound is shown in $\S 4$. Related remarks are given in §5.
2. An upper bound. A matrix with entries from $\mathcal{K}$ will be called a $\mathcal{K}$-matrix. Let $m_{i}=\left|\mathcal{P}_{i}\right|$ and $m=\sum_{i} m_{i}$. It is convenient to arrange the code $\left\{\mathcal{P}_{1}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{T}\right\}$ into an $n$ by $m \mathcal{K}$-matrix $\mathcal{C}$,

$$
\begin{equation*}
\mathcal{C} \triangleq\left(\mathcal{P}_{1}\left|\mathcal{P}_{2}\right| \cdots \mid \mathcal{P}_{T}\right) \tag{2.1}
\end{equation*}
$$

such that $m_{i}$ column-vectors of $\mathcal{P}_{i}$ form the $i$ th $n$-by- $m_{i}$ submatrix (block) of $\mathcal{C}$. Denote by $\omega(\bar{u})$ the number of 1 's in a binary vector $\bar{u}$ and let $\mathcal{U}_{i} \triangleq\left\{\bar{z} \in\{0,1\}^{m_{i}} \mid \omega(\bar{z})=\right.$ $1\}$ and $\mathcal{U} \triangleq \mathcal{U}_{1} \times \cdots \times \mathcal{U}_{T}$ be the sets of binary vectors compatible with the format of $\mathcal{C}$. Then $\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{T}\right\}$ is a code if

$$
\begin{equation*}
\bar{\epsilon}=\mathcal{C} \bar{u}, \quad \bar{u} \in \mathcal{U} \tag{2.2}
\end{equation*}
$$

has at most one solution in $\bar{u} \in \mathcal{U}$ for any integral $n$-tuple $\bar{\epsilon}$. A matrix $\mathcal{C}$ for which $\bar{\epsilon}$ uniquely determines $\bar{u} \in \mathcal{U}$ will be called sum distinct.

If $\bar{\epsilon}=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right)^{T}$, we can write (2.2) as

$$
\begin{equation*}
\epsilon_{i}=\bar{c}_{i} \bar{u}, \quad i=1,2, \ldots, n, \tag{2.3}
\end{equation*}
$$

where $\bar{c}_{i}$ is the $i$ th row $m$-vector of $\mathcal{C}$. The simplest upper bound on $R_{n}(T)$ is obtained by realizing that $|\mathcal{P}|$ distinct points $\mathcal{C} \bar{u}$ should lie inside an $n$-dimensional sphere of radius $k T$ (the radius follows from (2.3) and the format of $\bar{u}$ ). That is, $|\mathcal{P}| \leq V(k T, n)$, where $V(r, n)=(r \sqrt{\pi})^{n} / \Gamma\left(1+\frac{n}{2}\right)$ is the volume of the sphere of radius $r$. Hence,

$$
\begin{equation*}
R_{n}(T) \leq \log _{2} k T \sqrt{\pi}-n^{-1} \log _{2} \Gamma\left(1+\frac{n}{2}\right), \quad \Gamma(z) \triangleq \int_{0}^{\infty} t^{z-1} e^{-t} d t \tag{2.4}
\end{equation*}
$$

By (2.3), there are at most $(1+k T)^{n}$ distinct points $\mathcal{C} \bar{u}$ in $\{0,1, \ldots, k T\}^{n}$. Furthermore, the $2^{T}$ sums (1.1) are all distinct. Hence, $2^{T}<(1+k T)^{n}$ and, due to $T<(1+k)^{n}$, it follows that $T<\left(n^{2}+n\right) \log _{2}(1+k)$. The substitution of this upper bound into $2^{T}<(1+k T)^{n}$ yields

$$
\begin{equation*}
T<n \log _{2} k+n \log _{2}\left[1+\left(n^{2}+n\right) \log _{2}(1+k)\right] . \tag{2.5}
\end{equation*}
$$

Hence, for large $n$, the upper bound on $n^{-1} T$ is approximately $\log _{2} n^{2} k \log _{2}(1+k)$. The above estimate could be further improved by a repeated substitution of the most recent upper bound on $T$ into $2^{T}<(1+k T)^{n}$.

Our final estimate of $R_{n}(T)$ in this section comes from a random coding argument. The intent is to improve the upper bound (2.4).

Theorem 1. $R_{n}(T) \leq c+\log _{2} k \sqrt{T}$, where $c<\log _{2} \sqrt{2 e \pi}$.
Proof. If $\bar{u}_{i}$ is a random vector with uniform distribution on $\mathcal{U}_{i}$, then

$$
E \bar{u}_{i}=\sum_{\bar{a} \in \mathcal{U}_{i}} \bar{a} P\left\{\bar{u}_{i}=\bar{a}\right\}=\frac{1}{m_{i}} \sum_{\bar{a} \in \mathcal{U}_{i}} \bar{a}=\frac{1}{m_{i}} \overline{1}_{m_{i}},
$$

where $\overline{1}_{m_{i}}$ is the column $m_{i}$-vector of 1's. Let $R_{\bar{u}_{i}} \triangleq E\left(\bar{u}_{i}-E \bar{u}_{i}\right)\left(\bar{u}_{i}-E \bar{u}_{i}\right)^{T}$ and let $\bar{p}=\left(p_{1}, \ldots, p_{m_{i}}\right)$ such that $p_{j} \in \mathcal{K}$ for all $j$. Then,

$$
\begin{aligned}
\bar{p} R_{\bar{u}_{i}} \bar{p}^{T} & =\bar{p}\left(E \bar{u}_{i} \bar{u}_{i}^{T}\right) \bar{p}^{T}-\bar{p}\left(E \bar{u}_{i} E \bar{u}_{i}^{T}\right) \bar{p}^{T} \\
& =\frac{1}{m_{i}} \sum_{\bar{a} \in \mathcal{U}_{i}}(\bar{p} \bar{a})^{2}-\frac{1}{m_{i}^{2}}\left(\bar{p} \overline{1}_{m_{i}}\right)^{2} \\
& \leq \frac{m_{i}-1}{m_{i}^{2}} \sum_{j=1}^{m_{i}} p_{j}^{2}
\end{aligned}
$$

and thus $\bar{p} R_{\bar{u}_{i}} \bar{p}^{T} \leq\left(1-m_{i}^{-1}\right) k^{2}$ for any $\bar{p} \in \mathcal{K}^{m_{i}}$. Hence, if $R_{\bar{u}}=\operatorname{dg}\left(R_{\bar{u}_{1}}, R_{\bar{u}_{2}}, \ldots, R_{\bar{u}_{T}}\right)$ and $\bar{c}_{i}$ is a row vector of $\mathcal{C}$, then

$$
\begin{equation*}
\bar{c}_{i} R_{\bar{u}} \bar{c}_{i}^{T} \leq k^{2} T-k^{2} \sum_{i=1}^{T} m_{i}^{-1} . \tag{2.6}
\end{equation*}
$$

Denote by $H(X)$ the entropy of a random variable $X$. The proof uses the estimate,

$$
\begin{equation*}
H(\bar{X}) \leq \frac{n}{2} \log 2 \pi e\left(\sigma_{1}^{2} \sigma_{2}^{2} \cdots \sigma_{n}^{2}\right)^{\frac{1}{n}} \tag{2.7}
\end{equation*}
$$

where $\bar{X}=\left(X_{1}, \ldots, X_{n}\right)$ and $\sigma_{i}^{2}=E\left(X_{i}-E X_{i}\right)^{2}$ for $i=1,2, \ldots, n$. For the proof of (2.7) see, for example, [7].

If $\bar{u}$ in (2.2) is a random variable, so is the subset-sum $\bar{\epsilon}$. Let $\mathcal{R}(\mathcal{C}) \triangleq\{\mathcal{C} \bar{u} \mid \bar{u} \in \mathcal{U}\}$ and set $P\{\bar{\epsilon}=\bar{z}\}=0$ for $\bar{z} \notin \mathcal{R}(\mathcal{C})$. Then, $P\left\{\bar{\epsilon}=\bar{\epsilon}_{o}\right\}=P\left\{\bar{\epsilon}=\mathcal{C} \bar{x}_{o}\right\}=P\left\{\bar{u}=\bar{x}_{o}\right\}$ and $\bar{x}_{o} \in \mathcal{U}$ is unique since $\mathcal{C}$ is sum distinct. Thus, $H(\bar{\epsilon})=H(\bar{u})$ for any distribution of $\bar{u} \in \mathcal{U}$. Set $X_{i}=\bar{c}_{i} \bar{u}$ and by (2.7),

$$
\begin{aligned}
H(\bar{u}) & =H\left(\bar{c}_{1} \bar{u}, \bar{c}_{2} \bar{u}, \ldots, \bar{c}_{n} \bar{u}\right) \\
& \leq \frac{n}{2} \log 2 \pi e+\frac{1}{2} \sum_{i=1}^{n} \log \bar{c}_{i} R_{\bar{u}} \bar{c}_{i}^{T}
\end{aligned}
$$

where $R_{\bar{u}}=E(\bar{u}-E \bar{u})(\bar{u}-E \bar{u})^{T}$. We relate $H(\bar{u})$ to $R_{n}(T)$ by taking the components $\bar{u}_{1}, \bar{u}_{2}, \ldots, \bar{u}_{T}$ of $\bar{u}$ to be independent random variables with uniform distributions on $\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{T}$, respectively. Then $H(\bar{u})=\sum_{i} H\left(\bar{u}_{i}\right)$ and $H\left(\bar{u}_{i}\right)=\log _{2}\left|\mathcal{P}_{i}\right|$. By (2.6) and the above inequality we then have

$$
\begin{equation*}
n^{-1} \log _{2}|\mathcal{P}| \leq \log _{2} \sqrt{2 \pi e}+\frac{1}{2} \log _{2}\left(k^{2} T-k^{2} \sum_{i=1}^{T} m_{i}^{-1}\right) \tag{2.8}
\end{equation*}
$$

and thus the theorem is proved.
In what follows, we will establish $R_{n}(T) \geq \log _{2} k \sqrt{n}$. Since $\sqrt{2 e \pi} \approx 4$, by (2.5) and Theorem 1, we see that $R_{n}(T)$ behaves as $\log _{2} k \sqrt{n}$ for large $n$.
3. A lower bound. A lower bound on $R_{n}(T)$ will be established by constructing a set of residue-class-representing (RCR) vectors from a given nonsingular $\mathcal{K}$-matrix. If $\left\{\bar{x}_{1}, \ldots, \bar{x}_{m}\right\}$ is sum distinct in $\left(\mathcal{K}^{n},+\right)$, any arrangement of its $m$ column $n$-vectors into an $n$-by- $m$ matrix $C$ has the property that $\bar{\epsilon}=C \bar{u}$ uniquely determines $\bar{u} \in$ $\{0,1\}^{m}$ for any $\bar{\epsilon} \in \mathcal{Z}^{n}$. Hence, we will call $C$ a sum-distinct matrix as well.

Let $B=\left(b_{i j}\right)$ be a nonsingular $\mathcal{K}$-matrix of order $n$ and let $\mathcal{U}$ be a unimodular matrix such that $B \mathcal{U}=\mathcal{B}$, where $\mathcal{B}$ is an $n$-by- $n$ lower triangular matrix. We write

$$
\mathcal{B}=\left(\begin{array}{cccc}
\beta_{11} & 0 & \ldots & 0  \tag{3.1}\\
\beta_{21} & \beta_{22} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{n 1} & \beta_{n 2} & \ldots & \beta_{n n}
\end{array}\right)
$$

Since $B$ is nonsingular, $\beta_{i i} \in \mathcal{Z}-\{0\}$ and $\beta_{j i}, j=i, \ldots, n$, are in a complete set of residues modulo $\beta_{i i}$. If $\Lambda_{B}$ and $\Lambda_{\mathcal{B}}$ are the integral lattices generated by columnvectors of $B$ and $\mathcal{B}$, respectively, then $\Lambda_{B}=\Lambda_{\mathcal{B}}$. We will denote the column-vectors of $\mathcal{B}$ by $\bar{\beta}_{1}, \bar{\beta}_{2}, \ldots, \bar{\beta}_{n}$ and the corresponding fundamental parallelotope by $\Pi_{\mathcal{B}}$. The representation $B \mathcal{U}=\mathcal{B}$ (also called Hermite right equivalent form) is always possible, see, for example, [8].

To each diagonal element $\beta_{i i}$ from $\mathcal{B}$ we associate a sum-distinct integer set

$$
\begin{equation*}
\Gamma_{i}=\left\{\gamma_{1}^{(i)}, \gamma_{2}^{(i)}, \ldots, \gamma_{k_{i}-1}^{(i)}, \gamma_{k_{i}}^{(i)}\right\}, \quad \gamma_{k_{i}}^{(i)}=\beta_{i i}, \tag{3.2}
\end{equation*}
$$

such that $\left|\gamma_{j}^{(i)}\right|<\left|\beta_{i i}\right|$ for all $j=1, \ldots, k_{i}-1$ and all elements of $\Gamma_{i}$ have the same sign. To each $\Gamma_{i}$ we then associate $\bar{\theta}_{k_{i}}^{(i)}=\bar{\beta}_{i}$ and the $\left(k_{i}-1\right)$ residual vectors

$$
\begin{equation*}
\bar{\theta}_{j}^{(i)}=\gamma_{j}^{(i)} \bar{e}_{i}+r_{i+1, i}^{(j)} \bar{e}_{i+1}+\cdots+r_{n, i}^{(j)} \bar{e}_{n}, \quad j=1, \ldots, k_{i}-1 \tag{3.3}
\end{equation*}
$$

where $\bar{e}_{i}$ is the $i$ th column vector of $I_{n}$ and $I_{n}$ is the identity matrix of order $n$. In (3.3), $r_{i+\ell, i}^{(j)}$ are integers such that $\left|r_{i+\ell, i}^{(j)}\right| \leq\left|\beta_{i+\ell, i}\right|$ and $r_{i+\ell, i}^{(j)}$ and $\beta_{i+\ell, i}$ have the same sign. This is necessary to keep each $\bar{\theta}_{j}^{(i)}$ inside $\Pi_{\mathcal{B}}$. Then the $\left(\Sigma_{i=1}^{n} k_{i}\right)$-element set

$$
\mathcal{L}=\bigcup_{i=1}^{n}\left\{\bar{\theta}_{j}^{(i)} \mid j=1, \ldots, k_{i}\right\}
$$

is sum distinct. In other words, the $2^{k_{i}}$ possible sums of the $i$ th component

$$
\begin{equation*}
\epsilon_{1} \bar{\theta}_{1}^{(i)}+\epsilon_{2} \bar{\theta}_{2}^{(i)}+\cdots+\epsilon_{k_{i}-1} \bar{\theta}_{k_{i}-1}^{(i)}+\epsilon_{k_{i}} \bar{\beta}_{i}, \quad \epsilon_{i} \in\{0,1\} \tag{3.4}
\end{equation*}
$$

are distinct and each of the sums (3.4) is incongruent $\left(\bmod \Lambda_{\mathcal{B}}\right)$ to any other sum from a different component. Hence, if $r(B)$ denotes the total number of residual vectors induced by a $\mathcal{K}$-matrix $B$ of order $n$, then

$$
\begin{equation*}
r(B) \geq-n+\left|\Gamma_{1}\right|+\left|\Gamma_{2}\right|+\cdots+\left|\Gamma_{n}\right| . \tag{3.5}
\end{equation*}
$$

By the above described construction, the vector-congruence problem in $\Lambda_{B}$ was reduced to a componentwise vector-congruence problem in a geometrically equivalent lattice $\Lambda_{\mathcal{B}}$. Hence, if $B$ is a $\mathcal{K}$-matrix of order $n$ and $|\operatorname{det} B|>1$, we can augment $B$ with $r(B)$ residual vectors so that $\left(B \mid B_{R}\right)$ is a sum-distinct $n$-by- $m \mathcal{K}$-matrix. We will call the $n$-by- $(m-n) \mathcal{K}$-matrix $B_{R}$ a matrix of residual vectors.

For any positive integer $\ell_{i} \leq \log _{2}\left(1+\left|\beta_{i i}\right|\right)$, the set $\left\{2^{0}, 2^{1}, \ldots, 2^{\ell_{i}-1},\left|\beta_{i i}\right|\right\}$ is sum distinct. From (3.5) and $\left|\Gamma_{i}\right| \geq \ell_{i}+1$, we then have $r(B) \geq \sum_{i}\left\lfloor\log _{2}\left|\beta_{i i}\right|\right\rfloor$. A simple condition which implies $r(B) \geq\left\lfloor\log _{2}|\operatorname{det} B|\right\rfloor$ will be given in $\S 5$. Note that $r(B) \not \leq\left\lfloor\log _{2}|\operatorname{det} B|\right\rfloor$. The smallest counterexample is the set $\{3,5,6,7\}$. (Take $n=1, B=(7)$, and $k=7$.) As a side point, an upper bound on $r(B)$ may be obtained
from an upper bound on $\left|\Gamma_{i}\right|$, say, $\left|\Gamma_{i}\right| \leq\left\lceil\log _{2}\left|\beta_{i i}\right|\right\rceil+1+\frac{1}{2} \log _{2}\left(2+\frac{3 \log _{2}\left|\beta_{i i}\right|}{2}\right)$, which, to the author's knowledge, seems to be the best available. ${ }^{3}$

Theorem 2. Let $n=2^{r}-1$, where $r \in \mathcal{Z}^{+}$. Then there exists a sequence $\left(B_{n}\right)$ of $\mathcal{K}$-matrices such that

$$
\begin{equation*}
r\left(B_{n}\right) \geq n[r(k)-1]+\frac{n+1}{2} \log _{2}(n+1) \tag{3.6}
\end{equation*}
$$

Proof. Define the sequence of integral matrices $\left\{B_{n} \mid n=2^{r}-1, r \in \mathcal{Z}^{+}\right\}$ recursively as $B_{1}=(k)$ and

$$
B_{2 n+1}=\left(\begin{array}{lll}
B_{n} & \overline{0}_{n} & B_{n}  \tag{3.7}\\
\overline{0}_{n}^{T} & k & \bar{k}_{n}^{T} \\
B_{n} & \bar{k}_{n} & B_{n}^{c}
\end{array}\right), \quad B_{n}^{c}=\bar{k}_{n} \overline{1}_{n}^{T}-B_{n}
$$

where $\bar{k}_{n}=k \overline{1}_{n}$. Let $\mathcal{U}_{n}$ be a unimodular matrix such that $B_{n} \mathcal{U}_{n}=\mathcal{B}_{n}$, where $\mathcal{B}_{n}$ is a lower triangular integral matrix of order $n$. Furthermore, let $O_{n}$ be the zero matrix of order $n$. It is shown by inspection that matrices $B_{2 n+1}$,

$$
\mathcal{U}_{2 n+1}=\left(\begin{array}{ccc}
\mathcal{U}_{n} & \overline{0}_{n} & -\mathcal{U}_{n} \\
\overline{0}_{n}^{T} & 1 & -\overline{1}_{n}^{T} \mathcal{U}_{n} \\
O_{n} & \overline{0}_{n} & \mathcal{U}_{n}
\end{array}\right), \quad \text { and } \quad \mathcal{B}_{2 n+1}=\left(\begin{array}{clc}
\mathcal{B}_{n} & \overline{0}_{n} & O_{n} \\
\overline{0}_{n}^{T} & k & \overline{0}_{n}^{T} \\
\mathcal{B}_{n} & \bar{k}_{n} & -2 \mathcal{B}_{n}
\end{array}\right)
$$

satisfy $B_{2 n+1} \mathcal{U}_{2 n+1}=\mathcal{B}_{2 n+1}$. Let $h$ be the largest element in a sum-distinct set $\mathcal{X} \subset \mathcal{Z}^{+}$and let $z \in \mathcal{Z}^{+}$be an odd integer smaller than $2 h$. The set $\{z\} \cup\{2 t \mid t \in \mathcal{X}\}$ is sum distinct and has cardinality $|\mathcal{X}|+1$, and its largest element is $2 h$. Hence, $r\left(B_{1}\right)=r(k)$ and

$$
\begin{aligned}
r\left(B_{2 n+1}\right)= & r\left(B_{n}\right)+r(k)+r\left(2 B_{n}\right) \\
& \geq 2 r\left(B_{n}\right)+n+r(k) .
\end{aligned}
$$

The theorem follows from the above inequality by using standard techniques in solving linear recurrence equations.

From the fact that $r(k) \geq\left\lfloor\log _{2} k\right\rfloor$, inequality (3.6), and the definition of the rate sum, it follows that

$$
\begin{equation*}
R_{n}(T) \geq\left\lfloor\log _{2} k\right\rfloor+\frac{1+n^{-1}}{2} \log _{2}(1+n), \quad n=2^{r}-1, r \in \mathcal{Z}^{+} \tag{3.8}
\end{equation*}
$$

Note that the above bound is often conservative, since $r(k)$ may be underestimated. For example, $\left\lfloor\log _{2} 7\right\rfloor=2$ while $r(7)=3$ for the previously mentioned set $\{3,5,6,7\}$. It is thus better to write $r(k)$ instead of $\left\lfloor\log _{2} k\right\rfloor$ in (3.8).
4. Inverse mapping. Suppose we are given an $n$-by- $m$ sum-distinct $\mathcal{K}$-matrix $D$, and let $\bar{\epsilon}$ be a given $n$-tuple obtained by summing up any number of column-vectors from $D$. That is,

$$
\begin{equation*}
\bar{\epsilon}=D \bar{u}, \quad \bar{u} \in\{0,1\}^{m} . \tag{4.1}
\end{equation*}
$$

Call inverse mapping a procedure which recovers the column-vectors of $D$ which are in $\bar{\epsilon}$ (i.e., a procedure which calculates $\bar{u}$ ). Clearly, (4.1) has a solution if (and only if)

[^64]$\bar{\epsilon}$ is one of the $2^{m}$ distinct $n$-tuples from $\mathcal{R}(D)$. In that case, the $j$ th column-vector from $D$ is in $\bar{\epsilon}$ if $u_{j}=1$. Since (4.1) represents $n$ equations in $m>n$ unknowns, the additional $(m-n)$ equations, which are specified by $\bar{\epsilon} \in \mathcal{R}(D)$, the sum-distinctness of $D$, and $\bar{u} \in\{0,1\}^{m}$, must be hidden in relationships involving coordinates of $\bar{\epsilon}^{4}$ Let $B$ be a submatrix of $D$ with $|\operatorname{det} B|>1$ and write $D=\left(B \mid B_{R}\right)$, where $B_{R}$ is the matrix of residual vectors of $B$. If $\bar{u}^{T}=\left(\bar{u}_{B}^{T}, \bar{u}_{R}^{T}\right)$, we can rewrite (4.1) as
\[

$$
\begin{equation*}
\bar{\epsilon}=B \bar{u}_{B}+B_{R} \bar{u}_{R} . \tag{4.2}
\end{equation*}
$$

\]

If $\bar{u}_{R}$ is known, the system of $n$ equations in $n$ unknowns $B \bar{u}_{B}=\bar{\epsilon}-B_{R} \bar{u}_{R}$ can be solved for $\bar{u}_{B} \in\{0,1\}^{n}$ by using standard techniques. This is a general idea in RCR constructions. We now present a construction which is based on Theorem 2.

Let $\ell=\left\lfloor\log _{2} k\right\rfloor$ and define $\bar{a}_{\ell}^{T}=\left(2^{0}, 2^{1}, \ldots, 2^{\ell-1}\right)$ if $\ell>0$ and $\bar{a}_{0}=(0)$. Furthermore, let $D_{n}$ be an $n$-by- $m \mathcal{K}$-matrix and define a $(2 n+1)$-by- $(2 m+\ell+n+1)$ $\mathcal{K}$-matrix $D_{2 n+1}$ in terms of $D_{n}$ and $\bar{a}_{\ell}$ as

$$
D_{2 n+1}=\left(\begin{array}{ccccc}
D_{n} & \overline{0}_{n} & D_{n} & \overline{1}_{n} \bar{a}_{\ell}^{T} & O_{n} \\
\overline{0}_{m}^{T} & k & \bar{k}_{m}^{T} & \bar{a}_{\ell}^{T} & \overline{0}_{n}^{T} \\
D_{n} & \bar{k}_{n} & D_{n}^{c} & O_{n \times \ell} & I_{n}
\end{array}\right), \quad D_{n}^{c}=\overline{1}_{n} \bar{k}_{m}^{T}-D_{n},
$$

where $O_{p \times q}$ is a $p$-by- $q$ zero matrix. Then, the following statements hold true.
(i) If $D_{n}$ is sum distinct, so is $D_{2 n+1}$.
(ii) The sum-distinct set formed by column-vectors of $D_{2 n+1}$ is RCR; residual vectors of $D_{2 n+1}$ are the last $(\ell+n)$ column-vectors.
(iii) Let $m(n)$ denote the number of sum-distinct $n$-vectors in submatrix $D_{n}$. If $D_{n}$ has the same structure as $D_{2 n+1}$ (i.e., if $D_{n}$ is defined recursively), then

$$
\begin{equation*}
m(n)=n \ell+\frac{n+1}{2} \log _{2}(n+1), \quad n=2^{r}-1, \quad r \in \mathcal{Z}^{+} . \tag{4.3}
\end{equation*}
$$

We will prove (i) by showing that $\bar{\epsilon}=D_{2 n+1} \bar{u}, \bar{u} \in\{0,1\}^{2 m+\ell+n+1}$, has a unique solution in $\bar{u}$ if $\bar{\epsilon} \in \mathcal{R}\left(D_{2 n+1}\right)$. To that end, let the binary column-vector $\bar{u}$ be partitioned as $\bar{u}^{T}=\left(\bar{u}_{1}^{T}, t, \bar{u}_{2}^{T}, \bar{z}^{T}, \bar{w}^{T}\right)$, where $t \in\{0,1\}, \bar{z} \in\{0,1\}^{\ell}, \bar{w} \in\{0,1\}^{n}$, and $\bar{u}_{i} \in\{0,1\}^{m}$ for $i=1,2$. Furthermore, let the ( $2 n+1$ )-vector $\bar{\epsilon}$ be partitioned as $\bar{\epsilon}^{T}=\left(\bar{\epsilon}_{1}^{T}, s, \bar{\epsilon}_{2}^{T}\right)$, where $\bar{\epsilon}_{1}$ and $\bar{\epsilon}_{2}$ are column $n$-vectors with nonnegative integral components and $s$ is a nonnegative integer. Then $\bar{\epsilon}=D_{2 n+1} \bar{u}$ can be written as

$$
\begin{gather*}
\bar{\epsilon}_{1}=D_{n} \bar{u}_{1}+D_{n} \bar{u}_{2}+\overline{1}_{n}\left(\bar{a}_{\ell}^{T} \bar{z}\right),  \tag{4.4a}\\
s=k t+\bar{k}_{m}^{T} \bar{u}_{2}+\bar{a}_{\ell}^{T} \bar{z},  \tag{4.4b}\\
\bar{\epsilon}_{2}=D_{n} \bar{u}_{1}+t \bar{k}_{n}+\left(\overline{1}_{n} \bar{k}_{m}^{T}-D_{n}\right) \bar{u}_{2}+\bar{w} . \tag{4.4c}
\end{gather*}
$$

Note that (4.4b) can be written as $\bar{a}_{\ell}^{T} \bar{z}=s-\left(\omega\left(\bar{u}_{2}\right)+t\right) k$ and hence, due to $\bar{a}_{\ell}^{T} \bar{z}<k$ and the definition of $\bar{a}_{\ell}$, the binary vector $\bar{z}$ is uniquely determined by

$$
\begin{equation*}
\bar{a}_{\ell}^{T} \bar{z}=s \bmod k \tag{4.5}
\end{equation*}
$$

[^65]Premultiplying (4.4b) by $\overline{1}_{n}$ and replacing $\left(t \bar{k}_{n}+\overline{1}_{n} \bar{k}_{m}^{T} \bar{u}_{2}\right)$ by $\overline{1}_{n}\left(s-\bar{a}_{\ell}^{T} \bar{z}\right)$ in (4.4c) yields the system

$$
\begin{aligned}
& \bar{\epsilon}_{1}=D \bar{u}_{1}+D \bar{u}_{2}+\overline{1}_{n}\left(\bar{a}_{\ell}^{T} \bar{z}\right) \\
& \bar{\epsilon}_{2}=D \bar{u}_{1}-D \bar{u}_{2}-\overline{1}_{n}\left(\bar{a}_{\ell}^{T} \bar{z}\right)+\bar{w}+s \overline{1}_{n}
\end{aligned}
$$

which has $2 n$ equations in $2 m+n$ unknowns, $\bar{u}_{1}, \bar{u}_{2}$, and $\bar{w}$. By adding the above two equations, we have $2\left(D_{n} \bar{u}_{1}+s \overline{1}_{n}\right)+\bar{w}=\bar{\epsilon}_{1}+\bar{\epsilon}_{2}+s \overline{1}_{n}$ and hence

$$
\begin{equation*}
\bar{w}=\bar{\epsilon}_{1}+\bar{\epsilon}_{2}+s \overline{1}_{n} \quad(\bmod 2) . \tag{4.6}
\end{equation*}
$$

Once $\bar{z}$ and $\bar{w}$ are known (that is, once residual vectors are extracted) we have

$$
\begin{equation*}
D_{n} \bar{u}_{1}=\frac{1}{2}\left(\bar{\epsilon}_{1}+\bar{\epsilon}_{2}-\bar{w}-s \overline{1}_{n}\right) \tag{4.7a}
\end{equation*}
$$

$$
\begin{equation*}
D_{n} \bar{u}_{2}=\frac{1}{2}\left(\bar{\epsilon}_{1}-\bar{\epsilon}_{2}+\bar{w}+s \overline{1}_{n}\right)-(s \bmod k) \overline{1}_{n} \tag{4.7b}
\end{equation*}
$$

which, since $D_{n}$ is sum distinct, determine $\bar{u}_{1}$ and $\bar{u}_{2}$ uniquely. Once $\bar{u}_{2}$ is known, we calculate $t \in\{0,1\}$ from (4.4b) as

$$
\begin{equation*}
t=\left\lfloor\frac{s}{k}\right\rfloor-\omega\left(\bar{u}_{2}\right) \tag{4.8}
\end{equation*}
$$

and thus the $(2 m+\ell+n+1)$ binary vector $\bar{u}$ is determined completely.
The claim in (ii) follows from (4.5), (4.6), and the definition of a residual vector. We leave it to the reader to verify that $I_{n}$ represents the residual vectors obtained from $-2 \mathcal{B}_{n}$. To verify (iii), let $m(2 n+1)$ denote the number of sum-distinct column ( $2 n+1$ )vectors in $D_{2 n+1}$. By the construction of $D_{2 n+1}, m(2 n+1)=2 m(n)+n+\ell+1, m(0)=$ 0 , where $m(n)$ is the number of sum-distinct $n$-vectors in $D_{n}$. The substitutions $n+1=2^{k}$ and $\phi(k)=m\left(2^{k}-1\right)$ yield $\phi(k+1)=2 \phi(k)+2^{k}+\ell$, from which (4.3) follows by using standard techniques in solving linear recurrence equations.

If $D_{n}$ is defined recursively, there has to be a recursive inverse mapping for determining the subset vectors from a given subset-sum. The mapping is defined by (4.5), the algorithm which recovers $\bar{z}$ from the known product $\bar{a}_{\ell}^{T} \bar{z}$, and (4.6)-(4.8). To stop the recursive calls in (4.7a) and (4.7b), we may use $D_{1}=\left(k \mid \bar{a}_{\ell}^{T}\right)$. The inverse mapping requires storing matrix $D_{n}$ only. Let $\tau_{n}$ be its running time for the sum-distinct matrix $D_{n}$. From (4.5)-(4.8), it follows that $\tau_{2 n+1}=2 \tau_{n}+c_{1} n+c_{2} \log _{2} k+c_{3}$, where $c_{1}, c_{2}$ and $c_{3}$ are machine-dependent constants. By using standard techniques, we obtain
$\tau_{n}=\frac{n-1}{2}\left(c_{3}-c_{1}+c_{2} \log _{2} k\right)+\frac{n+1}{2} \tau_{1}+c_{1} \frac{n+1}{2} \log _{2} \frac{n+1}{2}, \quad n+1=2^{r}, \quad r \in \mathcal{Z}^{+}$.
5. Remarks. If $r(B)$ is the number of residual vectors induced by a square $\mathcal{K}$ matrix $B$, then $2^{r(B)} \approx|\operatorname{det} B|$. This is so because $|\operatorname{det} B|$ is the volume of the fundamental parallelotope formed by column-vectors of $B$ and most of the sums (3.4) are inside the parallelotope. If we write $\mathcal{B}$ in (3.1) as

$$
\mathcal{B}=\left(\begin{array}{cc}
L & \overline{0}  \tag{5.1}\\
\bar{\alpha}^{T} & \beta_{n n}
\end{array}\right), \quad \bar{\alpha}^{T}=\left(\beta_{n 1}, \beta_{n 2}, \ldots, \beta_{n, n-1}\right),
$$

then from $r(B) \geq \sum_{i}\left\lfloor\log _{2}\left|\beta_{i i}\right|\right\rfloor$ we see that $r(B) \geq\left\lfloor\log _{2}|\operatorname{det} B|\right\rfloor$ is implied by either $\left|\beta_{i i}\right|=2^{\ell_{i}}$ for all $i$ or $L=I_{n-1}$ in (5.1). The first condition was used in the sequence ( $B_{n} \mid n=3,7, \ldots$ ) given by (3.7); here we give a simple sufficient condition for $L=I_{n-1}$.

Remark 1. Let $p$ be a permutation of column-vectors of a nonsingular $\mathcal{K}$-matrix $B$ of order $n$ such that

$$
p B=\left(\begin{array}{cc}
A & \bar{b}  \tag{5.2}\\
\bar{c}^{T} & t
\end{array}\right)
$$

and $\operatorname{gcd}(|\operatorname{det} A|,|\operatorname{det} B|)=1$. Then $r(B) \geq\left\lfloor\log _{2}|\operatorname{det} B|\right\rfloor$.
Proof. Let $\mathcal{B}$ in (5.1) be the lower triangular form of $p B$. Furthermore, let $d_{n} \triangleq \operatorname{gcd}(|\operatorname{det} A|,|\operatorname{det} B|)$ and $\bar{z}=\left(z_{1}, \ldots, z_{n-1}\right)^{T}, z_{i} \in \mathcal{Z}$ for $i=1, \ldots, n$, such that $\bar{\alpha}^{T} L^{-1} A+\beta_{n n} \bar{z}^{T}=\bar{c}^{T}$ and $\bar{\alpha}^{T} L^{-1} \bar{b}+\beta_{n n} z_{n}=t$. Then $\mathcal{B} \mathcal{U}^{-1}=p B$ becomes

$$
\left(\begin{array}{cc}
L & \overline{0} \\
\bar{\alpha}^{T} & \beta_{n n}
\end{array}\right)\left(\begin{array}{cc}
L^{-1} A & L^{-1} \bar{b} \\
\bar{z}^{T} & z_{n}
\end{array}\right)=\left(\begin{array}{cc}
A & \bar{b} \\
\bar{c}^{T} & t
\end{array}\right) .
$$

Since $\mathcal{U}^{-1}$ has integral entries, $\left|\operatorname{det} L^{-1} A\right| \in \mathcal{Z}^{+}$or $|\operatorname{det} A|=s\left|\beta_{n n}\right|^{-1}|\operatorname{det} p B|$, where $s \in \mathcal{Z}^{+}$. Due to $|\operatorname{det} p B|=|\operatorname{det} B|$ and $|\operatorname{det} B|=\prod_{i=1}^{n}\left|\beta_{i i}\right|$, we have $d_{n}=$ $c \prod_{i=1}^{n-1}\left|\beta_{i i}\right|$, where $c \in \mathcal{Z}^{+}$, and thus the claim follows.

It is not difficult to show that if $d_{n}=1$, then $\operatorname{det} A$ and components of (adj $\left.A\right) \bar{b}$ are mutually prime. Furthermore, if $\left|\beta_{n n}\right|$ is to be maximum, due to $\beta_{n n} z_{n}=t-\bar{\alpha}^{T} \bar{b}$, we have $z_{n}= \pm 1$. Thus, if $d_{n}=1$ and $\left|\beta_{n n}\right|$ is maximum, then

$$
\left(\begin{array}{cc}
I_{n-1} & \overline{0} \\
\bar{\alpha}^{T} & \beta_{n n}
\end{array}\right)\left(\begin{array}{cc}
A & \bar{b} \\
\bar{z}^{T} & 1
\end{array}\right)=\left(\begin{array}{cc}
A & \bar{b} \\
\bar{c}^{T} & t
\end{array}\right),
$$

which can be used in the construction of matrix $B$.
In $\S 3,\{3,5,6,7\}$ was a counterexample to $r(B) \leq\left\lfloor\log _{2} \mid \operatorname{det} B \backslash\right\rfloor$, and in $\S 4$, we used the same set to claim $r(k)>\left\lfloor\log _{2} k\right\rfloor$. Let $n=3$ and $k=7$ and consider the 3-by-13 matrix

$$
D_{3}=\left(\begin{array}{lllllllllllll}
3 & 5 & 6 & 7 & 0 & 3 & 5 & 6 & 7 & 3 & 5 & 6 & 0  \tag{5.3}\\
0 & 0 & 0 & 0 & 7 & 7 & 7 & 7 & 7 & 3 & 5 & 6 & 0 \\
3 & 5 & 6 & 7 & 7 & 4 & 2 & 1 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

Let $\bar{u}=\left(u_{1}, \ldots, u_{13}\right)^{T}$ and $\bar{\epsilon}=\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right)^{T}$. From

$$
\begin{aligned}
(1,-1,1) D_{3} \bar{u} & =\epsilon_{1}-\epsilon_{2}+\epsilon_{3} \\
& =2\left(3 u_{1}+5 u_{2}+6 u_{3}+7 u_{4}\right)+u_{13}
\end{aligned}
$$

we see that $u_{13}$ is uniquely determined as

$$
\begin{equation*}
u_{13}=\epsilon_{1}-\epsilon_{2}+\epsilon_{3} \quad(\bmod 2) \tag{5.4}
\end{equation*}
$$

Since $\{3,5,6,7\}$ is sum distinct, the same identity determines ( $u_{1}, u_{2}, u_{3}, u_{4}$ ) uniquely as

$$
\begin{equation*}
3 u_{1}+5 u_{2}+6 u_{3}+7 u_{4}=\frac{1}{2}\left(\epsilon_{1}-\epsilon_{2}+\epsilon_{3}-u_{13}\right) \tag{5.5}
\end{equation*}
$$

Furthermore, premultiplying $D_{3} \bar{u}=\bar{\epsilon}$ by $(0,1,0)$ yields

$$
\begin{equation*}
3 u_{10}+5 u_{11}+6 u_{12}=\epsilon_{2} \bmod 7 \tag{5.6}
\end{equation*}
$$

Even though $\{3,5,6\}$ is sum distinct, the inverse mapping does not seem to be unique, since $\left(\epsilon_{2} \bmod 7\right)$ is zero when either $\left(u_{10}, u_{11}, u_{12}\right)^{T}=\overline{0}_{3}$ or $\overline{1}_{3}$. Suppose that the subset-sum is $(14,14,0)^{T}$ and that $\left(u_{10}, u_{11}, u_{12}\right)^{T}=\overline{0}_{3}$ is assumed in (5.6). Then from $(1,0,0) D_{3} \bar{u}=\epsilon_{1}$, we have

$$
3 u_{6}+5 u_{7}+6 u_{8}+7 u_{9}=\frac{1}{2}\left(\epsilon_{1}+\epsilon_{2}-\epsilon_{3}+u_{13}\right)-3 u_{10}-5 u_{11}-6 u_{12} .
$$

Hence, $\left(u_{6}, u_{7}, u_{8}, u_{9}\right)=(1,1,1,0)$ and the error goes undetected. If we are convinced that $D_{3}$ is sum distinct (say by displaying its $2^{13}$ subset-sums), the inverse mapping may be made unique by requiring that if ( $\left.\epsilon_{2} \bmod 7\right)$ is zero, both solutions $\left(\overline{1}_{3}\right.$ and $\overline{0}_{3}$ ) of (5.6) are run, yielding $\bar{u}^{(1)}$ and $\bar{u}^{(0)}$, respectively. After comparing $D_{3} \bar{u}^{(0)}$ and $D_{3} \bar{u}^{(1)}$ against the subset-sum $\bar{\epsilon}$, the correct one is taken.

Our final comment concerns a direction not pursued here. If $B \mathcal{U}=\mathcal{B}$ and $\mathcal{D}=$ $\left(\mathcal{B} \mid \mathcal{B}_{R}\right)$, then there exists an $m$-by- $m$ unimodular matrix $\mathcal{U}_{m}$ such that $D \mathcal{U}_{m}=\mathcal{D}$ and $D=\left(B \mid B_{R}\right)$ is a sum-distinct $\mathcal{K}$-matrix. Hence,

$$
\bar{\epsilon}=D \bar{u}=\mathcal{D} U_{m}^{-1} \bar{u}=\mathcal{D} \bar{t}
$$

where $\bar{t}$ is an $m$-vector from $\mathcal{Z}^{n}$. If $\mathcal{D} \bar{t}=\bar{\epsilon}$ has a unique solution in $\bar{t}$, it is possible to recover $\bar{u}$ as $\mathcal{U}_{m} \bar{t}$ uniquely. Such inverse mapping would clearly require a choice of $\mathcal{B}_{R}$ which guarantees this unique solution.
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# AN APPROXIMATION ALGORITHM FOR PREEMPTIVE SCHEDULING ON PARALLEL-TASK SYSTEMS* 
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#### Abstract

This paper addresses the problem of preemptive scheduling on parallel-task systems. A parallel-task system consists of several independent tasks, each of which can be executed on one or more processors. Du and Leung introduced the problem of minimizing the schedule length in parallel-task systems and showed that it is strongly NP-hard for both nonpreemptive and preemptive scheduling of independent tasks. This paper presents a polynomial-time approximation algorithm for preemptive scheduling of a parallel-task system with $n$ processors and $w$ tasks. We derive a tight worst-case performance bound of $r$ for the approximation algorithm, where $r$ is the maximum factor by which we can increase the number of processors on which a task can be executed. For example, $r=2$ in the model defined by Du and Leung for parallel-task systems in which a task can be executed on any integral number of processors.
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1. Introduction. Parallel-task systems allow a task to be executed on one or more processors, with execution times varying with the number of processors used to execute the task. A number of parallel architectures [6], which fit the model of parallel-task systems, have been designed in recent years. The problem of finding a minimum-length preemptive schedule for a set of independent parallel tasks was shown by Du and Leung [3] to be strongly NP-hard for an arbitrary number of processors. For a fixed number of processors, the preemptive-scheduling problem is shown to be NP-hard but solvable in pseudopolynomial time. In our model, we assume that the efficiency of any task (efficiency is defined as the speedup divided by the number of processors) is nonincreasing with an increasing number of processors; i.e., the processor-time product is a nondecreasing function of the number of processors allocated for a task. We also assume that tasks can be preempted, but the number of processors that execute the task at any point in time remains constant.

This paper presents a polynomial-time approximation algorithm for preemptive scheduling of a set of independent tasks on parallel-task systems for an arbitrary number of processors. We derive a tight worst-case performance bound of $r$ for the approximation algorithm, where $r$ is the maximum factor by which we can increase the number of processors on which a task can be executed. The parameter $r$ depends on the properties of the parallel-task system. For example, in the model discussed in [3], it follows that $r=2$ (this occurs when the number of processors for a task is increased from 1 to 2 ), and thus the algorithm generates a schedule with schedule length at most twice that of the optimal schedule. Furthermore, for hypercube-based systems [6], where tasks are executed on subcubes of size $2^{i}$, we again have $r=2$.

A number of studies have, under different problem models, dealt with the problem of scheduling tasks on systems with multiple processors. Garey and Johnson [4],

[^66][5] study the multiprocessor scheduling problem with resource constraint (where the resource could be processors) and show that this problem is NP-hard even for the special case in which there is only one resource, with unit execution time for each task. Multiprocessor-scheduling problems in which each task requires a specific number of processors have received significant attention in the literature [1], [2]. It is shown in [1] that nonpreemptive scheduling on these systems is NP-hard for arbitrary $n$, where $n$ is the number of processors. However, for each fixed $n$, an optimal preemptive schedule can be found in polynomial time. Scheduling on multiprocessor-task systems that models communication delays between tasks with precedence constraints has also been addressed [9]. The reader is referred to [3] for a detailed exposition on different scheduling models and their relation to the parallel-task system model. The paralleltask system model adds a new dimension to past scheduling models in the sense that the schedule must also determine the number of processors to be used for each task. For parallel-task systems, [7] presents an approximation algorithm for nonpreemptive scheduling of independent tasks on parallel-task systems, when the number of tasks is at most equal to the number of processors. Apart from Du and Leung [3], the problem of preemptive scheduling on parallel-task systems has not been addressed in the literature.

The next section defines our notation and formulates the preemptive scheduling problem. The approximation algorithm is presented in $\S 3$, and its performance is analyzed in $\S 4$.
2. Notation and problem model. For a typical schedule, each task is assigned a collection of a number of processors, to which we refer as the processor collection, and its size is the number of processors in the collection. Let $w$ denote the number of tasks and $n$ the number of processors. For any integer $a$, let $[a]$ denote the set $\{1, \ldots, a\}$.

For each task $i \in[w]$, the characteristics of task $i$ are abstracted into a tuple ( $q_{i}, p_{i}, t_{i}$ ) where

- $q_{i}$, for $q_{i} \in Z^{+}$, denotes the number of choices of different processor collections (number of processors) on which the task $i$ can be executed,
- $p_{i}$ is a function $p_{i}:\left[q_{i}\right] \rightarrow[n]$, which defines the number of processors for each choice $a_{j} \in\left[q_{i}\right]$, and
- the function $t_{i}:\left[q_{i}\right] \rightarrow Z^{+}$defines the execution time of task $i$ for each choice of processor collection.
Task $j$ can be executed on any processor collection consisting of $p_{j}\left(a_{j}\right)$ processors, with processing time (execution time) $t_{j}\left(a_{j}\right)$ for $a_{j} \in\left\{1, \ldots, q_{j}\right\}$. We assume that the processing time of a task decreases with an increasing number of processors and that the processor-time product is a nondecreasing function of the number of processors allocated to the task. These properties are defined as follows.
(i) $p_{i}(1)=1, p_{i}(k)<p_{i}(k+1)$, and $t_{i}(k)>t_{i}(k+1)$ for all $i \in[w]$ and $1 \leq k \leq$ $q_{i}-1$. This condition can be satisfied for all parallel-task systems by simply removing all processor-collection choices that violate this property.
(ii) $p_{i}(k) t_{i}(k) \leq p_{i}(k+1) t_{i}(k+1)$ for all $i \in[w]$ and $1 \leq k \leq q_{i}-1$. When the number of processors is increased by a factor of $\ell$, its execution time is decreased by a factor at most $\ell$.

Our problem is to find a preemptive schedule with minimum completion time for all tasks. A preemptive schedule must determine the number of processors $p_{i}\left(a_{i}\right)$ for each task $i$, and schedule them on the processors in the system; we assume that a task can be preempted but the number of processors assigned to it remains constant.

This preemptive-scheduling problem is shown to be strongly NP-hard in [3].
The parameter $r$ denotes the maximum factor by which we can increase the number of processors used to execute a task, and $r$ is defined as

$$
r=\max _{i \in\left\{l \mid l \in[w], q_{l}>1\right\}}\left\{\max _{j \in\left[q_{i}-1\right]}\left\{\frac{p_{i}(j+1)}{p_{i}(j)}\right\}\right\}
$$

When $q_{i}=1$, i.e., a task can be executed only on one processor, we define $r$ to be 1 , and thus $r$ is always well defined. For the model in [3], it follows that $r=2$ (this occurs when the number of processors for a task is increased from 1 to 2 , i.e., $\left.p_{i}(2) / p_{i}(1)=2\right)$.

For any preemptive schedule, a task is called a dominating task if its execution time in the schedule is equal to the completion time of the schedule. A task that is assigned to one processor is called a uniprocessor task.

Given a set $U_{1}$ of uniprocessor tasks (i.e., tasks running on a single processor) and $n$ processors, an optimal preemptive schedule can be generated using McNaughton's wraparound algorithm $[8]$. It is shown in [8] that the optimal preemptive schedule time is given by $\max \left\{T_{\text {avg }}, T_{\max }\right\}$ where $T_{\text {avg }}=(1 / n) \sum_{i \in U_{1}} t_{i}(1)$ is the average execution time of the tasks and $T_{\max }=\max _{i \in U_{1}} t_{i}(1)$ is the maximum among all task execution times. The above result implies that for any time $T$, where $T \geq \max \left\{T_{\max }, T_{\text {avg }}\right\}$, the minimum number of processors $m$ required to preemptively schedule tasks in $U_{1}$ (using McNaughton's algorithm) is given by $m=\left\lceil\sum_{i \in U_{1}} t_{i}(1) / T\right\rceil$. This property is exploited by our approximation algorithm.
3. An approximation algorithm. The approximation algorithm is based on a local improvement strategy. It starts with an initial schedule, assigning one processor to each task, and iteratively searches for improvements by assigning more processors to the dominating task. The initial preemptive schedule is constructed by using McNaughton's wraparound rule. The algorithm then attempts to allocate more processors to the dominating task (the task with the largest processing time). It terminates if there are not enough unused (idle) processors or if the number of processors that can be assigned to the task is equal to the maximum number allowed, i.e., if $a_{i}=q_{i}$, for dominating task $i \in[w]$. Tasks that are assigned more than one processor are nonpreemptively scheduled on processors that are dedicated solely to them and are executed concurrently from start to completion; we call this a parallel schedule. A detailed description of the algorithm follows.

1. Let $T_{\max }=\max _{i \in[w]}\left\{t_{i}\left(a_{i}\right)\right\}=t_{j}\left(a_{j}\right)$ be the maximum among all task execution times (with task $j$ having this time), and let $T_{\text {avg }}=\sum_{i \in U_{1}} t_{i}\left(a_{i}\right) / \min$ (remain, $\left.\left|U_{1}\right|\right)$ denote the average time of uniprocessor tasks using all remaining processors (processors not used by the parallel schedule). Initially, remain $=n$ and $U_{1}$ consists of all tasks. The current schedule time $T_{s}$ is set to $T_{s}=\max \left\{T_{\max }, T_{\text {avg }}\right\}$. If $T_{\text {avg }}>T_{\text {max }}$ then the algorithm terminates, sets $m=$ remain, and goes to step 4, else there is a dominating task, namely task $j$.
2. If dominating task $j$ is in $U_{1}$ then remove it from $U_{1}$ and remove one processor from remain, i.e., $U_{1}=U_{1}-\{j\}$ and remain $=$ remain -1 . Determine the minimum number of processors, $m$, needed to preemptively schedule $U_{1}$ (using the wraparound rule) within time $T_{s}$ where $m=\left\lceil\sum_{i \in U_{1}} t_{i}\left(a_{i}\right) / T_{s}\right\rceil$.
3. Increase the number of processors assigned to the dominating task from $p_{j}\left(a_{j}\right)$ to $p_{j}\left(a_{j}+1\right)$ if there are enough unused, i.e., idle, processors available where idle $=$ remain $-m$. Update the number of remaining processors not used in the parallel schedule to remain $=$ remain $-\left(p_{j}\left(a_{j}+1\right)-p_{j}\left(a_{j}\right)\right)$ and goto Step 1 (continue


Fig. 1. A schedule generated by the approximation algorithm.
iterating). Terminate the algorithm if we cannot increase the number of processors assigned to task $j$, i.e., if either $i d l e<p_{j}\left(a_{j}+1\right)-p_{j}\left(a_{j}\right)$ or if $a_{j}=q_{j}$, and goto Step 4.
4. For each task $j$, where $j \notin U_{1}$, schedule $j$ on $p_{j}\left(a_{j}\right)$ processors from time 0 to $t_{j}\left(a_{j}\right)$. Using McNaughton's algorithm, preemptively schedule tasks in $U_{1}$ on $m$ processors.

Figure 1 shows an example of a typical schedule derived by the algorithm; the figure also illustrates the various parameters (remain, idle, $m$ ). Note that the uniprocessor tasks are preemptively scheduled using McNaughton's wraparound rule.

In the approximation algorithm, the number of iterations is clearly no more than $n$. Furthermore, once the number of processors used for a task is increased, it is never decreased. Thus, the number of iterations is no more than the total number of processor-collection choices for all tasks-given by $\sum_{i \in[w]} q_{i}$. Therefore the number of iterations is at most $\min \left\{n, \sum_{i \in[w]} q_{i}\right\}$. At each iteration, the maximum among the execution times $t_{i}\left(a_{i}\right)$, for all $i \in[w]$, can be found in $O(\log w)$ time if these are stored in a priority queue. Finally, the preemptive scheduling of the tasks in $U_{1}$ takes time $O(w)$. Therefore, the approximation algorithm has complexity $O\left(\min \left\{n, \sum_{i \in[w]} q_{i}\right\} \log w\right)$. Further, since at most $n$ tasks are preemptively scheduled, the number of preemptions are bound by $n-1$. From the construction of the algorithm, only uniprocessor tasks are preempted. Since preempting a task running on $k>1$ processors is more expensive than preempting a task running on a single processor, the algorithm achieves the desirable side effect of keeping the preemption overhead small.
4. Performance analysis of the approximation algorithm. We now show that our scheduling algorithm derives a schedule whose completion time is within $r$ of the completion time of an optimal schedule. The proof utilizes the property that the processor-time product is nondecreasing for all tasks. It is shown that an optimal schedule must use at least as many processors for each task as the number assigned by our algorithm, and for a dominating task it must assign more processors. However, increasing the number of processors to the next allowable processor-collection size can only decrease the time by a factor of at most $r$. Also, increasing the number of processors for a task cannot decrease the processor-time product (area) in the schedule.

## Notation.

- $S_{a}, T_{a}$ is the schedule produced by the approximation algorithm and its completion time.
- $S_{o}, T_{o}$ is some optimal schedule and its completion time.
- $S_{f}, T_{f}$ is some feasible schedule and its completion time.
- $a_{i}$ is the processor-collection choice for task $i$ in $S_{a}$.
- $o_{i}$ is the processor-collection choice for task $i$ in $S_{o}$.
- $f_{i}$ is the processor-collection choice for task $i$ in $S_{f}$.

Recall that $m$ denotes the number of processors on which tasks in the set $U_{1}$ (assigned to run on a single processor) are preemptively scheduled.

Given any feasible schedule $S_{f}$, Lemma 4.1, whose proof follows from definitions, gives a lower bound on the completion time $T_{f}$ in terms of the number of processors $p_{i}\left(a_{i}\right)$ assigned to each task $i$ and the corresponding execution times of the tasks in $S_{f}$. Lemma 4.2 proves that at least $m-1$ processors are fully utilized in the preemptive schedule. This follows directly from the properties of the wraparound rule in McNaughton's preemptive scheduling algorithm [8]. Finally, from Property (i), we have Proposition 4.3, which states that if a dominating task in $S_{a}$ has been allocated the maximum possible number of processors (i.e., $p_{i}\left(q_{i}\right)$ ), then $S_{a}$ is optimal.

Lemma 4.1. For all feasible schedules $S_{f}, T_{f} \geq \sum_{i=1}^{w} p_{i}\left(f_{i}\right) t_{i}\left(f_{i}\right) / n$.
Lemma 4.2. For a schedule $S_{a}$ derived by the algorithm, $\sum_{i \in U_{1}} t_{i}(1)>(m-1) T_{a}$. In addition, if the algorithm terminates because $T_{\text {avg }} \geq T_{\max }$, then $\sum_{i \in U_{1}} t_{i}(1)=m T_{a}$.

Proposition 4.3. Assume that in the schedule $S_{a}$, there exists some $k \in[w]$ such that task $k$ is a dominating task and $a_{k}=q_{k}$. Then $S_{a}$ is optimal.

We now prove that the approximation algorithm produces a sequence of feasible schedules with nonincreasing completion times $T_{s}$ (schedule times).

Lemma 4.4. The sequence of completion times $T_{s}$ of schedules produced by the approximation algorithm is nonincreasing.

Proof. The completion time $T_{s}$ at any iteration is given by $T_{s}=\max \left\{T_{\mathrm{avg}}, T_{\max }\right\}$. To show that the sequence $T_{s}$ is nonincreasing, we need only show that $T_{\max }$ and $T_{\text {avg }}$ at any iteration are not larger than the value of $T_{s}$ at the previous iteration. Consider $T_{\text {avg }}$ at any iteration. The number of processors available to preemptively schedule tasks in $U_{1}$, i.e., the value of remain at the start of this iteration (in step 1) is no smaller than the value of $m$ (computed at step 2 ) at the end of the previous iteration, where $m=\left\lceil\sum_{i \in U_{1}} t_{i}(1) / T_{s}\right\rceil$ and the set $U_{1}$ is the same as that used to compute $m$ in step 2 of the previous iteration. Thus, $T_{\text {avg }}$ is no greater than the value of $T_{s}$ at the previous iteration. $T_{\max }$ is the maximum among all task times and the number of processors assigned to a task never decreases between iterations. Thus, it follows from Property (i) that $T_{\max }$ is nonincreasing. Since $T_{\text {avg }}$ and $T_{\max }$ are nonincreasing, $T_{s}$ is nonincreasing.

For all tasks $i \in[w]$, for any schedule $S_{a}$ produced by our algorithm we define the variable $a_{i}^{\prime}$ to be $a_{i}^{\prime}=a_{i}+1$ if task $i$ is a dominating task in $S_{a}$ and $a_{i}^{\prime}=a_{i}$ otherwise.

The variable $a_{i}^{\prime}$ indicates the smallest choice of processor collection, i.e., $p_{i}\left(a_{i}^{\prime}\right)$ is the minimum number of processors that must be assigned to each task $i$ to further decrease the schedule time from $T_{a}$. From Proposition 4.3, if $S_{a}$ is not optimal, then for all dominating tasks $k$ in $S_{a}$, we have $a_{k}<q_{k}$, and thus $a_{k}^{\prime}$ is a valid choice for task $k$. The next lemma states that for any feasible schedule with a lower completion time than our algorithm, the number of processors assigned to each task in $S_{f}$ must be at least as large as the number assigned by our approximation algorithm. Further, all dominating tasks (in $S_{a}$ ) must be assigned more processors. In other words, for any such feasible schedule $S_{f}$ with $T_{f}<T_{a}$, for each task $i \in[w]$, we have $f_{i} \geq a_{i}^{\prime}$ (and therefore $p_{i}\left(f_{i}\right) \geq p_{i}\left(a_{i}^{\prime}\right)$ ).

Lemma 4.5. Assume that there exists some feasible schedule $S_{f}$ such that $T_{f}<$ $T_{a}$. Then for all $i \in[w], a_{i}^{\prime} \leq f_{i}$.

Proof. The completion time of a schedule is no smaller than the execution time of any of its tasks. Thus, in the schedule $S_{f}$, for all $i \in[w], t_{i}\left(f_{i}\right) \leq T_{f}$; further, since $T_{f}<T_{a}$ from the assumption of the lemma, we have the relation $t_{i}\left(f_{i}\right) \leq T_{f}<T_{a}$. We next analyze the number of processors allocated to the tasks in the schedule $S_{a}$. Let $i$ be an arbitrary task in $[w]$. There are two cases.

Case 1. Task $i$ is a dominating task in $S_{a}$ with $T_{a}=t_{i}\left(a_{i}\right)$. Thus, we have the relation $t_{i}\left(f_{i}\right) \leq T_{f}<T_{a}=t_{i}\left(a_{i}\right)$, implying that $f_{i} \geq a_{i}+1$ from Property (i). From the definition of $a_{i}^{\prime}, a_{i}^{\prime}=a_{i}+1$ and therefore $a_{i}^{\prime} \leq f_{i}$.

Case 2. Task $i$ is not a dominating task in $S_{a}$. If $a_{i}=1$, since $p_{i}(1)$ is the smallest processor-collection size for task $i$, we have $f_{i} \geq a_{i}$. If $a_{i}>1$, the approximation algorithm has increased the number of processors for task $i$ in some iteration from $p_{i}\left(a_{i}-1\right)$ to $p_{i}\left(a_{i}\right)$, implying that task $i$ was a dominating task in the schedule produced by the approximation algorithm at that iteration with completion time $t_{i}\left(a_{i}-1\right)$. From Lemma 4.4, we have $T_{a} \leq t_{i}\left(a_{i}-1\right)$, and this results in the relation $t_{i}\left(f_{i}\right) \leq T_{f}<T_{a} \leq t_{i}\left(a_{i}-1\right)$. Therefore, from Property (i), we have $f_{i}>a_{i}-1$ and $f_{i} \geq a_{i}$.

From Cases 1 and 2, it follows that for all $i \in[w], f_{i} \geq a_{i}^{\prime}$.
For the case in which $S_{a}$ is not optimal, Theorem 4.6 derives a lower bound on the completion time of an optimal schedule in terms of $p_{i}\left(a_{i}^{\prime}\right)$ and $t_{i}\left(a_{i}^{\prime}\right)$ for all $i \in[w]$.

Theorem 4.6. Assume that $S_{a}$ is not optimal. Then $T_{o} \geq \sum_{i=1}^{w} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right) / n$.
Proof. Since an optimal schedule is also a feasible schedule, from Lemma 4.5, we have for all $i \in[w], o_{i} \geq a_{i}^{\prime}$. Thus from Property (ii), we have for all $i \in[w]$, $p_{i}\left(o_{i}\right) t_{i}\left(o_{i}\right) \geq p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right) ;$ and therefore, $\sum_{i=1}^{w} p_{i}\left(o_{i}\right) t_{i}\left(o_{i}\right) \geq \sum_{i=1}^{w} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)$. Since $T_{o} \geq \sum_{i=1}^{w} p_{i}\left(o_{i}\right) t_{i}\left(o_{i}\right) / n$ from Lemma 4.1, the theorem follows.

For the case in which $S_{a}$ is not optimal and there is a dominating task in $T_{a}$, Lemma 4.7 derives an upper bound on the ratio of $T_{a}$ to $T_{o}$. The proof follows from Theorem 4.6.

Lemma 4.7. Let $k \in[w]$ such that task $k$ is a dominating task in $T_{a}$. Assume that $S_{a}$ is not optimal. Then $T_{a} / T_{o} \leq n t_{k}\left(a_{k}\right) / \sum_{i=1}^{w} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)$.

In the next theorem, we derive an upper bound of $r$ on the ratio $T_{a} / T_{o}$, by exploiting the fact that the processor-time product for each task in the optimal schedule is no less than the processor-time product for each task in the schedule derived by our algorithm.

Theorem 4.8. The approximation algorithm derives a schedule $S_{a}$ with $T_{a} / T_{o} \leq$ $r$.

Proof. If $S_{a}$ is optimal, the theorem trivially follows, since $r \geq 1$. Assume therefore that $S_{a}$ is not optimal. In the final schedule derived by the approximation algorithm, we have two possible cases: (1) the schedule $S_{a}$ has a dominating task and thus $T_{a}=T_{\max } \geq T_{\text {avg }}$; or (2) the schedule $S_{a}$ has no dominating task and thus $T_{a}=T_{\text {avg }}>T_{\max }$. Based on the schedule $S_{a}$ generated by the algorithm (when it terminates), we can partition the set of all tasks into three sets $U_{1}, B_{1}$, and $B_{2}$.

- $U_{1}$ consists of all nondominating tasks assigned to a single processor (as defined before); $U_{1}=\left\{i \mid a_{i}=1, t_{i}\left(a_{i}\right)<T_{a}\right\}$;
- $B_{1}$ contains all nondominating tasks that are assigned more than one processor: $B_{1}=\left\{i \mid i \in[w], t_{i}\left(a_{i}\right)<T_{a}\right.$, and $\left.a_{i}>1\right\} ;$
- $B_{2}=\left\{i \mid i \in[w], t_{i}\left(a_{i}\right)=T_{a}\right\}$, which contains all the dominating tasks in $S_{a}$.

Let $m$ denote the total number of processors allocated to tasks in $U_{1}$ and $b$ denote the total number of processors allocated to tasks in $B_{1}$.

Thus, we have

$$
\begin{equation*}
\sum_{i=1}^{w} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)=\sum_{i \in U_{1}} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)+\sum_{i \in B_{1}} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)+\sum_{i \in B_{2}} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right) \tag{1}
\end{equation*}
$$

First consider the term $\sum_{i \in B_{1}} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)$, which denotes the processor-time product of nondominating tasks running on more than one processor. From the definition of $a_{i}^{\prime}$, for all $i \in B_{1}$ we have $a_{i}^{\prime}=a_{i}$. From Property (ii), for all $i \in B_{1}$ we have $p_{i}\left(a_{i}\right) t_{i}\left(a_{i}\right) \geq p_{i}\left(a_{i}-1\right) t_{i}\left(a_{i}-1\right)$; and, from Lemma 4.4 and as shown in the proof of Case 2 of Lemma 4.5, we have $t_{i}\left(a_{i}-1\right) \geq T_{a}$. Further, since $p_{i}\left(a_{i}-1\right) / p_{i}\left(a_{i}\right) \geq 1 / r$ from the definition of $r$, we have $t_{i}\left(a_{i}\right) \geq p_{i}\left(a_{i}-1\right) t_{i}\left(a_{i}-1\right) / p_{i}\left(a_{i}\right) \geq t_{i}\left(a_{i}-1\right) / r \geq$ $T_{a} / r$ from Property (ii). Therefore,

$$
\begin{equation*}
\sum_{i \in B_{1}} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)=\sum_{i \in B_{1}} p_{i}\left(a_{i}\right) t_{i}\left(a_{i}\right) \geq \frac{T_{a}}{r} \sum_{i \in B_{1}} p_{i}\left(a_{i}\right)=\frac{T_{a}}{r} b . \tag{2}
\end{equation*}
$$

We now derive bounds on $\sum_{i \in[w]} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)$ for each of the two terminating conditions below.

Case 1. $T_{a}=T_{\max } \geq T_{\text {avg }}$, and for some dominating task $k \in B_{2}$ we have $T_{a}=t_{k}\left(a_{k}\right)$. From the definition of $a_{i}^{\prime}$, for all $i \in U_{1}$ we have $a_{i}^{\prime}=a_{i}=1$, and from Lemma 4.2, we have $\sum_{i \in U_{1}} p_{i}\left(a_{i}\right) t_{i}\left(a_{i}\right)>(m-1) t_{k}\left(a_{k}\right)$. Therefore, since $r \geq 1$, we have

$$
\begin{equation*}
\sum_{i \in U_{1}} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)=\sum_{i \in U_{1}} p_{i}\left(a_{i}\right) t_{i}\left(a_{i}\right)>(m-1) T_{a} \geq(m-1) T_{a} / r \tag{3}
\end{equation*}
$$

For all $i \in B_{2}$, we have $a_{i}^{\prime}=a_{i}+1$ and $t_{i}\left(a_{i}\right)=t_{k}\left(a_{k}\right)=T_{a}$. From Property (ii), we have $t_{i}\left(a_{i}^{\prime}\right) p_{i}\left(a_{i}^{\prime}\right) \geq t_{i}\left(a_{i}\right) p_{i}\left(a_{i}\right)$ and therefore $t_{i}\left(a_{i}^{\prime}\right) \geq t_{k}\left(a_{k}\right) / r=T_{a} / r$. Consequently, we have

$$
\sum_{i \in B_{2}} t_{i}\left(a_{i}^{\prime}\right) p_{i}\left(a_{i}^{\prime}\right) \geq \frac{T_{a}}{r} \sum_{i \in B_{2}} p_{i}\left(a_{i}^{\prime}\right)
$$

Furthermore, we must have $\sum_{i \in B_{2}} p_{i}\left(a_{i}^{\prime}\right)>(n-m-b) \geq(n-m-b+1)$; otherwise, there would have been enough processors for the algorithm to increase the number of processors assigned to each dominating task to its next allowable size (which is $p_{i}\left(a_{i}^{\prime}\right)$, for all $i \in B_{2}$ ).

Therefore, we now have

$$
\begin{equation*}
\sum_{i \in B_{2}} t_{i}\left(a_{i}^{\prime}\right) p_{i}\left(a_{i}^{\prime}\right) \geq \frac{t_{k}\left(a_{k}\right)}{r}(n-m-b+1) . \tag{4}
\end{equation*}
$$

From equations (1)-(4), we have

$$
\sum_{i=1}^{w} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right) \geq n \frac{T_{a}}{r} \text { for } r \geq 1
$$

from which we have $\left(n T_{a}\right) /\left(\sum_{i=1}^{w} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)\right) \leq r$, and from Lemma 4.7, we have $T_{a} / T_{o} \leq r$.

Case 2. $T_{a}=T_{\text {avg }}>T_{\max }$ and there is no dominating task in the schedule. For this case, the sets $U_{1}$ and $B_{1}$ comprise the set of all tasks since $B_{2}$ is empty (and $U_{1}$ is not empty). In this schedule, there are no idle processors (since all processors in remain are used to schedule tasks in $U_{1}$ ) and so we have $m+b=n$.

For all $i \in U_{1}$, we have $a_{i}^{\prime}=a_{i}=1$, and since the algorithm terminates because $T_{\text {avg }} \geq T_{\max }$, from Lemma 4.2 we have $\sum_{i \in U_{1}} p_{i}\left(a_{i}\right) t_{i}\left(a_{i}\right)=m T_{a}$. Therefore,

$$
\begin{equation*}
\sum_{i \in U_{1}} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right)=\sum_{i \in U_{1}} t_{i}(1)=m T_{a}=(n-b) T_{a} \geq(n-b) T_{a} / r . \tag{5}
\end{equation*}
$$

From equations (1), (2), and (5), we have

$$
\sum_{i=1}^{w} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right) \geq \frac{n T_{a}}{r}
$$

From Theorem 4.6 we have $T_{o} \geq \sum_{i=1}^{w} p_{i}\left(a_{i}^{\prime}\right) t_{i}\left(a_{i}^{\prime}\right) / n$. Substituting into the above equation, it follows that $T_{a} / T_{o} \leq r$.

To show that the upper bound is asymptotically tight, we construct a problem instance in which $w=2$, and $r$ an integer such that $n / r$ is an integer. Both tasks have perfect speedup and can be assigned at most $n$ processors. In addition, for task 2, there are two successive processor-collection choices of sizes $n / r$ and $n$. Task 1 has very small execution times compared to task 2. Thus, $p_{1}(1)=1, t_{1}(1)=\epsilon(\epsilon \ll 1), p_{1}\left(q_{1}\right)=n$, and $t_{1}\left(q_{1}\right)=\epsilon / n$. For task $2, q_{2} \geq 4 ; p_{2}(1)=1, t_{2}(1)=1, p_{2}(l)=n / r, t_{2}(l)=r / n$, $p_{2}\left(q_{2}\right)=n$, and $t_{2}\left(q_{2}\right)=1 / n$. The algorithm generates a parallel schedule where task 1 is allocated one processor, and task 2 is allocated a collection of $n / r$ processors, and the completion time $T_{a}$ is $r / n$. An optimal schedule is a schedule in which both tasks are allocated $n$ processors and executed in sequence with a completion time of $T_{o}=(\epsilon+1) / n$, which is less than $r / n$. Thus, $T_{a} / T_{o}=(r / n) /((\epsilon+1) / n)$ which for $n \rightarrow \infty, \epsilon \ll 1$ gives $T_{a} / T_{o} \rightarrow r$.
5. Conclusion. This paper presented an $r$-approximation algorithm for preemptively scheduling a set of $w$ independent tasks on a parallel-task system consisting of $n$ processors, where $r$ is the maximum factor by which we can increase the number of processors used to execute a task. Future efforts must focus on approximation algorithms for the problems of preemptive and nonpreemptive scheduling of a set of tasks with precedence constraints, which have been shown to be strongly NP-hard [3].
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# ALTSHULER'S SPHERE $M_{963}^{9}$ REVISITED* 
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#### Abstract

We show that a minimal nonpolytopal matroid polytope, the unique oriented matroid $\mathcal{M}$, characterized by requiring its Las Vergnas face lattice to be isomorphic to Altshuler's 3 -sphere $M_{963}^{9}$, has no polar $\mathcal{M}^{\Delta}$, i.e., there is no oriented matroid $\mathcal{M}^{\Delta}$ such that its Las Vergnas lattice $\mathcal{F}_{\text {lv }}\left(\mathcal{M}^{\Delta}\right)$ equals the opposite (antiisomorphic or order-dual) lattice $\mathcal{F}_{\text {lv }}(\mathcal{M})^{o p}$. This provides the minimal rank in which polarity for oriented matroids, i.e., $\mathcal{F}_{\text {lv }}\left(\mathcal{M}^{\Delta}\right)=\mathcal{F}_{\text {lv }}(\mathcal{M})^{o p}$, fails to hold, thus answering a problem posed by Billera.
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1. Introduction. During the last twenty years, it has been proved that the theory of convex polytopes has benefited very much from the concepts developed within the theory of oriented matroids. We often study convex polytopes within this more general framework. Many theorems and concepts that are fundamental in the theory of convex polytopes have been carried over, and they have been shown to hold in the more general case of matroid polytopes, i.e., oriented matroids with only extreme points. Moreover, very often they simplify the insight in the combinatorial structure. See [4] and [5].

On the other hand, the concept of polarity for convex polytopes does not carry over to matroid polytopes in its full generality. The convex hull of the vertices of a polytope and the intersection of the supporting half-spaces of a polytope have different generalizations in oriented matroid theory. Billera and Munson have proved the following theorem, see [3] and [4, Cor. 9.3.10].

Theorem 1.1 (Billera and Munson, 1984). There exist rank-12 matroid polytopes with 16 vertices that do not have polars.

Within their proof, Billera and Munson used the Lawrence construction, which turns out to be inapplicable in cases of lower rank. Billera has asked whether a corresponding result can be obtained in cases of lower rank. We find this also as an open problem in [4, Exercise 9.12*]:

Problem 1.2. What is the smallest rank of a matroid polytope without a polar?
In this article, we are going to solve this problem. The decisive example will be a matroid polytope $\mathcal{M}$ that has as its Las Vergnas lattice $\mathcal{F}_{\mathrm{lv}}(\mathcal{M})$ Altshuler's sphere $M_{963}^{9}$, see [1]. We have defined this example in the next section, and we have listed several facts which are relevant in oriented matroid theory. Finally, in §3, we formulate our main result as Theorem 3.1. A nonpolytopal matroid polytope is an oriented matroid $\mathcal{M}$ with only extreme points such that there is no realizable polytope with face lattice isomorphic to the Las Vergnas face lattice $\mathcal{F}_{\mathrm{lv}}(\mathcal{M})$ of $\mathcal{M}$.

## 2. The smallest uniform nonpolytopal matroid polytope $\mathcal{M}$.

2.1. Description of the matroid polytope $\mathcal{M}$. We start by listing the facets of the 3 -sphere denoted in Altshuler's list by $M_{963}^{9}$, compare [1].

[^67]| 1235 | 2137 | 1256 | 1268 | 2179 | 1289 | 3156 | 3168 | 1378 | 7189 | 3245 | 2347 | 2456 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2467 | 6279 | 2689 | 4359 | 3478 | 3489 | 5369 | 6389 | 4567 | 4579 | 4789 | 5679 |  |

The sphere has 9 vertices $\{1,2, \ldots, 9\}$ and 25 simplicial facets. It has the symmetry group $\Sigma_{\mathcal{M}}$ defined by $(1,5)(4,8)(2,6)(7,9)(3)$. We relabel the vertices in the above order to obtain the symmetry in the form $(1,2)(3,4)(5,6)(7,8)(9)$. We denote the (oriented) facets of the sphere, ordered according to the symmetry, by letters $a, b, \ldots, y$ as follows:

|  | +1256 |  |  | J | -1478 | $k=$ | +2378 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b$ | -1259 | $c=$ | +1269 | $l=$ | +1479 | $m=$ | +2389 | $s=$ $u=$ | -3479 +3567 | $t=$ | +3489 -4568 |
| $d=$ | -1579 | $e=$ | -2689 | $n=$ | +1458 | $o=$ | +2367 |  | +3567 +3579 |  | -4568 +4689 |
| $f=$ | -1456 | $g=$ | +2356 | $p=$ | +1578 | $q=$ | -2678 |  | +5678. |  |  |
| $h=$ | -1469 | $i=$ | -2359 | $r=$ | +3478 |  |  |  |  |  |  |

Now we assume that there exists an oriented matroid $\mathcal{M}$ of rank 5 , our matroid polytope $\mathcal{M}$, such that its Las Vergnas lattice $\mathcal{F}_{\mathrm{lv}}(\mathcal{M})$ coincides with the above Altshuler sphere. We are going to determine signs of bases of $\mathcal{M}$ derived from the face-lattice structure. The sphere turned out to be a rigid one when the corresponding chirotope was determined in the investigation of the first author in 1978. The argument of Sturmfels for proving the rigidity of this matroid polytope in [4, p. 405] is false. The result of Shemer, carried over to the oriented matroid setting by Sturmfels, cannot be applied because the sphere is not neighborly (it has two missing edges : 1,3 and 2,4).

We list all (consistently oriented) partial hyperline sequences defined by subfacets in Table 1, below; compare for this notation [5]. See also the later geometric explanation.

Table 1

| subfacet | hyperline sequence |  | subfacet | hyperline sequence |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a \cap b$ | $(+1,2,5$ | $\{6\}, \ldots,\{9\})$ | $a \cap c$ | $(-1,2,6 \mid\{5\}, \ldots,\{9\})$ |  |
| $b \cap c$ | $(+1,2,9$ | $\{5\}, \ldots,\{6\})$ |  |  |  |
| $f \cap n$ | $(-1,4,5$ | $\{6\}, \ldots,\{8\})$ | $g \cap o$ | $(-2,3,6$ | $\{5\}, \ldots,\{7\})$ |
| $f \cap h$ | $(+1,4,6$ | $\{5\}, \ldots,\{9\})$ | $g \cap i$ | $(+2,3,5$ | $\{6\}, \ldots,\{9\})$ |
| $j \cap l$ | $(-1,4,7$ | $\{8\}, \ldots,\{9\})$ | $k \cap m$ | $(-2,3,8$ | $\{7\}, \ldots,\{9\})$ |
| $n \cap j$ | $(-1,4,8$ | $\{5\}, \ldots,\{7\})$ | $o \cap k$ | $(-2,3,7$ | $\{6\}, \ldots,\{8\})$ |
| $h \cap l$ | $(+1,4,9$ | $\{6\}, \ldots,\{7\})$ | $i \cap m$ | $(+2,3,9$ | $\{5\}, \ldots,\{8\})$ |
| $a \cap f$ | $(+1,5,6$ | $\{2\}, \ldots,\{4\})$ | $a \cap g$ | $(-2,5,6$ | $\{1\}, \ldots,\{3\})$ |
| $p \cap d$ | $(+1,5,7$ | $\{8\}, \ldots,\{9\})$ | $q \cap e$ | $(+2,6,8$ | $\{7\}, \ldots,\{9\})$ |
| $n \cap p$ | $(+1,5,8$ | $\{4\}, \ldots,\{7\})$ | $o \cap q$ | $(+2,6,7$ | $\{3\}, \ldots,\{8\})$ |
| $b \cap d$ | $(-1,5,9$ | $\{2\}, \ldots,\{7\})$ | $c \cap e$ | $(-2,6,9$ | $\{1\}, \ldots,\{8\})$ |
| $c \cap h$ | $(+1,6,9$ | $\{2\}, \ldots,\{4\})$ | $b \cap i$ | $(+2,5,9$ | $\{1\}, \ldots,\{3\})$ |
| $j \cap p$ | $(-1,7,8$ | $\{4\}, \ldots,\{5\})$ | $k \cap q$ | $(+2,7,8$ | $\{3\}, \ldots,\{6\})$ |
| $l \cap d$ | $(+1,7,9$ | $\{4\}, \ldots,\{5\})$ | $m \cap e$ | $(+2,8,9$ | $\{3\}, \ldots,\{6\})$ |
| $r \cap s$ | $(+3,4,7$ | $\{8\}, \ldots,\{9\})$ | $r \cap t$ | $(-3,4,8$ | $\{7\}, \ldots,\{9\})$ |
| $s \cap t$ | $(+3,4,9$ | $\{7\}, \ldots,\{8\})$ |  |  |  |
| $g \cap u$ | $(-3,5,6$ | $\{2\}, \ldots,\{7\})$ | $f \cap v$ | $(+4,5,6$ | $\{1\}, \ldots,\{8\})$ |
| $u \cap w$ | $(-3,5,7$ | $\{6\}, \ldots,\{9\})$ | $v \cap x$ | $(-4,6,8$ | $\{5\}, \ldots,\{9\})$ |
| $i \cap w$ | $(+3,5,9$ | $\{2\}, \ldots,\{7\})$ | $h \cap x$ | $(+4,6,9$ | $\{1\}, \ldots,\{8\})$ |
| $o \cap u$ | $(-3,6,7$ | $\{2\}, \ldots,\{5\})$ | $n \cap v$ | $(-4,5,8$ | $\{1\}, \ldots,\{6\})$ |
| $k \cap r$ | $(-3,7,8$ | $\{2\}, \ldots,\{4\})$ | $j \cap r$ | $(+4,7,8$ | $\{1\}, \ldots,\{3\})$ |
| $s \cap w$ | $(-3,7,9$ | $\{4\}, \ldots,\{5\})$ | $t \cap x$ | $(-4,8,9$ | $\{3\}, \ldots,\{6\})$ |
| $m \cap t$ | $(-3,8,9$ | $\{2\}, \ldots,\{4\})$ | $l \cap s$ | $(-4,7,9$ | $\{1\}, \ldots,\{3\})$ |
| $u \cap y$ | $(-5,6,7$ | $\{3\}, \ldots,\{8\})$ | $v \cap y$ | $(+5,6,8$ | $\{4\}, \ldots,\{7\})$ |
| $p \cap y$ | $(-5,7,8$ | $\{1\}, \ldots,\{6\})$ | $q \cap y$ | $(+6,7,8$ | $\{2\}, \ldots,\{5\})$ |
| $d \cap w$ | $(+5,7,9$ | $\{1\}, \ldots,\{3\})$ | $e \cap x$ | $(+6,8,9$ | $\{2\}, \ldots,\{4\})$ |

The following signs of bases of the chirotope are determined directly from the above hyperlines (we have used the alternating rules for brackets).
$\left.\begin{array}{lll|lll|llll}12356 & + & 12456 & + & 13478 & + & 23478 & + & 14689 & + \\ 23579 & + \\ 12359 & - & 12469 & + & 13479 & - & 23489 & + & 14789 & - \\ 23789 & + \\ 12367 & + & 12458 & - & 13489 & + & 23479 & - & 15678 & + \\ 25678 & + \\ 12369 & + & 12459 & - & 13567 & + & 24568 & - & 15679 & - \\ 25689 & + \\ 12378 & +12478 & + & 13578 & - & 24678 & + & 15789 & + & 26789 \\ \hline\end{array}\right)-$

For the remaining signs we look at rank-2 contractions of this potential partial chirotope of $\mathcal{M}$, and we try to determine other signs of oriented bases by using the chirotope axioms. The following sequence of chirotope axioms determines all remaining signs of bases of the chirotope $\mathcal{M}$ (and its symmetric images).

| $\{578 \mid 2634\}$ | $\Rightarrow[24578]:=+$, | $([13678]:=-)$ | $\{234 \mid 1789\} \Rightarrow[12349]:=+$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\{258 \mid 4736\} \Rightarrow[23458]:=+$, | $([13467]:=-)$ | $\{137 \mid 2469\} \Rightarrow[12379]:=+$, | $([12489]:=-)$ |  |
| $\{358 \mid 2469\} \Rightarrow[35689]:=+$, | $([45679]:=-)$ | $\{379 \mid 1248\} \Rightarrow[13789]:=+$, | $([24789]:=-)$ |  |
| $\{589 \mid 3627\} \Rightarrow[25789]:=-$, | $([16789]:=+)$ | $\{789 \mid 1325\} \Rightarrow[12789]:=+$ |  |  |
| $\{789 \mid 2536\} \Rightarrow[36789]:=-$, | $([45789]:=+)$ | $\{128 \mid 7946\} \Rightarrow[12468]:=-$, | $([12357]:=+)$ |  |
| $\{689 \mid 3712\} \Rightarrow[13689]:=-$, | $([24579]:=-)$ | $\{148 \mid 2635\} \Rightarrow[13468]:=-$, | $([23457]:=+)$ |  |
| $\{369 \mid 1827\} \Rightarrow[13679]:=-$, | $([24589]:=-)$ | $\{134 \mid 6857\} \Rightarrow[13457]:=-$, | $([23468]:=+)$ |  |
| $\{679 \mid 1324\} \Rightarrow[24679]:=-$, | $([13589]:=-)$ | $\{457 \mid 1326\} \Rightarrow[12457]:=-$, | $([12368]:=+)$ |  |
| $\{679 \mid 2415\} \Rightarrow[25679]:=+$, | $([15689]:=-)$ | $\{245 \mid 1736\} \Rightarrow[12345]:=-$, | $([12346]:=-)$ |  |
| $\{567 \mid 2934\} \Rightarrow[24567]:=-$, | $([13568]:=+)$ | $\{345 \mid 1289\} \Rightarrow[13459]:=+$, | $([23469]:=-)$ |  |
| $\{467 \mid 2513\} \Rightarrow[12467]:=-$, | $([12358]:=+)$ | $\{459 \mid 1367\} \Rightarrow[34569]:=+$ |  |  |
| $\{247 \mid 1638\} \Rightarrow[12347]:=-$, | $([12348]:=-)$ | $\{469 \mid 3512\} \Rightarrow[24569]:=+$, | $([13569]:=-)$ |  |

We still have to show that the chirotope axioms are fulfilled for the set of signed bases. Starting with these signs, we determine and complete all hyperline sequences of $\mathcal{M}$. In order to explain once more the idea of these hyperline sequences, which become abstract in the oriented matroid case, we assume the realizable case, and we assume all 9 points to lie in general position. Any 3 ordered points affinely span an oriented 2 -flat. We consider the sequence of oriented hyperplanes containing this oriented 2 -flat with outer normal vector rotating in the corresponding (oriented) orthogonal complement of the oriented 2 -flat. This induces a cyclic order of the remaining 6 points. As an oriented hyperline sequence, we write down the oriented 2-flat together with the induced cyclic order of the remaining points. The induced cyclic order of the points must be compatible with the facet structure. It has turned out in our case that there is only one chirotope compatible with the boundary structure, i.e., the sphere is rigid.

We now present the chirotope as a complete list of all (consistent) oriented hyperline sequences of $\mathcal{M}$.

| ( $1,2,3$ \| | 4 | -5 | 9 | -6 | -7 | -8) | ( $1,2,4$ \| |  | 7 | 8 | 5 | -9 | 6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ( 1,2,5 \| | 3 | 9 | -6 | -4 | -8 | -7) | ( 1,2,6 | 3 | 5 | -9 | -4 | -8 | -7) |
| ( 1,2,7 \| | 3 | -8 | -4 | 5 | -9 | 6) | ( $1,2,8$ ) | 3 | 7 | -4 | 5 | -9 | 6) |
| ( 1,2,9 | 3 | 7 | 8 | 4 | 6 | -5) |  |  |  |  |  |  |  |
| ( 1,3,4 \| | 2 | -7 | 9 | -8 | -5 | -6) | ( 2,3,4 | 1 | 5 | 6 | 7 | -9 | 8) |
| ( $1,3,5$ \| | 2 | 6 | 4 | 8 | -9 | 7) | ( 2,4,6 | 1 | 5 | 3 | 7 | -9 | 8) |
| ( 1,3,6 | 2 | 9 | -5 | 4 | 8 | 7) | ( 2,4,5 | 1 | 9 | -6 | 3 | 7 | 8) |
| ( 1,3,7 | 2 | 8 | 4 | -5 | 9 | -6) | ( 2,4,8 | 1 | 7 | 3 | -6 | 9 | -5) |
| ( 1,3,8 \| | 2 | -7 | 9 | 4 | -5 | -6) | ( 2,4,7 | 1 | -8 | 9 | 3 | -6 | -5) |
| ( 1,3,9 \| | 2 | -7 | 5 | -4 | -8 | -6) | ( $2,4,9$ ) | 1 | -8 | 6 | -3 | -7 | -5) |
| ( 1,4,5 \| | 2 | 6 | -8 | -7 | -3 | -9) | ( 2,3,6 | 1 | 5 | -7 | -8 | -4 | -9) |
| ( 1,4,6 \| | 2 | 9 | -5 | -8 | -7 | -3) | ( 2,3,5 | 1 | 9 | -6 | -7 | -8 | -4) |
| ( 1,4,7 \| | 2 | 6 | 5 | 8 | -9 | -3) | ( 2,3,8 | 1 | 5 | 6 | 7 | -9 | -4) |
| ( 1,4,8) | 2 | 6 | 5 | -7 | -3 | -9) | ( 2,3,7 | 1 | 5 | 6 | -8 | -4 | -9) |
| ( 1,4,9 \| | 2 | 5 | 8 | 3 | 7 | -6) | ( 2,3,9 | 1 | 6 | 7 | 4 | 8 | -5) |
| ( 1,5,6 \| | 2 | 9 | 3 | 7 | 8 | 4) | ( 2,5,6 | 1 | -3 | -7 | -8 | -4 | -9) |
| ( 1,5,7) | 2 | 3 | 9 | -8 | -4 | -6) | ( 2,6,8 | 1 | 4 | 9 | -7 | -3 | -5) |
| ( 1,5,8) | 2 | 9 | 3 | 7 | -4 | -6) | ( 2,6,7 | 1 | 9 | 4 | 8 | -3 | -5) |
| ( 1,5,9 \| | 2 | -7 | -3 | -8 | -4 | -6) | ( 2,6,9 | 1 | -8 | -4 | -7 | -3 | -5) |
| ( 1,6,7) | 2 | 3 | -8 | -4 | 5 | -9) | ( $2,5,8$ | 1 | 4 | -7 | -3 | 6 | -9) |
| ( 1,6,8) | 2 | 3 | 7 | -4 | 5 | -9) | ( $2,5,7$ | 1 | 4 | 8 | -3 | 6 | -9) |
| ( 1,6,9) | 2 | 5 | 3 | 7 | 8 | 4) | ( $2,5,9$ | 1 | 6 | 4 | 8 | 7 | 3) |
| ( 1,7,8 ) | 2 | 3 | 9 | 4 | -5 | -6) | ( $2,7,8$ | 1 | 5 | 6 | -3 | -9 | -4) |
| ( $1,7,9$ ) | 2 | 3 | 5 | -4 | -8 | -6) | ( $2,8,9$ | 1 |  | 6 | -3 | -7 | -5) |
| ( $1,8,9$ ) | 2 | 5 | -4 | 3 | 7 | -6) | ( 2,7,9 | 1 |  | -3 | 4 | 8 | -5) |
| ( 3,4,5 ) | 1 | -6 | -2 | 7 | -9 | 8) | ( 3,4,6 | 1 | 5 | -2 | 7 | -9 | 8) |
| ( 3,4,7) | 1 | 9 | -8 | -2 | -6 | -5) | ( $3,4,8$ | \| 1 | 7 | -9 | -2 | -6 | -5) |
| ( 3,4,9) | 1 | 5 | 6 | 2 | 8 | -7) |  |  |  |  |  |  |  |
| ( 3,5,6) | 1 | 9 | 2 | -7 | -8 | -4) | ( 4,5,6 |  | 9 | 2 | 3 | 7 | 8) |
| ( 3,5,7) | 1 | 4 | 8 | 2 | 6 | -9) | ( 4,6,8 | 1 | 5 | -9 | -2 | -3 | -7) |
| ( 3,5,8) | 1 | 4 | 9 | -7 | 2 | 6) | ( 4,6,7 | 1 | 5 | -2 | -3 | -9 | 8) |
| ( $3,5,9$ ) | 1 | 7 | -2 | -6 | -8 | -4) | ( $4,6,9$ | 1 | 5 | 7 | 3 | 2 | 8) |
| ( 3,6,7) | 1 | 9 | 4 | 8 | 2 | -5) | ( 4,5,8 |  | -6 | -2 | -9 | -3 | -7) |
| ( 3,6,8) | 1 | 4 | 9 | -7 | 2 | -5) | ( 4,5,7 | 1 | -6 | -2 | -3 | -9 | 8) |
| ( 3,6,9) | 1 | 5 | -8 | -4 | -7 | 2) | ( 4,5,9 | 1 | -2 | -6 | 7 | , | 8) |
| ( 3,7,8) | 1 | 5 | 6 | 2 | -4 | -9) | ( 4,7,8 | 1 | 5 | 6 | 2 | 9 | 3) |
| ( 3,7,9) | 1 | 6 | 2 | 8 | 4 | -5) | ( 4,8,9 | 1 |  | 3 | -6 | -2 | -5) |
| ( $3,8,9$ ) | 1 | 5 | 6 | 2 | -4 | -7) | ( 4,7,9 | 1 | -3 | -8 | -2 | -6 | -5) |
| ( $5,6,7$ ) | 1 | 9 | 2 | - | -8 | -4) | ( 5,6,8 | \| 1 | 9 | 2 | 3 | 7 | -4) |
| ( 5,6,9) | 1 | -3 | -7 | -8 | -4 | 2) |  |  |  |  |  |  |  |
| ( $5,7,8$ ) | 1 | -6 | -2 | -3 | -9 | -4) | ( $6,7,8$ |  | 5 | -2 | -3 | -9 | -4) |
| ( $5,7,9$ ) | 1 | 4 | 8 | 6 | 2 | 3) | ( 6,8,9 | 1 | 4 | -2 | -3 | -7 | -5) |
| ( $5,8,9$ ) | 1 | 4 | -3 | -7 | 6 | 2) | ( 6,7,9 | 1 | -2 | -3 | 4 | 8 | -5) |
| ( 7,8,9 \| | 1 | 5 | 6 | 2 | -4 | 3) |  |  |  |  |  |  |  |

By checking that the sign of each basis (= bracket) derived from different hyperline sequences is always the same, we have verified the chirotope axioms for $\mathcal{M}$. We do this for one example ([12569]) out of all $\binom{9}{5}=126$ brackets. $\operatorname{sign}[1,2,5,9,-6]=$ $\operatorname{sign}[1,2,6,5,-9]=\operatorname{sign}[1,2,9,6,-5]=\cdots=\operatorname{sign}[5,9,6,1,2]$.

The fact that the boldface pairs are always adjacent with respect to its cyclic order tells us that we have considered a mutation. For other aspects in oriented matroid


Fig. 1. Schlegel diagrams of the facets of the decisive tope in the Folkman-Lawrence representation of $\mathcal{M}$.
theory, we list all 8 mutations of $\mathcal{M}$ : [12569]; [13579]; [14568]; [14578]; [23567]; [23678]; [24689]; and [34789]. The fact that we have only 8 mutations allows us to replace the short proof for nonrealizability, using the general method of providing a biquadratic final polynomial (as given in [1]), with the more complicated proof of [8] as mentioned in [7].
2.2. Properties of $\mathcal{M}$. Our sphere $M_{963}^{9}$ is rigid. This was shown in the last section. The matroid polytope $\mathcal{M}$ is symmetric because all signs of the bases are determined by the sphere, and the sphere itself is symmetric. The fact that $\mathcal{M}$ is not polytopal was shown in [1].

This oriented matroid $\mathcal{M}$ has a topological representation (its Folkman-Lawrence representation), and we consider therein the maximal tope (topological 4-ball bounded by 9 topological 2 -spheres forming the facets of this tope) with the face lattice opposite to the face lattice of Altshuler's sphere.

Figure 1 depicts the 9 Schlegel diagrams of these facets of this tope in the Folkman-Lawrence representation of $\mathcal{M}$, which also defines once more Altshuler's sphere $M_{963}^{9}$ by order duality. These Schlegel diagrams will be used later in Theorem 3.1.

Starting with this example of a matroid polytope, one can construct an infinite family of nonpolytopal matroid polytopes by applying duality and successive lexicographic extensions; see Proposition 9.5.5 in [4].

The matroid polytope $\mathcal{M}$ is a minimal nonpolytopal one with respect to the rank. It is also minimal with respect to the number of vertices among all uniform matroid polytopes. This result was checked in 1981 by the first author (unpublished) but it has been documented in [2], a source which was not cited in [4].

The oriented matroid of rank 4 with 8 elements derived from our matroid polytope $\mathcal{M}$ by contracting point 9 , or $A B(9) / 3$ when using the original Altshuler labeling, has interesting properties. It defines the only reorientation class of oriented matroids with 7 mutations among all reorientation classes of oriented matroids of rank 4 with 8 points [6]. For a symmetric Folkman-Lawrence representation of this example, see also the Bielefeld model as described in [5]. See also [4] for additional applications.

We deal with an additional decisive property in the next section.
3. The matroid polytope $\boldsymbol{\mathcal { M }}$ has no polar. We are going to show that the minimal nonpolytopal matroid polytope from the last section, the unique oriented matroid $\mathcal{M}$ characterized by requiring its Las Vergnas face lattice to be isomorphic to Altshuler's 3 -sphere $M_{963}^{9}$, has no polar $\mathcal{M}^{\Delta}$; i.e., there is no oriented matroid $\mathcal{M}^{\Delta}$ such that its Las Vergnas lattice $\mathcal{F}_{\text {lv }}\left(\mathcal{M}^{\Delta}\right)$ equals the opposite (antiisomorphic or order-dual) lattice $\mathcal{F}_{\text {lv }}(\mathcal{M})^{o p}$.

This provides the minimal rank in which polarity for oriented matroids, i.e., $\mathcal{F}_{\text {lv }}\left(\mathcal{M}^{\Delta}\right)=\mathcal{F}_{\text {lv }}(\mathcal{M})^{o p}$, fails to hold, thus answering a problem posed by Billera.

THEOREM 3.1. The smallest rank of a matroid polytope without a polar is 5 .
Proof. In principle, one can proceed as we did in the case of $\mathcal{M}$. But now we have 25 vertices, and the complexity of the algorithms involved has grown tremendously. In this case, our oriented matroid (we call it $\mathcal{M}^{\Delta}$ ) would be no longer uniform. Simple calculations show that the problem of using all chirotope axioms in this case is far beyond what can easily be computed in reasonable time. Nevertheless, the attempt was made to proceed in a fashion similar to the case of $\mathcal{M}$, by using more sophisticated implementations. Fortunately, it turned out that, in our final proof, everything can easily be checked without using a computer.

The proof uses only chirotope axioms, i.e., sign conditions derived from Grass-mann-Plücker relations. $\mathcal{M}^{\Delta}$ denotes our matroid polytope, which we assume to exist. We consider the rank-2 minors of $\mathcal{M}^{\Delta}$ with respect to the following subfacets: $(1 \cap 5) ;(1 \cap 9) ;(2 \cap 6) ;(3 \cap 7) ;(4 \cap 7) ;(4 \cap 8)$; and $(6 \cap 7)$.

We use the notation for hyperline sequences as before (now adjusted to the nonuniform case); see Table 2 below.

Table 2
$\left.\begin{array}{c|ccc}\hline \text { subfacet ( hyperline } & \text { left } & \text { mid } & \text { right } \\ \hline 1 \cap 5(+\mathrm{a}, \mathrm{b}, \mathrm{d}, \mathrm{p}, \mathrm{n}, \mathrm{f} \mid & \{\mathrm{c}, \mathrm{h}, \mathrm{j}, \mathrm{l}\}, & \ldots \text { ekmoqrstx } \ldots, & \{\mathrm{g}, \mathrm{i}, \mathrm{u}, \mathrm{v}, \mathrm{w}, \mathrm{y}\} \\ \hline\end{array}\right)$

The 7 hyperlines are connected (or consistently oriented), which can be checked by testing the signs of the following brackets in corresponding different lines above: $\operatorname{sign}[b d a c e]=-; \operatorname{sign}[b d l s r]=-; \operatorname{sign}[b a u o q]=-;$ and $\operatorname{sign}[n j s k r]=-$.

We use the contraction $\mathcal{M}^{\Delta} /\{b, d\}$ of our assumed chirotope $\mathcal{M}^{\Delta}$, and we use the chirotope axioms to determine more signs of brackets as follows. We have indicated on top of each bracket why we know its sign from earlier observations. The sign itself is given below.

$$
\begin{aligned}
& \{j \mid a s x r\}=\overbrace{-}^{1 \cap 5} \text { use } 4 \cap 8 \text { and } \overbrace{-}^{[b a d j n r], \text { by } 1 \cap 5} \cdot \underbrace{[j x r]}_{-} \cdot \overbrace{-\underbrace{[j a x]}_{-}}^{1 \cap 5} \cdot \overbrace{+}^{4 \cap 7 s r]}+\overbrace{-\underbrace{[j a r]}_{-}}^{1 \cap 5} \cdot \underbrace{[j s x]}_{\Rightarrow+} \\
& \{s \mid c j x q\}=\overbrace{-\underbrace{[s c j]}_{-}}^{1 \cap 9} \cdot \underbrace{[s x q]}_{\Rightarrow+}-\overbrace{\underbrace{[s c x]}_{0}}^{9} \cdot \underbrace{[s j q]}_{?}+\overbrace{\underbrace{[s c q]}_{-}}^{1 \cap 9} \cdot \overbrace{-}^{[s j x]} \\
& \{u \mid a s o q\}=\overbrace{\underbrace{[u a s]}_{+}}^{1 \cap^{5}} \cdot \overbrace{-}^{[\underbrace{u o q]}_{-}}-\overbrace{+}^{[\underbrace{u a o]}_{+}]} \cdot \underbrace{[u s q]}_{\Rightarrow-}+\overbrace{+}^{[\underbrace{u a q]}_{-}]} \cdot \overbrace{-}^{[\underbrace{u s o]}} \\
& \{q \mid a c u o\}=\overbrace{\underbrace{q a c]}_{+}}^{1 \cap 2} \cdot \overbrace{\underbrace{q u o]}_{-}}^{6 \cap 7}-\overbrace{\underbrace{[q a u]}_{-}}^{1 \cap 5} \cdot \overbrace{-\underbrace{q c o]}_{-}}^{2 \cap 6}+\overbrace{\underbrace{[q a o]}_{-}}^{2 \cap 6} \cdot \underbrace{[q c u]}_{\Rightarrow-}
\end{aligned}
$$

$$
\begin{aligned}
& \{q \mid c u s x\}=\overbrace{\underbrace{[q c u]}_{-}}^{\{q \mid a c o u\}} \cdot \overbrace{+}^{[q \mid c j q x\}}]-\overbrace{\underbrace{q c s]}_{+}}^{1 \cap 9} \cdot \underbrace{[q u x]}_{\Rightarrow-}+\overbrace{+}^{[\underbrace{q c x]}_{+}} \cdot \overbrace{\underbrace{[q u s]}_{-}}^{\{u \mid a o q s\}}
\end{aligned}
$$



After plugging in the sign of the bracket $[b d q y e]$ in $\mathcal{M}^{\Delta}$ or in the contraction $\mathcal{M}^{\Delta} /\{b\}$, we find a contradiction. In other words, $\mathcal{M}^{\Delta}$ does not exist.

$$
\{b e q \mid \text { dayx }\}=\overbrace{\underbrace{[b e q d a]}_{+}}^{2 \cap 6} \cdot \overbrace{\underbrace{[b e q y x]}_{0}}^{6 \cap 8}-\overbrace{\underbrace{[b e q d y]}_{+}}^{\{b d q \mid a e o y\}} \cdot \overbrace{\underbrace{[b e q a x]}_{-}}^{2 \cap 6}+\overbrace{-}^{\overbrace{\underbrace{b e q d x]}}^{\{b q \mid \text { ceux }\}}} \cdot \overbrace{\underbrace{[b e q a y]}_{-}}^{2 \cap 6}
$$

Our given matroid polytope $\mathcal{M}$ has no polar $\mathcal{M}^{\Delta}$. The $\operatorname{rank}$ of $\mathcal{M}$ is minimal because of Steinitz's theorem.
3.1. Remark. There is no matroid polytope with 8 vertices in rank 5 without a polar. A matroid polytope $\mathcal{M}$ with 8 vertices in rank 5 has a dual oriented matroid $\mathcal{M}^{*}$ in rank 3 with 8 elements which is realizable. Therefore, $\mathcal{M}$ is realizable as well, and its face lattice must be polytopal. This shows that all 3 -spheres (including the Barnette sphere and the Brückner sphere) do not lead to nonpolytopal matroid polytopes.

The minimal number of vertices for a nonpolytopal matroid polytope must be 9 . Because our $\mathcal{M}$ is the only uniform nonpolytopal matroid polytope with 9 vertices, compare 2.3, we can speak of $\mathcal{M}$ as the minimal (with respect to both the rank and the number of vertices) uniform matroid polytope without a polar.
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# EQUIDISTRIBUTION IN ALL DIMENSIONS OF WORST-CASE POINT SETS FOR THE TRAVELING SALESMAN PROBLEM* 
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#### Abstract

Given a set $S$ of $n$ points in the unit square $[0,1]^{d}$, an optimal traveling salesman tour of $S$ is a tour of $S$ that is of minimum length. A worst-case point set for the traveling salesman problem in the unit square is a point set $S^{(n)}$ whose optimal traveling salesman tour achieves the maximum possible length among all point sets $S \subset[0,1]^{d}$, where $|S|=n$. An open problem is to determine the structure of $S^{(n)}$. We show that for any rectangular parallelepiped $R$ contained in $[0,1]^{d}$, the number of points in $S^{(n)} \cap R$ is asymptotic to $n$ times the volume of $R$. Analogous results are proved for the minimum spanning tree, minimum-weight matching, and rectilinear Steiner minimum tree. These equidistribution theorems are the first results concerning the structure of worst-case point sets like $S^{(n)}$.


Key words. equidistribution, worst-case, nonlinear growth, traveling salesman, rectilinear Steiner tree, minimum spanning tree, minimum-weight matching
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1. Introduction. In this note we show that for many problems of Euclidean combinatorial optimization, the maximal value of the objective function is attained by point sets that are asymptotically equidistributed. To facilitate exposition, we focus at first on the traveling salesman problem (TSP) for a finite set $S$ of points in the $d$-dimensional unit cube $[0,1]^{d}$. Let $\tau(S)$ denote the set of tours that span $S$. The optimal TSP cost of $S$ is the value given by

$$
\begin{equation*}
\operatorname{TSP}(S)=\min _{T \in \tau(S)} \sum_{e \in T}|e|, \tag{1.1}
\end{equation*}
$$

where $|e|$ denotes the Euclidean length of the edge $e$.
For each dimension $d \geq 2$, there are constants $c_{d}$ such that

$$
\begin{equation*}
\operatorname{TSP}(S) \leq c_{d}|S|^{(d-1) / d} \tag{1.2}
\end{equation*}
$$

where $|S|$ denotes the cardinality of $S$. Considerable effort has been devoted to determining good bounds on $c_{d}$; the earliest bounds are due to Few [2], and the current records are held by Karloff [5] and Goddyn [3]. Simply by considering the rectangular lattice, one can see there are also constants $c_{d}^{\prime}>0$ such that, for all $n \geq 2$,

$$
\begin{equation*}
\max _{\substack{S \subset[0,1]^{d} \\|S|=n}} \operatorname{TSP}(S) \geq c_{d}^{\prime} n^{(d-1) / d} . \tag{1.3}
\end{equation*}
$$

[^68]If we let $\rho_{\text {TSP }}(n)=\max \left\{\operatorname{TSP}(S): S \subset[0,1]^{d},|S|=n\right\}$, then the usual considerations of continuity and compactness show that there are $n$-sets $S$ for which $\operatorname{TSP}(S)=$ $\rho_{\text {TSP }}(n)$ (cf. [7], p. 115); these are the worst-case point sets referred to in our title. We suppress $\rho_{\text {TsP }}$ 's dependence on $d$ to keep notation simple.

The main result obtained here is that worst-case point sets are asymptotically equidistributed in the sense made explicit in the following theorem.

Theorem 1. If $\left\{S^{(n)}: 2 \leq n<\infty\right\}$ is a sequence of worst-case TSP point sets with $S^{(n)} \subset[0,1]^{d}, d \geq 2$, and $\left|S^{(n)}\right|=n$, then for any rectangular parallelepiped $R \subset[0,1]^{d}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n}\left|S^{(n)} \cap R\right|=\operatorname{vol}_{d}(R) \tag{1.4}
\end{equation*}
$$

While Theorem 1 is certainly intuitive, the proof we provide requires more than first principles; it relies essentially on the result of Steele and Snyder [10] that there exist constants $\beta_{d}>0$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\rho_{\mathrm{TSP}}(n)}{n^{(d-1) / d}}=\beta_{d} \tag{1.5}
\end{equation*}
$$

The exact asymptotic result (1.5) was motivated by the classical result of Beardwood, Halton, and Hammersley [1] for the case of random point sets, and it seems to provide just the refinement of bounds like (1.2) and (1.3) that is needed to obtain equidistribution limit theorems.

We note that a proof of Theorem 1 in dimension two using techniques different from the ones we use here is given in [9]. We also note that Theorem 1 has a close connection to some results and a conjecture of Supowit, Reingold, and Plaisted [11]. This connection will be explained more fully in $\S 4$, after we have developed some notation.

In the next section, we prove Theorem 1; $\S 3$ deals with problems other than the TSP.
2. Proof of Theorem 1. For any fixed integer $m \geq 2$, we partition $[0,1]^{d}$ into $m^{d}$ subcubes $Q_{i}$, where $1 \leq i \leq m^{d}$, each of side length $1 / m$. For any rectangle $R$ and any $\epsilon>0$, there is an $m$ and sets $A$ and $B$ such that $\cup_{A} Q_{i} \subset R \subset \cup_{B} Q_{i}$ and $\operatorname{vol}_{d}\left(\cup_{i \in B-A} Q_{i}\right) \leq \epsilon \operatorname{vol}_{d}(R)$; hence, to prove Theorem 1, it suffices to consider equidistribution with respect to the $Q_{i}$. Specifically, it suffices to show that for each $m \geq 2$ and $1 \leq i \leq m^{d}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left|Q_{i} \cap S^{(n)}\right|}{n}=\frac{1}{m^{d}} \tag{2.1}
\end{equation*}
$$

Our proof of (2.1) depends on the equality case of Hölder's inequality, which tells us that for $1<p<\infty$ and $u_{i}, v_{i} \geq 0$, we have $\sum_{i=1}^{k} u_{i} v_{i} \leq$ $\left(\sum_{i=1}^{k} u_{i}^{p}\right)^{1 / p}\left(\sum_{i=1}^{k} v_{i}^{p /(p-1)}\right)^{(p-1) / p}$. Setting $v_{i}=1$ for $1 \leq i \leq k$, we have $\sum_{i=1}^{k} u_{i}=\sum_{i=1}^{k} u_{i} \cdot 1 \leq\left(\sum_{i=1}^{k} u_{i}^{p}\right)^{1 / p}\left(\sum_{i=1}^{k} 1^{p /(p-1)}\right)^{(p-1) / p}=\left(\sum_{i=1}^{k} u_{i}^{p}\right)^{1 / p} k^{(p-1) / p}$. The fact that is important for us is that one can have equality in this bound if and only if $u_{1}=u_{2}=\cdots=u_{k}([4]$, pp. 21-26).

Let $s(n, i)=\left|Q_{i} \cap S^{(n)}\right|$; i.e., $s(n, i)$ is the number of points of a worst-case point set $S^{(n)}$ that appear in the the $i$ th subcube. We first establish a limit result concerning the $s(n, i)$ that measures their aggregate size in a way that works usefully with Hölder's inequality.

Lemma 1. For all $m \geq 2$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{m^{d}} s(n, i)^{(d-1) / d}}{n^{(d-1) / d}}=m \tag{2.2}
\end{equation*}
$$

Proof. First, write (1.5) as

$$
\begin{equation*}
\rho_{\mathrm{TSP}}(n)=\beta_{d} n^{(d-1) / d}+r(n), \text { where } r(n)=o\left(n^{(d-1) / d}\right) \tag{2.3}
\end{equation*}
$$

Let $W$ denote a closed walk on $S^{(n)}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$; i.e, $W$ is a sequence of edges $\left(x_{i_{1}}, x_{i_{2}}\right),\left(x_{i_{2}}, x_{i_{3}}\right), \ldots,\left(x_{i_{k-1}}, x_{i_{k}}\right),\left(x_{i_{k}}, x_{i_{1}}\right)$ that visits each point of $S^{(n)}$ at least once and begins and ends at the same point. Even if $W$ visits some points more than once and traverses some edges more than once, $W$ is feasible for the traveling salesman problem on $S^{(n)}$, so $\operatorname{TSP}\left(S^{(n)}\right) \leq \sum_{e \in W}|e|$.

We now construct a particular $W$ on $S^{(n)}$ in the tradition of [6] and [11]. In each subcube $Q_{i}$ for which $S^{(n)} \cap Q_{i} \neq \emptyset$, construct an optimal traveling salesman tour $T_{i}$ of $S^{(n)} \cap Q_{i}$. This creates a set of at most $m^{d}$ within-subsquare tours. We then select a point $x_{i}^{\star}$ from each $T_{i}$ and let $T^{\star}$ be an optimal traveling salesman tour of $\left\{x_{1}^{\star}, x_{2}^{\star}, \ldots, x_{m^{d}}^{\star}\right\}$. The closed walk $W$ is then formed by visiting subsquares in the order specified by $T^{\star}$, visiting all members of subsquare $Q_{i}$ by traversing $T_{i}$ whenever $T^{\star}$ reaches $x_{i}^{\star}$.

To assess the length of $W$, we first note that $T^{\star}$ is a TSP tour of $m^{d}$ points, so by (1.2), $\sum_{e \in T^{\star}}|e| \leq c_{d} m^{d-1}$. This gives

$$
\begin{align*}
\rho_{\mathrm{TSP}}(n) & =\operatorname{TSP}\left(S^{(n)}\right) \\
& \leq \sum_{e \in W}|e| \\
& =\sum_{i=1}^{m^{d}} \operatorname{TSP}\left(S^{(n)} \cap Q_{i}\right)+\sum_{e \in T^{\star}}|e|  \tag{2.4}\\
& \leq \sum_{i=1}^{m^{d}} \operatorname{TSP}\left(S^{(n)} \cap Q_{i}\right)+c_{d} m^{d-1} .
\end{align*}
$$

We now use (2.3) in (2.4) along with the fact that $\operatorname{TSP}\left(S^{(n)} \cap Q_{i}\right)$ is at most $\rho_{\text {TSP }}(s(n, i))$ scaled by the subcube size $1 / m$ to get

$$
\begin{align*}
\rho_{\mathrm{TSP}}(n) & =\beta_{d} n^{(d-1) / d}+r(n) \\
& \leq \sum_{i=1}^{m^{d}} \frac{\rho_{\mathrm{TSP}}(s(n, i))}{m}+c_{d} m^{d-1}  \tag{2.5}\\
& \leq \frac{1}{m} \sum_{i=1}^{m^{d}} \beta_{d} s(n, i)^{(d-1) / d}+\frac{1}{m} \sum_{i=1}^{m^{d}} r(s(n, i))+c_{d} m^{d-1},
\end{align*}
$$

where, for all $1 \leq i \leq m^{d}$, the value $|r(s(n, i))| \leq \max _{k \leq n}\{r(k)\}=o\left(n^{(d-1) / d}\right)$. Since $m$ is fixed, we cancel $\beta_{d}$ in (2.5) to find

$$
\begin{equation*}
\sum_{i=1}^{m^{d}} s(n, i)^{(d-1) / d} \geq m n^{(d-1) / d}+h(n) \tag{2.6}
\end{equation*}
$$

where $h(n)=o\left(n^{(d-1) / d}\right)$. Dividing by $n^{(d-1) / d}$ and letting $n \rightarrow \infty$ thus proves half of the lemma. To obtain the other half, just apply Hölder's inequality with $p=d /(d-1)$ to $\sum_{i=1}^{m^{d}} s(n, i)^{(d-1) / d}$ and use $\sum_{i=1}^{m^{d}} s(n, i)=n$ to find that $\sum_{i=1}^{m^{d}} s(n, i)^{(d-1) / d} \leq$ $m n^{(d-1) / d}$ -

We are now in position to prove Theorem 1. First, we recall the subsequence convergence principle which says that if $\left(a_{k}\right)$ is any sequence of real numbers with the property that for any integers $n_{1}<n_{2}<\cdots<n_{k}<\cdots$ there is a further subsequence $n_{1}^{\prime}<n_{2}^{\prime}<\cdots<n_{k}^{\prime}<\cdots$ such that $a_{n_{k}^{\prime}} \rightarrow \alpha$ as $k \rightarrow \infty$, then in fact one must have $a_{k} \rightarrow \alpha$ as $k \rightarrow \infty$. One easy way to see the validity of this principle is to note that if $a_{k}$ does not converge to $\alpha$, then there is some $\alpha^{\prime} \neq \alpha,-\infty \leq \alpha^{\prime} \leq \infty$, and some subsequence of ( $a_{k}$ ) that converges to $\alpha^{\prime}$.

Now let $\left(n_{k}\right)$ be a given increasing sequence of integers. Since $0 \leq s(n, i) / n \leq 1$ for all $n$ and $i$, we can find a subsequence ( $n_{k}^{\prime}$ ) of the ( $n_{k}$ ) and $m^{d}$ constants $0 \leq \alpha_{i} \leq 1$ such that, for all $1 \leq i \leq m^{d}$, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} s\left(n_{k}^{\prime}, i\right) / n=\alpha_{i} \tag{2.7}
\end{equation*}
$$

Now, since $\sum_{i=1}^{m^{d}} s(n, i)=n$, we have from (2.7) that

$$
\begin{equation*}
\sum_{i=1}^{m^{d}} \alpha_{i}=1 \tag{2.8}
\end{equation*}
$$

Similarly, by (2.2) and (2.7), we have

$$
\begin{equation*}
\sum_{i=1}^{m^{d}} \alpha_{i}^{(d-1) / d}=m \tag{2.9}
\end{equation*}
$$

Now, equation (2.9) and Hölder's inequality applied with $u_{i}=\alpha_{i}^{(d-1) / d}$ and $p=$ $d /(d-1)$ give us

$$
\begin{equation*}
m=\sum_{i=1}^{m^{d}} \alpha_{i}^{(d-1) / d} \leq\left(\sum_{i=1}^{m^{d}} \alpha_{i}\right)^{(d-1) / d}\left(\sum_{i=1}^{m^{d}} 1^{d}\right)^{1 / d} \tag{2.10}
\end{equation*}
$$

But, by (2.8), we see that equality holds in (2.10), and thus $\alpha_{1}^{(d-1) / d}=\alpha_{2}^{(d-1) / d}=$ $\cdots=\alpha_{m^{d}}^{(d-1) / d}$, so applying (2.8) again, we see that $\alpha_{i}=1 / m^{d}$ for all $i$. By the subsequence convergence principle noted after Lemma 1, we therefore have for all $1 \leq i \leq m^{d}$ that $s(n, i) / n \rightarrow 1 / m^{d}$ as $n \rightarrow \infty$, and the proof is complete.
3. Equidistribution in related problems. The method just used for the TSP can be applied to the minimum spanning tree, the minimum-length matching, and the rectilinear minimum Steiner tree. If $\mathrm{L}=\mathrm{L}(S)$ denotes the optimal cost associated with any of these, then we can define $\rho_{\mathrm{L}}(n)=\sup _{\substack{S \subset[0,1]^{d} \\|S|=n}} \mathrm{~L}(S)$ and let $S_{\mathrm{L}}^{(n)}$ be such that $\mathrm{L}\left(S_{\mathrm{L}}^{(n)}\right)=\rho_{\mathrm{L}}(n)$. To show that $S_{\mathrm{L}}^{(n)}$ is asymptotically equidistributed boils down to checking that L satisfies two conditions:

1. $\rho_{\mathrm{L}}(n)=\beta_{\mathrm{L}, d} n^{(d-1) / d}+o\left(n^{(d-1) / d}\right)$, where $\beta_{\mathrm{L}, d}>0$ is constant; and
2. $\rho_{\mathrm{L}}(n) \leq m^{-1} \sum_{i=1}^{m^{d}} \rho_{\mathrm{L}}\left(s_{\mathrm{L}}(n, i)\right)+o\left(n^{(d-1) / d}\right)$, where $s_{\mathrm{L}}(n, i)=\left|S_{\mathrm{L}}^{(n)} \cap Q_{i}\right|$.

Condition 1 has been proved for the minimum spanning tree, minimum-length matching, and rectilinear Steiner tree problems (cf., [10] and [8]), and condition 2 can be verified for these problems by the method used in the proof of Lemma 1.

For example, if $\mathrm{L}(S)=\operatorname{MST}(S)$ denotes the total length of a minimum spanning tree of $S$, we first form a minimum spanning tree $\operatorname{MST}\left(S_{\mathrm{MST}}^{(n)} \cap Q_{i}\right)$ on each $S_{\mathrm{MST}}^{(n)} \cap Q_{i}$. These trees can then be interconnected at total cost $o\left(n^{(d-1) / d}\right)$ by adding $m^{d}-1$ edges, each costing no more than $c / m$, where $c$ is constant. This forms a heuristic tree on $S_{\text {MST }}^{(n)}$. Since the lengths $\operatorname{MST}\left(S_{\text {MST }}^{(n)} \cap Q_{i}\right)$ are no greater than the worst-case (within-subcube) lengths $\rho_{\text {MST }}\left(s_{\text {MST }}(n, i)\right) / m$, condition 2 follows.

Checking these conditions for each of the problems yields the following theorem.
Theorem 2. If $\left\{S_{\mathrm{L}}^{(n)}: 1 \leq n<\infty\right\}$ is a sequence of worst-case point sets for the function L , where L is the minimum spanning tree, the minimum-length matching, or the rectilinear minimum Steiner tree, then, for any rectangular parallelepiped $R \subset$ $[0,1]^{d}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n}\left|S_{\mathrm{L}}^{(n)} \cap R\right|=\operatorname{Vol}_{d}(R) \tag{3.1}
\end{equation*}
$$

4. Concluding remarks. The asymptotic equidistribution of worst-case point sets for the problems we have considered offers some support to the conjecture of [11] that worst-case point sets are approximated by lattices as $n \rightarrow \infty$. It is still a major open problem to resolve this conjecture.

Theorem 1 has a rather subtle relationship to some results of Supowit, Reingold, and Plaisted [11]; we explain here how these results relate to ours. In addition to improving current bounds on the constants $c_{2}$ and $c_{2}^{\prime}$ in (1.2) and (1.3), their analysis of the worst-case TSP in $\mathbb{R}^{2}$ decomposed $[0,1]^{2}$ into $m^{2}$ labeled subsquares of side length $1 / m$, then constructed a heuristic algorithm similar to that of [6]. Supowit, Reingold, and Plaisted noted that the worst-case performance of the heuristic is attained on point sets that are equidistributed, and they used this observation to prove that the leading constant of the worst-case length of their heuristic tour is identical to the worstcase TSP constant $\beta_{2}$ in (1.5). This observation does not produce an equidistribution result for worst-case point sets, but it is suggestive of a result like Theorem 1. Still, a rigorous proof of asymptotic equidistribution of a worst-case TSP point set required a much different path.

There are other open problems that are motivated by our results. For the Euclidean Steiner problem, the limit result for condition 1 in $\S 3$ has yet to be established. We believe such a result holds, and it would imply that a worst-case point set for the Euclidean Steiner problem is asymptotically equidistributed. It is also likely that the Steiner points in the Euclidean and rectilinear cases are asymptotically equidistributed.

Another problem concerns the greedy matching. Though condition 1 in $\S 3$ holds for this problem, the methods we use to verify condition 2 do not work, since they require a minimality condition. Hence, since the greedy matching is not a minimumlength matching, showing equidistribution for a worst-case point set for the greedy matching problem remains an open problem.
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    ${ }^{1}$ This is the only use of the term "river routing" in this paper; we refer to more complicated variations of the problem as "single-layer" or "planar" routing.
    ${ }^{2}$ Multiterminal nets can be handled by a transformation that might be considered "folklore." It is described in [8] in the context of showing that minimum separation problems can be solved even more easily than by actually applying the transformation.
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[^55]:    ${ }^{1}$ For later notational convenience, we number tree levels from the leaves toward the root, rather than in the more conventional opposite direction.
    ${ }^{2}$ String $x$ is a proper prefix of string $y$ just when there is a nonnull string $z$ such that $y=x z$.
    ${ }^{3}$ The algorithmic benefits of progressiveness are mentioned in $\S 1.3$, where the motivating machine model is discussed.
    ${ }^{4}$ We insist that the trees in a forest strictly increase in size because we always seek the largest tree that can be S -embedded efficiently into $\mathcal{H}_{n}$ : equal-size trees can be combined into a bigger single tree.

[^56]:    ${ }^{5}$ We cannot aim at harvests exceeding $1 / 2$ : the number of harvested leaves must be a power of 2, but the largest power of 2 not exceeding $G 2^{n}$, namely, $2^{\left\lfloor\log \left(H G 2^{n}\right)\right\rfloor}$, may be close to $G 2^{n-1}$.

[^57]:    ${ }^{6}$ All logarithms are to the base 2. The iterated logarithm $\log { }^{(k)}$ is defined by: $\log ^{(1)} N=\log N ; \quad \log ^{(k+1)} N=\log \log ^{(k)} N$.
    ${ }^{7}$ For given parameters $A, B, \ldots, Z$, we denote by $\kappa(A, B, \ldots, Z)$ a constant that depends only on the parameters; instances of " $\kappa(A, B, \ldots, Z)$ " in different expressions may denote different constants. Thus, we use the $\kappa$-notation in very much the same way as the big- $O$ notation.

[^58]:    ${ }^{8}$ This assumption about $C$ simplifies the estimates in the upcoming argument.
    9 This is true because we focus on progressive S-embeddings. If we allowed arbitrary Sembeddings, then $M(\ell ; C)$ would be the algebraic sum-i.e., the sum/difference-of at most $C$ powers of 2 . The added generality of arbitrary S-embeddings would influence only constant factors in our bounds.

[^59]:    ${ }^{10}$ This is the condition that implicitly defines the promised "infinitely many $n$ " of the theorem.

[^60]:    ${ }^{11}$ Changing the probability $1 / 2$ to any other fixed probability $p$ merely changes the constants in our results.

[^61]:    ${ }^{12}$ Our insistence on the highest level-number in Step $n+1$ serves to keep the dilation of the S-embedding low, while neither decreasing the harvest nor violating the congestion bound. Note, however, that this insistence could increase the actual congestion incurred by the embedding.
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    ${ }^{1}$ The full name here would be "disjoint uniquely decodable code." We will use the term disjoint code or just code.
    ${ }^{2}$ This statement is based on a futile computer search conducted in [2] for $n=1$.

[^64]:    ${ }^{3}$ A precise upper bound on the cardinality $T$ of a sum-distinct set in $(\mathcal{K},+)$ is an open problem. It is suspected that $T<c+\log _{2} k$ where $c \in \mathcal{Z}^{+}$does not depend on $k$.

[^65]:    ${ }^{4}$ A brute-force approach would be to choose $2^{m-n}$ binary tuples $\left(u_{1}, \ldots, u_{m-n}\right)$ and check (for each such tuple) if $n$ remaining components of $\bar{u}$ satisfy (4.1). By (3.8), this approach is quite expensive if $k n$ is large.
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